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Abstract

Introduction

Randomised controlled trials provide the most reliable estimates of the e�ects of health

care interventions. The cluster randomised crossover (CRXO) design is a form of a cluster

randomised trial where clusters are randomised to a sequence of interventions. The design

has the potential to allow health care interventions to be evaluated using a randomised

design, where cluster randomisation is required, but a parallel-group cluster randomised

design is not feasible. The design, conduct, reporting, and use of statistical methodology

for CRXO trials has not been evaluated.

Aim

The aims of this thesis are to: assess the design, reporting quality, and statistical meth-

ods used in CRXO trials that evaluate clinical and public health interventions; provide

guidance to health researchers on the design and reporting of CRXO trials; increase health

researchers' understanding of the methodological requirements of the design; and to extend

the formulae for sample size calculation to strati�ed CRXO trials.

Methods

Several methods were used in this thesis. A systematic review was undertaken to charac-

terise how the CRXO design is used in practice. Modi�cation of existing reporting guidelines

and identi�cation of areas where reporting items may need to be developed was used to i)

assess the reporting quality of published CRXO trials, and ii) propose a set of reporting

items for CRXO trials. Graphical illustrations were used to show the intuition behind the

key parameters in the CRXO design. Sample size considerations for potential CRXO trials

in the intensive care setting were provided to illustrate the use of sample size formulae, and

their dependency on the required correlation parameters. Formulae were derived to extend

existing sample size methodology to strati�ed CRXO trials to assess the potential bene�ts

of such strati�cation.
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Results

The systematic review identi�ed 91 trials, including 139 endpoint analyses. Of these, po-

tentially appropriate methodology was used in nine sample size calculations, four of 127

individual-level analyses and 10 of 12 cluster-level analyses. Incomplete reporting of the

design aspects unique to the CRXO design was common. Graphical illustrations showed

how the parameters required by the sample size formula arise from the design. Stratifying

the sample size formula led to a reduction in the required number of clusters to detect

a constant risk ratio, when compared to the unstrati�ed sample size formula. Example

sample size calculations were sensitive to small changes in the required parameters.

Discussion

The key �ndings from this thesis are that the methods used for the sample size calculation

and analysis of CRXO trials rarely accounted appropriately for the CRXO design, and that

reporting of the trial aspects unique to CRXO trials was frequently incomplete. The use of

inappropriate methodology can lead to incorrect conclusions regarding the e�ectiveness of

the intervention. Possible explanations for the use of inappropriate methodology include:

limited understanding amongst health researchers of the need for specialist methodology,

lack of recognition of existing methodology, di�culty in specifying the parameters required

by the sample size formula, and lack of availability of appropriate methodology. A CON-

SORT extension for CRXO trials is needed to improve reporting quality.
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Chapter 1

Introduction

1.1 Introduction

Randomised controlled trials (RCTs) provide the most reliable estimates of the e�ects of

health care interventions [1]. Such estimates are used to inform evidence-based clinical

practice guidelines. There are di�erent types of designs for randomised trials. The most

common form is the parallel-group individually randomised design, where individuals are

randomised to interventions [2]. However, there are situations where is it necessary, or

preferable, to randomise groups of individuals, such as schools or hospitals, rather than the

individual students or patients, to interventions [3][4]. The cluster randomised crossover

(CRXO) design is a form of a cluster randomised trial where groups of individuals (clusters)

are randomised to a sequence of interventions [5][6].

The aims of this thesis are to assess the design, reporting quality, and statistical meth-

ods used in CRXO trials that evaluate clinical and public health interventions; provide

guidance to health researchers on the design and reporting of CRXO trials; increase health

researchers' understanding of the CRXO design; and extend the formulae for sample size

calculation to strati�ed CRXO trials. The outputs of this thesis provide a set of tools for

researchers, which is hoped will facilitate better understanding, design and reporting of

CRXO trials.

This chapter sets the context for the research presented in this thesis by providing an

overview of: the parallel-group cluster randomised design and individual crossover design,

leading to the CRXO design; the use of the CRXO design in intensive care research; the

methods available for analysis and sample size calculation of CRXO trials; and the existing

guidance for the design, statistical methodology and reporting of CRXO trials. The chapter

then concludes with the aims and objectives of the research, and presents an outline of the

thesis.

1
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1.2 An overview of the parallel-group cluster randomised trial

design

In cluster randomised trial designs, groups of individuals, such as hospitals or schools,

are randomly allocated to the intervention groups instead of patients or students, as in

an individually randomised trial. These groups form �clusters�. There are circumstances

where it is preferable, or necessary, to use cluster randomisation in place of individual

randomisation [3][7]. Common circumstances are to reduce contamination and because of

logistical, feasibility or cost reasons.

Contamination may arise if individuals from the same cluster are randomised to di�erent

intervention groups. For example, in a trial of a lifestyle modi�cation intervention that is

delivered by general practitioners, patients in the control group may learn of the intervention

delivered to the experimental group. Other examples include trials where the intervention

involves training health care providers. Health care providers may not be able to unlearn

training and therefore may not be able to administer both the control and experimental

intervention to patients, as would occur in an individually randomised trial.

Cluster randomisation may also be used for logistical, feasibility, or cost reasons. For

example, in a trial of a intravenous �uid in intensive care, the administration of both a

control and an experimental �uid on a single ward may increase the possibility of patients

receiving a �uid di�erent from their allocation. This risk could be mitigated by providing

only one �uid to the ward. Cluster randomisation may reduce the costs of conducting a trial

as compared to an individually randomised trial when the intervention requires the cluster

to be equipped with expensive equipment or training, because only half of the clusters are

allocated to the intervention.

The unique features of cluster randomisation lead to additional methodological and

design considerations as compared with designs using individual randomisation. A critical

methodological consideration is the correlation between outcomes from individuals within

a cluster. The outcomes of individuals within a cluster tend to be more similar to each

other than to the outcomes of individuals in di�erent clusters. For example, di�erences

in the case-mix of patients attending di�erent hospitals, may lead to patients in the same

hospital having more similar outcomes than patients in other hospitals. This similarity is

often quanti�ed by the intracluster correlation (ICC), although other statistics have also

been proposed [8].

As a result of the similarity between the outcomes within a cluster, a cluster randomised

trial will generally require a larger sample size compared with an individually randomised

trial to estimate the intervention e�ect to the same precision [9]. Failure to account for the

clustering during the sample size calculation is likely to lead to an underestimation of the

sample size required to detect the desired intervention e�ect with the speci�ed power. Fail-

ure to account for the clustering during analysis is likely to lead to overly precise estimates

of the intervention e�ect and potentially incorrect inferences about the e�ectiveness of the

intervention [3].

As with all trials, an essential design consideration in cluster randomised trials is the
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potential for bias in the estimate of the intervention e�ect. Bias has been classi�ed into

�ve di�erent types: selection bias; performance bias; detection bias; attrition bias; and

reporting bias [10]. The potential for selection bias is higher in cluster randomised trials

than in individually randomised trials [11][12][13].

Selection bias can arise in a randomised trial when there is a systematic di�erence in the

baseline characteristics of the participants between intervention groups. In an individually

randomised trial, assessment of eligibility and baseline characteristics prior to randomisa-

tion, adequate random sequence generation and concealment of the sequence removes the

potential for selection bias. However, in a cluster randomised trial, the inclusion of individ-

ual participants involves the identi�cation and recruitment of both clusters and individuals

within clusters. These identi�cation and recruitment processes can introduce selection bias

into a cluster randomised trial.

When individual participants within a cluster are identi�ed and recruited before the

randomisation of clusters takes place, there is no potential for selection bias. However, if

individual participants are identi�ed after the clusters have been randomised, selection bias

can arise. When consent is not sought from individual participants, there is minimal risk of

selection bias when eligible individuals are identi�ed in a standardised way, and when the

researchers responsible for identifying the individuals are blind to the cluster allocation.

However, if consent is sought from the individuals recruited into the trial, minimising the

risk of selection bias requires that the researchers responsible for recruiting the individuals

are blind to the cluster allocation, and the recruited individuals can not become aware of

the cluster allocation prior to entry into the study.

Limiting the e�ects of attrition bias in cluster randomised trials presents additional is-

sues as compared with individually randomised trials. An intention-to-treat analysis, where

the outcome data from all participants are analysed in the groups to which the participants

were originally randomised, regardless of any subsequent nonadherence or deviation from

the trial protocol, including withdrawal, is recommended to minimise the e�ect of attrition

bias [14]. In a cluster randomised trial, an intention-to-treat analysis is di�cult to apply,

because the total number individuals assigned to each intervention group is not always

known. In addition, methods to limit the bias resulting from missing outcome data at both

the level of the participant and cluster have not been established [12].

Cluster randomised trials also pose ethical challenges for informed consent that are not

present in individually randomised trials [7][15][16][17][18]. In a cluster randomised trial,

individual participants may be unable to provide consent for randomisation, participation

in an intervention, or data collection; and may also be unable to opt out of receiving the

intervention [7][16]. For example, when patients require urgent treatment in a critical care

setting. In addition, using cluster randomisation to increase the number of participants

included in a trial requires careful ethical consideration [19]. Guidance on the ethical

conduct of cluster randomised trials has been published [18], yet work to establish acceptable

procedures for consent, and other ethical issues, is ongoing [17].
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1.3 An overview of the individually randomised crossover trial

design

A commonly used alternative to the parallel-group individually randomised design is the

crossover individually randomised design [20]. In crossover designs, individuals are ran-

domised to sequences of interventions, rather than single interventions. The trial is divided

into periods of time, and during each period, the individual receives the corresponding

intervention in the assigned sequence. For example, a two-sequence two-period design has

patients randomised to either A then B, or B then A. While the period of time itself might

a�ect the outcome of each individual in that period, regardless of the assigned intervention,

such period e�ects are removed when the sequence of interventions is balanced between

individuals [21].

The advantage of a crossover trial as compared with a parallel-group trial is that in-

terventions can be compared within each individual, rather than between individuals. By

performing a �within-subject� comparison of the interventions, the between subject com-

ponent of variability is removed from the comparison between interventions, and hence the

precision of the estimate of the di�erence between interventions is increased when compared

with a between-subject comparison.

The crossover design also presents unique design challenges from the potential for bias

that are not present in the parallel-group design. The greatest risk of bias comes from

carryover e�ects, such that the intervention given in one period continues to a�ect the

outcome of individuals in subsequent periods, and the e�ect on the outcome in subsequent

periods di�ers for each intervention. Examples of situations where an intervention poses a

risk of carryover include: the target of the intervention is behaviour change of either the

individual level participant (e.g. patient), or the person delivering the intervention (e.g.

clinician); a pharmacological intervention that contains ingredients that are still active in

subsequent periods; an intervention that leads to a psychological change in the individual

that changes perception of the e�ectiveness of subsequent interventions; or an intervention

that leads to an environmental change that alters the e�ect of subsequent interventions.

Appropriate use of wash-out periods, where no intervention is given between active periods,

can lessen the risk of carryover if the e�ect of the intervention is reversible.

A second source of bias arises from treatment-by-period interactions: where the e�ect

of the same intervention on the outcome di�ers according to the period in which it was

received. In a crossover design with two intervention and two periods it is not possible to

detect or remove either carryover e�ects or treatment-by-period interactions. Indeed it is

not possible to distinguish between the two sources of bias [21]. Therefore appropriate trial

design is essential to minimise the risk of bias.

1.4 An overview of the cluster randomised crossover design

A variation of the parallel-group cluster randomised design, which incorporates the crossover

element, is the cluster randomised crossover (CRXO) design. In the CRXO design, each
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cluster receives each intervention at least once, which each intervention delivered in a sep-

arate period of time, leading to the formation of �cluster-periods�. The sequence in which

the interventions are delivered to each cluster is randomised to control for potential period

e�ects [5][6]. Within each cluster, each cluster-period may contain a sample of di�erent

individuals (a cross-sectional design), a cohort of the same individuals who are followed

over time (a cohort design), or a mixture of the same and di�erent individuals [22].

The CRXO design is gaining popularity in settings where cluster randomisation is con-

sidered necessary, but the parallel-group cluster randomised design is considered infeasible

or problematic. The CRXO design has been proposed in place of the parallel-group cluster

randomised design when the number of clusters required by a parallel-group cluster ran-

domised trial is prohibitively large [23][24]; and when the characteristics of the included

clusters vary importantly between intervention groups because the number of clusters is

small [5][25].

The e�ciency of a CRXO trial relative to an individually randomised trial or a parallel-

group cluster randomised trial depends on the relationship between the outcomes from

individuals within and between each cluster-period. Like individuals within a cluster in

a parallel-group cluster randomised trial, individuals within a cluster-period tend to have

more similar outcomes than individuals in di�erent clusters. This similarity is typically

measured by the within-cluster within-period ICC [5][6][22][24][26]. This tendency for sim-

ilar outcomes increases the uncertainty in the estimation of the e�ect of each intervention

compared with outcomes that are independent.

If the environment of the cluster remains similar over time, then the outcomes of in-

dividuals within the same cluster, but in di�erent cluster-periods, tend to be similar also.

This tendency is typically measured by the within-cluster between-period ICC [5][24][26].

The within-cluster between-period ICC is typically less than the within-cluster between-

period ICC, because individuals in the same cluster, but in di�erent periods, are likely to

be less similar than individuals in the same cluster, in the same period. By comparing the

interventions within cluster, the cluster-speci�c component of variation is removed from the

comparison, and the uncertainty of the di�erence between interventions is decreased when

there is a positive within-cluster between-period ICC [5]. Therefore, the crossover element

of the design can o�set the loss of precision arising from cluster randomisation.

Like the individually randomised crossover design, a key requirement of the two-period

CRXO design is that the e�ect of an intervention given in one period does not carry over

into the next period [5][27]. The estimate of the intervention e�ect may be biased when the

intervention given in one period carries over to subsequent periods, and the carryover e�ect

di�ers according to sequence allocation. In CRXO designs where cluster-periods contain

di�erent individuals, the potential for carryover is limited because any carryover can only

take place at the cluster level. However, in CRXO designs where the same individuals

are followed over time, carryover can also take place at individual participant level, and

therefore, the potential for carryover is similar to that in individually randomised crossover

designs.
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1.5 Evaluation of universal interventions in intensive care re-

search

The research presented in this thesis has been motivated by collaboration with colleagues

designing trials to evaluate universal intensive care interventions within the Australian and

New Zealand Intensive Care Society Clinical Trials Group. In planning these trials, design,

statistical and reporting issues have arisen that needed to be addressed. The research

presented in this thesis aims to address some of these issues.

A major challenge in designing RCTs in the intensive care setting is that intervention

e�ect sizes are often small. A review of observed e�ect sizes in 38 trials to reduce mortality

in the intensive care setting found an average e�ect size of 1.4% [28]. The detection of

such small e�ect sizes, with reasonable levels of statistical power (e.g. >80%), can lead to

designs where it is not possible to recruit the required number of participants. Therefore,

trials of universal interventions require a design that minimises the number of participants

needed to achieve the desired power, and maximises the inclusion of eligible of participants.

An additional challenge to evaluating many universal interventions is that individual

randomisation is often infeasible. For example, individual randomisation is not feasible

for interventions such as infection control and �bundles of care�, which involve multiple

practice changes simultaneously. This is because individual randomisation in the intensive

care setting poses a high risk for contamination between intervention groups. Individual

randomisation is also not feasible for �whole of intensive care processes� such as admission

and discharge policies, because varying procedure by individual patient is not practical. For

these reasons, it is often more feasible to perform cluster randomised trials in the intensive

care setting.

The use of cluster randomisation in intensive care trials allows the intervention to be

delivered as if it were a standard operating practice, hence leading to the inclusion of more

participants than an individually randomised design, and may increase the e�ciency of

data collection [23]. However, cluster randomisation can result in designs which require

more participants than individual randomisation when there is even a small within-cluster

ICC. For example, consider a 12 month trial in which 1200 patients per intensive care unit

are eligible. To achieve 80% power to detect an absolute risk reduction from 8.7% to 7.2%

(a di�erence of 1.5%), with a signi�cance level of 0.05, nine intensive care units are required

in a parallel-group individually randomised trial (10,800 participants). In a parallel-group

cluster randomised trial, if the within-cluster ICC is just 0.01, then the required number of

intensive care units increases to 113 (135,600 participants).

In response to the challenges of designing RCTs in the intensive care setting, Bellomo et

al. [23] proposed that CRXO trials should be considered more frequently to evaluate low-

risk interventions, such as oxygen therapy, ulcer prophylaxis therapy, intravenous �uids

and nutrition, in RCTs conducted within the Australian and New Zealand Intensive Care

Society Clinical Trials Group.
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1.6 A review of methods for analysing CRXO trials

In the analysis of a parallel-group cluster randomised trial, it is commonly recognised

that the analysis must account for the correlation within clusters to correctly estimate the

uncertainty in the intervention e�ect (e.g., Eldridge and Kerry 2012 [3], Donner and Klar

2000 [29], Hays and Moulten 2017 [30], Campbell and Walters 2014 [31]). In a CRXO trial,

the correlation structure of the outcome data is more complex than in a parallel-group

cluster randomised trial. Failure to appropriately account for this additional complexity

can lead to incorrect conclusions about the e�ectiveness of the intervention [32][33].

Similarly to parallel-group cluster randomised trials, CRXO trials can be analysed at

the level of the individual or at the level of the cluster. Both methods have been evaluated

for normally distributed continuous and binary outcomes. Other outcome types, including

count and time-to-event data, have not been explored. Following, a summary of the lit-

erature evaluating statistical methods for analysing the CRXO design is provided. These

methods have focussed on the two-period two-group cross-sectional CRXO design.

Turner et al. has proposed a simple analysis approach for CRXO trials using a cluster-

level analysis for continuous outcomes collected at the individual-level, which can also be

applied to other outcome types. In a cluster-level analysis, the available data on each

individual from each cluster-period are aggregated into a single measure, and for each

cluster, the di�erence between interventions is calculated. Aggregating the data in each

cluster-period accounts for the within-cluster within-period ICC, and comparing the cluster-

period summaries within cluster accounts for the within-cluster between-period ICC.

Numerical simulation has been used to evaluate cluster-level methods with summary

measures of the di�erence in period means for continuous outcomes and the risk di�erence

between periods for binary outcomes [6][24][32]. The methods have been evaluated with

small to moderate number of clusters (6 to 30 clusters). The method generally performed

well under a range of ICC values and cluster-period sizes, except for binary outcomes with

low prevalences (6% or less) or large ICCs (greater than 0.05) [24]. Inverse-variance weight-

ing of the summary measure has been shown to be the most e�cient cluster-level method

[6][24][32], however the less complex size-weighted and unweighted analyses provide compa-

rable power unless the cluster sizes are very unbalanced [24]. Despite their simplicity and

good performance, cluster-level analyses may not be preferable to individual-level meth-

ods when adjustment for individual-level covariates or testing of an interaction between

covariate is desired [6][24].

For individual-level analysis of continuous outcomes, the use of mixed-e�ects models

that include random or mixed e�ects for cluster and cluster-by-period e�ects has been shown

to generally perform well in numerical simulations [6]. These simulations have explored

designs with a small numbers of participants per cluster-period (20) and ICCs ranging

from small to large (0.01 to 0.1). Models that treat the cluster e�ect as �xed and allow

for negative within-cluster ICCs perform best, but may not be appropriate if the number

of clusters is too large to achieve model convergence, or a negative within-cluster ICC is

implausible.
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The performance of logistic mixed models for binary outcomes have only recently re-

ceived attention. Initial results indicate that nominal Type I error rates may not be achieved

even with 50 or more clusters, with the performance becoming worse as the di�erence

between the within-cluster within-period ICC and within-cluster between-period ICC in-

creases [32].

Generalised estimating equations (GEEs) are also used to analyse clustered data [34].

In CRXO trials, accounting for both the within-cluster within-period and within-cluster

between-period ICCs requires the inclusion of robust standard errors (possibly with adjust-

ments for small sample variance estimation [35]), or extensions that model the patterned

correlation structure within clusters across multiple periods explicitly [24][36].

A recently evaluated individual-level method uses GEEs to �t the marginal mean model

and allows for both the within-cluster within-period and within-cluster between-period ICCs

by employing matrix-adjusted estimating equations with a nested exchangeable correlation

matrix, and employs �nite-sample adjustment to the sandwich variance estimator [36]. For

the limited scenarios considered, tests of the intervention e�ect have been identi�ed that

provide nominal Type I error and power. The scenarios did not include rare events (less

than 6%), ICCs smaller than 0.025, or variable cluster sizes, which have been shown to

have poor performance in cluster-level analyses for binary outcomes [24].

The scenarios investigated in the above numerical simulation studies were informed by

characteristics of CRXO trials the methodologists had encountered in practice. As with

all numerical simulation, the conclusions may not hold beyond the evaluated scenarios.

Therefore, to assist methodologists in developing and evaluating statistical methodology in

future numerical simulation studies, a component of this thesis is to collate all CRXO trials

and describe their design characteristics.

The analysis of CRXO trials requires complex methodology. Choosing an appropriate

analysis method requires an understanding of the correlation structure induced by the trial

design. To assist health researchers in identifying analysis methodology that is appropriate

for their trial design and outcome data, increasing researchers' understanding of the CRXO

design is a key aim of this thesis.

1.7 A review of methods for sample size calculation for CRXO

trials

Rutterford et al. have provided an extensive review of methods for sample size calculation

for cluster randomised trials, which also covers the CRXO design [37]. For all methods

used to estimate sample size, the speci�ed power will only be obtained if the methods used

to estimate the variance of the intervention e�ect in the sample size calculation match the

analysis methodology. As for the analysis methodology, the sample size can be determined

for either an individual-level or cluster-level analysis. For designs with equal cluster-period

sizes and continuous outcomes, the sample size required for cluster-level and individual-

level analyses are equivalent. This equivalence does not hold for designs with unequal
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cluster-period sizes within or between clusters, or for binary outcomes.

The simplest CRXO design is the two-period two-group cross-sectional design, with

cluster-periods of equal sizes both within and between clusters, and with the number of

clusters balanced between randomisation sequences. For this design, sample size formulae or

variance in�ation factors, relative to a parallel-group individually randomised design, have

been derived for both cluster-level analyses and individual-level analyses of binary and

normally distributed continuous outcomes [22][26][38]. For cluster-level analyses of binary

outcomes, these formulae have been extended to incorporate period e�ects and unequal

cluster-period sizes [24]. For individual-level analyses of continuous and binary outcomes,

sample size formulae have been based on methods that use GEEs to �t a marginal model

and matrix-adjusted estimating equations to account for the correlation structure [36].

Extensions to the simple CRXO design include the cohort design and designs with

more than two periods. An in�ation factor for the cohort design with two periods, relative

to an individually randomised trial, has been proposed [22], but does not account for

variation in expected outcomes between cluster-periods within a cluster. Hooper et al.

have provided formulae for both the cross-sectional and cohort design with more than two

periods, assuming a constant correlation between the population mean of any two cluster-

periods within a cluster [39]. A less restrictive method for designs with more than two

periods allows for an exponential decay over time in the correlation between cluster-periods

within each cluster [40]. These methods have been developed for continuous outcomes, but

may be extended to binary outcomes.

Numerical simulation is an alternative to estimating the sample size from asymptotic

formula, and has been recommended when the number of clusters is small [37]. However,

simulation may be prohibitive for many health researchers due to the complexity and time

involved to set up and conduct. Simulation-based software for assessment of power is avail-

able, but does not account for the within-cluster between-period ICC [25]. The theoretical

power estimated from sample size formulae has been veri�ed empirically with as few as four

to eight clusters, suggesting simulation may be unnecessary [24][36][39]. It is important to

note, however, that small number of clusters may also a�ect the type I error rate [39],

and pose additional risks to chance imbalances, generalisability and appropriate options for

analysis [41].

In planning trials within the Australian and New Zealand Intensive Care Society Clinical

Trials Group, researchers have observed that the characteristics of potential clusters vary

according to type of hospital (i.e. tertiary or private hospital) or geographical region (rural

or metropolitan). This scenario has not been considered in the published sample size

methodology for CRXO trials. Therefore, an aim of this thesis is to extend the existing

formulae for sample size calculation to settings where trials are strati�ed by groups of

clusters that vary according to factors that a�ect the outcome of interest.
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1.8 Guidance for the design, statistical methods and report-

ing of CRXO trials

Appropriate trial design and statistical methods are essential for obtaining an unbiased

estimate of an intervention. In addition, comprehensive reporting allows for an assessment

of threats to the validity of the trial results, an assessment of the adequacy of the statistical

methods, replication of trial methodologies, incorporation of the trial's results in synthe-

sis products such as meta-analyses, and implementation of the evaluated intervention(s).

Guidance on trial design and the use of statistical methods may increase researchers' under-

standing of the design and analysis requirements, thereby reducing the use of inappropriate

designs and methodology. To date, there is only limited guidance available on the de-

sign and statistical methods for CRXO trials. Further, there are no published reporting

guidelines speci�cally developed for CRXO trials.

The �rst step in determining whether the CRXO design requires a reporting guideline

is to assess the quality of reporting in published trials [42]. Similarly, guidance on the use

of the design and statistical methods is only required if these aspects are inadequate in

published trials. Therefore, the �rst aim of the research presented in this thesis is to assess

the design, reporting quality, and statistical methods used in CRXO trials. The guidance

currently available for CRXO trials, and the subsequent components of this thesis, are now

discussed.

1.8.1 Design and statistical methodology for CRXO trials

Parienti and Kuss provide some limited guidance on designing CRXO trials [5]. They

provide a brief discussion of potential sources of bias in the estimate of the intervention

e�ect that can arise from the design. Other authors note the need to reduce the risk of

carryover during the design stage [6][22][25][26], and how cross-sectional and cohort CRXO

designs may di�er in the risk of participant dropout [22].

Several methodological publications provide examples of sample size calculation [24][26]

and analyses of CRXO trials [5][6][24][32][40]. However, the focus of these articles is primar-

ily about evaluating the performance of the proposed methods, and therefore such guidance

may not be readily accessible to health researchers without a methodological background

[43]. An online application is available to estimate the design e�ect, power or variance for

a two-group cross-sectional CRXO trial [33].

There is little guidance available to inform the choice of ICCs when determining the

required sample size. Approaches for choosing the within-cluster ICC in sample size calcu-

lations for parallel-group cluster randomised trials have been proposed [44][45][46][47], and

similar considerations are likely to apply when choosing the within-cluster within-period

ICC in a CRXO design. However, there is limited guidance for selecting the value of the

within-cluster between-period ICC [26][38][48].

To address these limitations, providing guidance for health researchers on the design of

CRXO trials, and increasing health researchers' understanding of the CRXO design, forms
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a component of this thesis.

1.8.2 Reporting of CRXO trials

In deciding whether a trial design requires a reporting guideline, consideration should �rst

be given to whether any existing guidelines are adequate, potentially with modi�cation

[42]. The most applicable guidelines for the CRXO design are the existing CONSORT

(Consolidated Standards of Reporting Trials) statements.

The CONSORT statement for parallel-group randomised trials was developed in an

attempt to improve the quality of reporting of randomised trials. Extensions have been

published for the parallel-group cluster randomised design [49] and the stepped wedge

design [19]. Items from these statements are directly applicable to the CRXO design (e.g.

�Allowance for clustering� and �Allowance for the number of steps� in the sample size

justi�cation) or are easily modi�able (e.g. �Identi�cation as a cluster randomised trial

in title�) for CRXO trials. However, the CRXO design has distinct characteristics when

compared with the parallel-group cluster randomised design and the stepped-wedge design,

such as the potential for carryover of the intervention e�ect to subsequent periods, which

may necessitate the development of a speci�c guideline for the CRXO design. Therefore, an

aim of this thesis is to identify aspects of reporting in CRXO trials that can be addressed

by existing guidelines, and aspects which are unique to the CRXO design, and subsequently

propose possible reporting items and areas where items may need to be developed.

1.9 Rationale and outline of thesis

1.9.1 Aims and objectives

The CRXO design has the potential to allow health care interventions to be evaluated

using a randomised design, where cluster randomisation is required, but the parallel-group

cluster randomised design is either not appropriate or not feasible. However, without

appropriate design, conduct, and statistical methodology, the estimates of the e�ectiveness

of an intervention obtained from a CRXO trial may be misleading. And without complete,

transparent and clear reporting, it may not be possible for those using trial reports to assess

the validity of the trial results. To date, the design, conduct, and reporting of CRXO trials

has not been described.

Therefore, the aim of this thesis is to assess the design, reporting and statistical methods

used in CRXO trials that evaluate clinical and public health interventions; and consequen-

tially develop guidance on the design and reporting of CRXO trials for health researchers,

increase health researchers' understanding of the design, and extend the existing sample

size methodology to CRXO trials conducted in typical intensive care settings. The speci�c

objectives of the thesis are to:

• Assess the design, reporting and statistical methods used in CRXO trials that evaluate

clinical and public health interventions, by reviewing the:
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� characteristics of reported trials and evaluated interventions;

� motivations for using the CRXO design;

� values of the CRXO design parameters;

� justi�cation and methodology for the sample size calculation and analyses; and,

� quality of reporting of the CRXO design aspects.

• Facilitate improvement in the reporting of CRXO trials, by:

� proposing possible content for a reporting guideline;

� identifying which aspects of reporting in CRXO trials can be addressed by ex-

isting guidelines, potentially with modi�cation;

� outlining possible options for reporting the aspects of CRXO trials that are

unique to the design; and,

� discussing areas where reporting items may need further development.

• Increase health researchers' understanding of the CRXO design, by illustrating graph-

ically:

� how individual responses in a CRXO trial can be understood in terms of com-

ponents of variation;

� how the similarity between groups of individuals within clusters can be quanti�ed

by the components of variation, hence leading to the de�nitions within-cluster

within-period and within-cluster between-period ICCs;

� the e�ects of the cluster randomisation and multiple period aspects of the design

on the estimate of an intervention; and,

� when the CRXO design is equivalent to the parallel-group cluster randomised

and individually randomised crossover design.

• Provide guidance for determining the required sample size for CRXO trials, by pre-

senting:

� recommendations for selecting the parameters required by the sample size for-

mulae;

� estimates of the sample size parameters for intensive care trials; and,

� worked examples of how to determine the required sample size in an intensive

care setting.

• Extend the existing sample size formulae for CRXO trials to strati�ed trial designs,

in order to:

� accommodate for settings where groups of clusters (strata) vary according to

factors that a�ect the outcome of interest;

� express the intervention e�ect as a risk ratio when the outcome is binary; and,

� assess the bene�ts of strati�cation for trials conducted within the Australia and

New Zealand intensive care setting.



1.9. RATIONALE AND OUTLINE OF THESIS 13

1.9.2 Outline of thesis

This thesis includes �ve published manuscripts. Chapter 2 details a protocol for a sys-

tematic review of CRXO trials and aims to examine the characteristics of reported trials,

motivations for using the CRXO design, the values of the CRXO design parameters, the

justi�cation and methodology for the sample size calculation and analyses, and the quality

of reporting of the CRXO design aspects. This protocol has been published in Systematic

Reviews. Chapter 3 presents and evaluates the following aspects of the systematic review:

characteristics of reported trials, motivations for using the CRXO design; the values of the

CRXO design parameters; and the justi�cation and methodology for the sample size calcu-

lation and analyses. This work has been published in Journal of Clinical Epidemiology. In

Chapter 4, the reporting quality of CRXO trials is assessed, and items are proposed for

a reporting guideline. This work was published in Trials. Chapter 5 provides a graphical

illustration of the e�ects of the cluster randomisation and multiple period aspects of the

design, recommendations for selecting parameters for sample size calculation and examples

of how to determine the sample size for a CRXO trial. This work was published in Tri-

als. A sample size formula for detecting a risk ratio with strati�ed clusters is presented in

Chapter 6, along with estimates of the required parameters and examples of its use in the

intensive care setting, and was published in Critical Care and Resuscitation. Chapter 7

presents a summary of the �ndings and suggestions for future research.
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Chapter 2

The use of the cluster randomized

crossover design in clinical trials:

protocol for a systematic review

This chapter presents a protocol for a systematic review of the design, reporting and sta-

tistical methods used in CRXO trials that evaluate clinical and public health interventions.

This is the �rst extensive systematic review of such trials. The systematic review was neces-

sary to understand how the CRXO design is used in practice, and to inform the subsequent

chapters of this thesis.

The aims of the systematic review are to summarise 1) the characteristics of reported

trials, 2) the motivations for using the CRXO design, 3) the values of the CRXO design

parameters, 4) the justi�cation and methodology provided for the published sample size

calculation and analyses, and 5) the quality of reporting of the design aspects. The results

of the systematic review are presented in Chapters 3 and 4.

The protocol presented in this chapter provides a detailed description of the system-

atic review methods. This includes the search strategies (across multiple databases), the

processes used for screening the abstracts and full-text articles, and the methods for data

extraction and analysis.

Chapter 2 is presented as a manuscript, which was published in Systematic Reviews

in August 2014. The pages have been renumbered for the thesis, but the manuscript is

otherwise unchanged.

The electronic data extraction form developed for this review, and referred to in the

manuscript as �Additional �le 1�, is appended to this thesis in Appendix A.
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The use of the cluster randomized crossover
design in clinical trials: protocol for a systematic
review
Sarah J Arnup1*, Andrew B Forbes1, Brennan C Kahan2, Katy E Morgan2, Steve McDonald1 and Joanne E McKenzie1

Abstract

Background: The cluster randomized crossover (CRXO) design is gaining popularity in trial settings where
individual randomization or parallel group cluster randomization is not feasible or practical. In a CRXO trial, not only
are clusters of individuals rather than individuals themselves randomized to trial arms, but also each cluster
participates in each arm of the trial at least once in separate periods of time.
We will review publications of clinical trials undertaken in humans that have used the CRXO design. The aim of this
systematic review is to summarize, as reported: the motivations for using the CRXO design, the values of the CRXO
design parameters, the justification and methodology for the sample size calculations and analyses, and the quality
of reporting the CRXO design aspects.

Methods/Design: We will identify reports of CRXO trials by systematically searching MEDLINE, PubMed, Cochrane
Methodology Register, EMBASE, and CINAHL Plus. In addition, we will search for methodological articles that
describe the CRXO design and conduct citation searches to identify any further CRXO trials. The references of all
eligible trials will also be searched.
We will screen the identified abstracts, and retrieve and assess for inclusion the full text for any potentially relevant
articles. Data will be extracted from the full text independently by two reviewers. Descriptive summary statistics will
be presented for the extracted data.

Discussion: This systematic review will inform both researchers addressing CRXO methodology and trialists
considering implementing the design. The results will allow focused methodological research of the CRXO design,
provide practical examples for researchers of how CRXO trials have been conducted, including any shortcomings,
and highlight areas where reporting and conduct may be improved.

Keywords: Cluster randomized trial, Crossover, Intra-cluster correlation, Sample size, Design, Statistical analysis,
Reporting

Background
The most commonly used experimental design to assess
the effects of an intervention is the individually random-
ized parallel two-arm trial [1]. However, randomizing indi-
viduals is not always possible, and in many circumstances
groups of people, or ‘clusters’, are instead randomly allo-
cated to the intervention groups. Cluster randomization is
commonly used in the following situations: when contam-
ination may occur if individuals in the same cluster were

randomized to different intervention groups, the interven-
tion is targeted at the cluster level, or for logistical, feasi-
bility, or ethical reasons [2].
Individuals within a cluster tend to have more similar

outcomes than individuals across clusters. For example,
due to case-mix differences of patients presenting to differ-
ent hospitals, patients in the same hospital may have more
similar outcomes than patients across different hospitals.
As a result, a cluster randomized trial usually requires a
larger sample size than an individually randomized trial in
order to achieve the same power to detect the same differ-
ence between groups. Failure to account for the clustering
during analysis can lead to overly precise estimates of the
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intervention effect and hence potentially incorrect infer-
ences about the effectiveness of the intervention [2].
A variation of the parallel group cluster randomized de-

sign is the cluster randomized crossover design (CRXO).
In the CRXO design each cluster receives each interven-
tion at least once in separate periods of time [3,4]. During
each time period the cluster may contain different individ-
uals, the same individuals, or a mixture of both different
and same individuals [5].
Analogous to trials where individuals are randomized

and a crossover is included in the design to improve effi-
ciency, incorporating a crossover into a parallel group
cluster randomized design increases efficiency if the clus-
ter environment remains similar between time periods [5].
The gains in efficiency of a CRXO trial over a parallel
group cluster randomized trial depend upon the number
of clusters, the size of the clusters, the number of time pe-
riods, and the similarity between individuals within the
trial. The similarity in the outcomes of individuals within
a cluster within a time period is typically measured by the
within-cluster within-period intra-cluster correlation coef-
ficient (ICC). The similarity between individuals within
the same cluster, both within the same time period and
across different time periods, is typically measured by the
within-cluster between-period ICC [4,6].
To our knowledge, there have only been limited re-

views of the CRXO trial design. These reviews have
taken place in the introductory sections of methodo-
logical papers with the purpose of illustrating the design
and highlighting the need for appropriate methods of
analysis [3,4,6,7]. Turner et al. [3] reviewed eight trials
[8-15] from 1985 to 2003 and noted that the majority of
these trials did not allow for the within-cluster within-
period and within-cluster between-period correlations in
the analysis of outcomes. In the one trial [8] that did
allow for these correlations in the analysis by using hier-
archical modelling, Turner et al. [3] noted that no justifi-
cation was given for the choice of analysis.
The CRXO design is gaining popularity in settings

where cluster randomization is required, but the parallel
group cluster randomized design is not practical because
it leads to a prohibitively large sample size. However, no
systematic review of the use of the CRXO design has
been performed to date. Such a review will inform both
researchers addressing CRXO methodology and trialists
considering implementing this design.

Objectives
The purpose of this systematic review is to establish
from CRXO publications: the motivations for using the
CRXO design, the values of the CRXO design parame-
ters, the justification and methodology for the sample
size calculations and analyses, and the quality of report-
ing the CRXO design aspects.

Methods/Design
Search methods for identification of studies
We will search for reports of CRXO trials that were con-
ducted in humans and reported in English up until April
2014. One author (SA) will search for articles indexed in
MEDLINE, PubMed, Cochrane Methodology Register,
EMBASE and CINAHL Plus. (The search strategies for
Ovid MEDLINE and the additional databases are in
Appendix 1). Ovid was chosen to search MEDLINE be-
cause proximity searches, which cannot be performed
in PubMed, are an essential component of the search
strategy. As PubMed contains some additional publica-
tions not found in MEDLINE, a modified but less sensi-
tive search will be performed using PubMed.
To supplement the above searches, SA will search CRXO

methodology articles for further references to CRXO trials.
A citation search of all identified methodology articles will
be performed in Web of Science. SA and JM will identify
CRXO methodology articles from PubMed using the fol-
lowing search strategy: ((cluster[tiab] AND cross*over[tiab])
OR cluster-crossover[tiab]) AND (method*[tiab] OR design
[tiab] OR calcul*[tiab] OR analy*[tiab]).
Finally the references of all eligible articles will be

screened by SA for further CRXO trials. If the title of
the article or the text of the referring article suggests a
CRXO design was used in the trial then the full text will
be screened for eligibility by two reviewers (SA and AF
or JM). This process will continue until no further eli-
gible articles are identified.

Inclusion criteria
We will include reports of CRXO trials with the following
elements: the trial was undertaken in humans; the alloca-
tion of the intervention was to clusters of individuals rather
than individuals themselves - the allocation does not have
to be at random, since the statistical considerations remain
the same irrespective of the method used to allocate clus-
ters to the sequence of interventions; and each cluster
received each intervention in a sequence over time (conven-
tional crossover design), or at least some clusters crossed
over from one intervention to another (such as two-
treatment-four-sequence designs AA, AB, BA, and BB).

Study selection
Titles and abstracts of all articles identified through the
electronic searches will be imported into EndNote (End-
Note X6, Thomson Reuters, New York, USA) and dupli-
cates removed. Each abstract and title will assessed by one
of five reviewers and a further 50% of abstracts will be
assessed independently by a second reviewer. Full text ar-
ticles will be retrieved when both reviewers answer ‘yes’ or
‘unclear’ to all selection criteria. The full text will not be
retrieved if both reviewers agree that at least one selection
criteria was not met. The full text will be retrieved for the
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remaining articles where all selection criteria assessed as
‘no’ by one reviewer were assessed as ‘yes’ or ‘unclear’ by
the other reviewer.
Two reviewers will assess the full text articles. Trials will

be included in the review if both reviewers agree that all
selection criteria are met. Trials will be excluded if both
reviewers agree that at least one selection criteria was not
met. For the remaining trials, the decision to include the
trial in the review will be by consensus between the two
reviewers or by referral to a third reviewer.

Data extraction and management
Two reviewers will independently extract data using an
electronic data extraction form developed for this review
(see Additional file 1). The data extraction form has been
piloted by five reviewers in one to three studies each and
adjusted accordingly.
We will extract data for each trial on: identification of the

design in the title or abstract, justification for using the de-
sign, acknowledgement of the underlying assumptions of
the design, demographic details (country, setting, unit of
clustering, type of intervention, and control), characteris-
tics, methods used in the trial (recruitment, randomization,
allocation, and blinding), reporting of baseline characteris-
tics of the trial design, and statistical analysis (methods to
estimate intervention effects and adjustment for covariates).
The extracted design characteristics will include: number
of clusters, number of periods, number of cluster-periods
(clusters × periods), number of individuals in the trial, num-
ber of interventions and the allocation of interventions to
cluster periods, the variability of the number of individuals
between cluster-periods, the reported measure of similarity
between the outcomes of individuals within a cluster within
a given period, and the reported measure of similarity be-
tween outcomes of individuals within a cluster between dif-
ferent periods.
The extracted data will include verbatim free text and

categorization of the text into pre-specified options where
possible. Any free text that does not fall into the pre-
specified options will be categorized through discussion
between reviewers. If data are not reported in the article or
are incomplete, ‘not stated’ will be recorded on the data ex-
traction form. Trialists will not be contacted, since we in-
tend to examine trialists’ reported motivations. Differences
in data extraction will be resolved through discussion until
consensus is reached, or by referral to a third reviewer.

Analysis
The flow of information through the systematic review will
be reported in accordance with the PRISMA statement [16].
We will calculate descriptive summary statistics using

frequencies and percentages of responses to categorical
data. Free text will be classified and frequencies and
percentages of the categories will be presented in the

analysis. For continuous data the range and mean with
SD or median with IQR will be presented as appropriate.

Discussion
Our systematic review is designed to establish the moti-
vations for using the CRXO design, the values of the
CRXO design parameters, how both the sample size cal-
culations and analyses account for the correlation struc-
ture and the incorporation of any covariates, and the
quality of reporting the CRXO design, including the
reporting of the correlation structure.

Strengths and limitations of our protocol
To our knowledge, this will be the first systematic review of
CRXO trials with a rigorous and pre-specified method-
ology. We have pre-defined our screening and data ex-
traction forms. Where possible, reviewers will classify
article text according to pre-defined categories rather than
categorize the free text after all the data has been captured.
Pre-specifying the methodology and data collection reduces
the risk of introducing bias into the review. The full text
screening and data extraction will be performed by two re-
viewers. A subset of the abstract screening will be per-
formed by two reviewers. The data abstraction form has
been piloted on several articles by more than one reviewer.
A limitation of this review is the difficulty in identify-

ing CRXO trials. Trials that use cluster randomization
frequently do not use the word ‘cluster’ in the title or ab-
stract, and it is often not apparent that the allocation of
the intervention was at the cluster level unless the
methods are read in the full text article [17]. In an at-
tempt to limit missed studies, the search strategy en-
compasses units that are typically cluster randomized
(such as schools or hospitals) and the references of all
eligible articles will be searched. In addition, a search for
CRXO methodology articles, and articles which cite
them, will be undertaken to identify further trials.
CRXO designs may be employed in areas outside of clin-

ical trials undertaken in humans, for example, variants of
split-plot designs in agricultural sciences. There may be
studies in behavioral, social, or educational sciences which
will be missed by the search methodology employed in this
review as our search is restricted to a limited number of
databases. However, while the application of the CRXO
design in these fields may be interesting from a methodo-
logical perspective, the focus of this systematic review is
cluster randomization and crossover of interventions in
human clinical trials in health.
We are interested in the design, methods, and motiva-

tions for using the CRXO design. Our ability to assess
some of these elements may be limited because of missing
and incomplete reporting in the trial publications. While
contact with trial authors may help establish some of
missing elements, we do not plan to contact authors since
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we wish to reflect the information as reported. Decision-
makers are generally reliant on only the information
within publications, and therefore examining the quality
and completeness of reporting is important. Knowledge of
the adequacy of reporting is an essential step in developing
reporting guidelines for such trials, if a need is found [18].
Both the stepped wedge design and the split-cluster de-

sign have similarities with the CRXO design. However,
these designs were not considered in this review. A system-
atic review of the stepped wedge design was performed by
Mdege et al. [19]. The split-cluster design does not have
distinct time periods, so any similarity between the sub-
clusters at a single point in time is likely to be different in
nature to the similarity in clusters between time periods.

Implications of this research
Results from our systematic review will allow for focused
methodological research of the CRXO design. The re-
sults will also provide practical examples for researchers
of how CRXO trials have been conducted, including any
shortcomings, and highlight areas where reporting and
conduct may be improved.

Appendix 1: Search strategies
Ovid MEDLINE search
CROSS OVER TERMS

1. (cross-over or cross?over or "cross* over").tw.
2. (switch-over or switch?over or "switch* over" or switch-

back or switch?back or "switch* back" or switched).tw.
3. ((change-over or change?over or "change* over") not

((change-over or change?over or "change* over") adj1
time)).tw.

4. (ab*ba* adj3 design*).tw.
5. exp Cross-Over Studies/
6. 1 or 2 or 3 or 4 or 5

CLUSTER ALLOCATION TERMS

7. ((unit$1 or school$1 or hospital$1 or cluster* or region
$1 or ward* or practice* or communit* or population* or
facility or facilities or practitioner*) adj15 random*).tw.

8. ((unit$1 or school$1 or hospital$1 or cluster* or region
$1 or ward* or practice* or communit* or population* or
facility or facilities or practitioner*) adj15 interven*).tw.

9. ((group* adj random*) or (group* adj interven*)).tw.
10. 7 or 8 or 9

HUMANS ONLY

11. Humans/
12. Animals/
13. 12 not 11

COMBINE CONCEPTS

14. 6 and 10
15. 14 not 13

PubMed search
CROSS OVER TERMS

1. "cross-over"[tiab] OR crossover[tiab] OR "cross
over" [tiab] OR "crossed over"[tiab]

2. "switch-over"[tiab] OR switchover[tiab] OR
"switch over"[tiab] OR "switch-back"[tiab] OR
switchback[tiab] OR "switch back"[tiab] OR
switched[tiab]

3. (change-over[tiab] OR changeover[tiab] OR "change
over"[tiab] OR "changed over"[tiab] OR "changes
over"[tiab]) not ("change-over time"[tiab] OR
"changeover time"[tiab] OR "change over time"[tiab]
OR "changed over time"[tiab] OR "changes over
time"[tiab])

4. ab*ba[tiab]
5. Cross-Over Studies[mh]
6. #1 OR #2 OR #3 OR #4 OR #5

CLUSTER ALLOCATION TERMS

7. (cluster-randomi*[tiab] OR "cluster randomized"
[tiab] OR "cluster randomised"[tiab] OR "cluster
randomization"[tiab] OR "cluster randomization"
[tiab])

HUMANS ONLY

8. (Animals[mh] NOT Humans[mh])

COMBINE CONCEPTS

9. #6 AND #7
10. #9 NOT 8
11. #10 NOT MEDLINE[sb]

EMBASE search via embase.com
CROSS OVER TERMS

1. (cross-over or crossover or "cross over" or "crosses
over" or "crossed over" or "crossing over"):ti:ab

2. (switch-over or switchover or "switch over" or
"switches over" or "switched over" or switch-back or
"switchback" or "switch back" or "switches back" or
"switched back" or switched):ti:ab

3. ((change-over or changeover or "change over" or
"changes over" or "changed over") not ((change-over
or changeover or "change over" or "changes over" or
"changed over") near/1 time)):ti:ab
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4. (abba near/3 design):ti:ab or (abba near/3 designs):ti:ab
5. “crossover procedure”/exp
6. #1 or #2 or #3 or #4 or #5

CLUSTER ALLOCATION TERMS

7. ((unit or units or school or schools or hospital or
hospitals or cluster or clusters or region or regions or
ward or wards or practice or practices or community
or communities or population or populations or facility
or facilities or practitioner or practitioners) near/15
(random or randomly or randomise or randomize
or randomised or randomized or randomises or
randomizes or randomisation or randomization)):ti:ab

8. ((unit or units or school or schools or hospital or
hospitals or cluster or clusters or region or regions or
ward or wards or practice or practices or community
or communities or population or populations or facility
or facilities or practitioner or practitioners) near/15
(intervene or intervention or interventions)):ti:ab

9. ((group or groups or grouped) near/1 (random or
randomly or randomise or randomize or randomised
or randomized or randomises or randomizes or
randomisation or randomization)):ti:ab or ((group or
groups or grouped) near/1 (intervene or intervention
or interventions)):ti:ab

10. #7 or #8 or #9

HUMANS ONLY

11. ‘animal’ not ‘human’

COMBINE CONCEPTS

12. #6 and #10
13. #12 not #11
14. #13 not ‘medline’

CINAHL Plus search
CROSS OVER TERMS

1. TI (("cross-over" or "cross?over" or "cross* over")) OR
AB (("cross-over" or "cross?over" or "cross* over"))

2. TI (("switch-over" or "switch?over" or "switch* over"
or "switch-back" or "switch?back" or "switch* back"
or switched)) OR AB (("switch-over" or "switch?
over" or "switch* over" or "switch-back" or "switch?
back" or "switch* back" or switched))

3. TI ((("change-over" or "change?over" or "change*
over") not (("change-over" or "change?over" or
"change* over") n1 time))) OR AB ((("change-over" or
"change?over" or "change* over") not (("change-over"
or "change?over" or "change* over") n1 time)))

4. TI (ab*ba* n3 design*) OR AB (ab*ba* n3 design*)

5. (MH "Crossover Design")
6. S1 or S2 or S3 or S4 or S5

CLUSTER ALLOCATION TERMS

7. TI (((unit or units or school or schools or hospital or
hospitals or cluster or clusters or region or regions or
ward or wards or practice or practices or community
or communities or population or populations or
facility or facilities or practitioner or practitioners) n15
random*)) OR AB (((unit or units or school or schools
or hospital or hospitals or cluster or clusters or region
or regions or ward or wards or practice or practices
or community or communities or population or
populations or facility or facilities or practitioner
or practitioners) n15 random*))

8. TI (((unit or units or school or schools or hospital or
hospitals or cluster or clusters or region or regions or
ward or wards or practice or practices or community
or communities or population or populations or
facility or facilities or practitioner or practitioners) n15
interven*)) OR AB (((unit or units or school or
schools or hospital or hospitals or cluster or clusters
or region or regions or ward or wards or practice or
practices or community or communities or population
or populations or facility or facilities or practitioner or
practitioners) n15 interven*))

9. TI (((group* n1 random*) or (group* n1 interven*)))
OR AB (((group* n1 random*) or (group* n1
interven*)))

10. S7 or S8 or S9

HUMANS ONLY

11. (MH "Human")
12. (MH "Animals")
13. S12 not S11

COMBINE CONCEPTS

14. S6 and S10
15. S14 not S13
16. Exclude MEDLINE

Additional file

Additional file 1: This additional file contains the data that will be
extracted from included studies.

Abbreviations
CRXO: Cluster Randomized CrossOver; ICC: Intra-cluster Correlation
Coefficient.
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Chapter 3

Appropriate methods were

infrequently used in cluster

randomised crossover trials

This chapter consists of the �rst of two papers that present the results of the systematic

review. The protocol for the systematic review was provided in Chapter 2. The second

paper is presented in Chapter 4.

In Chapter 3, the following aspects of the systematic review are presented 1) the char-

acteristics of reported trials, 2) the motivations for using the CRXO design, 3) the values

of the CRXO design parameters, and 4) the justi�cation and methodology provided for

the published sample size calculation and analyses. In addition, the implications of using

inappropriate sample size and analysis methodology are discussed.

Chapter 3 is presented as a manuscript, which was published in Journal of Clinical

Epidemiology in June 2016. The pages have been renumbered for the thesis, but the

manuscript is otherwise unchanged.

23



24 CHAPTER 3. APPROPRIATE METHODS WERE INFREQUENTLY USED

Supplementary tables and additional �les referred to in the manuscript as �Appendix�

are appended to this thesis as follows:

Location in Referred to in Content of appendix
thesis manuscript

Appendix B Table S1 / Appendix A summary of the changes in methods in
the published manuscript from the proto-
col methods

Table S2 / Appendix The country where each included trial was
conducted

Table S3 / Appendix The type of randomised cluster in each
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Table S4 / Appendix The justi�cations provided for use of the
cluster randomised crossover design by
type of cluster randomised

Additional �le 1 / Appendix The revised electronic data extraction
form used for the systematic review
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Abstract

Objective: To assess the design and statistical methods used in cluster-randomized crossover (CRXO) trials.
Study Design and Setting: We undertook a systematic review of CRXO trials. Searches of MEDLINE, EMBASE, and CINAHL Plus;

and citation searches of CRXO methodological articles were conducted to December 2014. We extracted data on design characteristics and
statistical methods for sample size, data analysis, and handling of missing data.

Results: Ninety-one trials including 139 end point analyses met the inclusion criteria. Trials had a median of nine clusters [interquartile
range (IQR), 4e21] and median cluster-period size of 30 individuals (IQR, 14e77); 58 (69%) trials had two periods, and 27 trials (30%)
included the same individuals in all periods. A rationale for the design was reported in only 25 trials (27%). A sample size justification was
provided in 53 (58%) trials. Only nine (10%) trials accounted appropriately for the design in their sample size calculation. Ten of the 12
cluster-level analyses used a method that accounted for the clustering and multiple-period aspects of the design. In contrast, only 4 of the
127 individual-level analyses used a potentially appropriate method.

Conclusions: There is a need for improved application of appropriate analysis and sample size methods, and reporting, in CRXO tri-
als. � 2015 Elsevier Inc. All rights reserved.

Keywords: Cluster-randomized crossover trial; Crossover; Cluster; Sample size; Design; Statistical analysis

1. Introduction

The cluster-randomized crossover (CRXO) design is
gaining popularity in settings where cluster randomization
is required, but the parallel group cluster-randomized
design is not feasible because the required number of clus-
ters is prohibitively large [2,3]. In the CRXO design, hospi-
tals, schools, or other groups of people (‘‘clusters’’) are

randomly assigned to a sequence of interventions. Each
cluster receives each intervention at least once in a separate
period of time, leading to the formation of ‘‘cluster-pe-
riods’’ [4,5]. Within each cluster, each cluster-period may
contain a repeated cross-section of different individuals, a
cohort of the same individuals who are followed over time,
or a mixture of the same and different individuals [6].

This design differs from the parallel group cluster-
randomized design and the individually randomized cross-
over design. In the parallel group cluster-randomized design
[7], each cluster is assigned only a single intervention, rather
than a sequence of interventions. Each cluster therefore con-
tains a single cross-section of different individuals. In the
individually randomized crossover design [8], a cohort of in-
dividuals, rather than a series of clusters of individuals, are
randomly assigned to a sequence of interventions. We refer
the reader to Hooper and Bourke [9] for examples of other
cluster designs conducted over multiple periods.

In both the individually randomized crossover design
and CRXO design, randomization of the intervention
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What is new?

Key findings
� Reporting of the rationale for using cluster-

randomized crossover (CRXO) trials was uncom-
mon, despite this being a recommended reporting
item for cluster-randomized trials [1]. Sample
size calculations were commonly not reported,
and only a minority of CRXO trials used sample
size methods that appropriately accounted for the
design.

� Only rarely did the used statistical methods ac-
count for the design, that is, adjust for the clus-
tering and multiple period aspects.

What this adds to what was known?
� This is the first systematic review of CRXO trials.

The results of this review provide a comprehensive
assessment of the design characteristics, statistical
methods for sample size, data analysis, and
handling of missing data in CRXO trials.

What is the implication and what should change
now?
� Trialists need to account for both the cluster

randomization and multiple period aspects of the
design in sample size calculations and statistical
analyses. Methods and assumptions need to be
clearly reported and justified.

� The development of reporting guidelines for
CRXO trials is needed to facilitate clearer and
complete reporting.

sequence serves to control for period effects (i.e., changes
that occur over time that are unrelated to the intervention);
and a key requirement of the two period design is that the
effect of an intervention given in one period does not carry
over into the next period [5,8]. In CRXO designs where
cluster-periods contain different individuals, the potential
for carryover is limited because any carryover can only take
place at the cluster level. However, in CRXO designs where
the same individuals are followed over time, carryover can
also take place at individual subject level, and therefore, its
potential is similar to that in individually randomized cross-
over designs.

The efficiency of a CRXO trial relative to an individually
randomized trial or a parallel group cluster-randomized trial
depends on the relationship between the outcomes from indi-
viduals within and between each cluster-period [6]. Individ-
uals within a cluster tend to havemore similar outcomes than
individuals across clusters [7]. For example, because of dif-
ferences in case-mix between patients presenting to different

hospitals, patients in the same hospital may have more
similar outcomes than patients in other hospitals. Likewise,
individuals within a cluster-period tend to have more similar
outcomes than individuals in different clusters. This similar-
ity is typically measured by the within-cluster within-period
intracluster correlation (ICC) [3e6,10]. This tendency for
similar outcomes increases the uncertainty in the estimation
of the effect of each intervention compared with outcomes
that are independent.

If the environment of the cluster remains similar over
time, then the outcomes of individuals within each cluster
across different cluster-periods tend to be similar also. This
tendency is typically measured by the within-cluster be-
tween-period ICC [3,5,6,10]. By comparing the interven-
tions within cluster, the cluster-specific variation is
removed from the comparison, and the uncertainty of the
difference between interventions is decreased when there
is a positive within-cluster between-period ICC [5]. There-
fore, the crossover element of the design can offset the loss
of precision arising from cluster randomization.

In the analysis of data from a parallel group cluster-
randomized trial, it is recognized that the analysis must
account for the correlation within clusters to correctly esti-
mate the uncertainty in the intervention effect, for example,
by including the cluster unit of randomization as a random
effect in a generalized linear model (GLM) (e.g., Eldridge
2012). However, it is unclear whether trialists recognize
that both the within-cluster within-period and the within-
cluster between-period ICCs must be appropriately incor-
porated into sample size calculations and analyses to yield
appropriate sample sizes and intervention effects with the
correct standard errors in CRXO trials.

There have only been limited reviews examining the
application and use of analytical methods for CRXO trials.
These reviews have taken place in the introductory sections
of methodological articles with the purpose of illustrating
the design and highlighting the need for appropriate methods
of analysis [4,5,10,11]. Therefore,we used systematic review
methodology to examine the settings, design characteristics,
justifications for using the design, quality of reporting, and
sample size and analysis methods of trials that have used
the CRXO design [12]. In this article, we focus on the design
characteristics; statistical methods for sample size and data
analysis, and the appropriateness of those methods; and the
completeness of reporting of the statistical methods.

We begin with a brief review of recommended sample
size and analysis methods for CRXO trials in Section 2.
In Section 3, we outline the systematic review methods. Re-
sults are presented in Section 4 and discussed in Section 5.

2. Brief review of sample size and analysis methods for
CRXO trials

Only limited methodological research has been pub-
lished to guide trialists in performing sample size
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calculations for CRXO trials. Giraudeau et al. and Donner
et al. derived an inflation factor for a two-period two-group
CRXO trial relative to an individually randomized trial,
when the cluster-period sizes are assumed to be equal,
and this was extended to incorporate period effects and un-
equal cluster-period sizes by Forbes et al. [3,10,13].

CRXO trials can be analyzed at the level of the individ-
ual or at the level of the cluster. The statistical challenges
for the analysis of CRXO trials differ according to whether
an individual-level or cluster-level analysis method is cho-
sen; however, the target parameter of the analysis remains
the intervention effect at the individual level [4,14].

For individual-level analyses, the use of mixed-effects
models with continuous outcomes that include random or
fixed effects for cluster and cluster-by-period effects has
been shown to generally perform well in numerical simula-
tions [4]. The performance of logistic mixed models for bi-
nary outcomes has only recently received attention with
initial results indicating that poor performance may occur
even with 50 or more clusters depending on the ICC values
(Morgan et al., unpublished result). Other outcome types,
including count and time-to-event data, have not been
explored. Generalized estimating equations (GEEs) are also
used to analyze clustered data [15]. In CRXO trials, ac-
counting for both ICCs requires the inclusion of robust
standard errors (possibly with adjustments for small sample
variance estimation [16]), or extensions which model the
patterned correlation structure within clusters across multi-
ple periods explicitly [3].

Turner et al. [4] recommended a simple approach using
a cluster-level analysis for continuous outcomes collected
at the individual-level; however, this method can also be
applied to other outcome types. In a cluster-level analysis,
the available data on each individual from each cluster-
period are aggregated into a single measure, and for each
cluster, the relevant difference between interventions is
constructed. Aggregating the data in each cluster-period ac-
counts for the within-cluster within-period ICC, and
comparing the cluster-period summaries within cluster ac-
counts for the within-cluster between-period ICC. This
method has been evaluated by both Turner et al. and Forbes
et al. and performs well [3,4].

3. Systematic review methods

The protocol for the review has been published [12]. We
provide a brief overview of the methods, along with devia-
tions from the planned methods.

3.1. Literature search

The following sources were searched (to December
2014) for CRXO trials: MEDLINE, PubMed, EMBASE,
and CINAHL Plus. In addition, CRXO methodology arti-
cles were searched to identify further references to CRXO

trials. We searched for methodology articles in PubMed us-
ing the following search strategy: ((cluster[tiab] AND
cross*over[tiab]) OR cluster-crossover[tiab]) AND
(method*[tiab] OR design [tiab] OR calcul*[tiab] OR ana-
ly*[tiab]). A citation search of all identified methodology
articles was performed in Web of Science. Finally, the ref-
erences of all eligible articles were screened for CRXO tri-
als. No restriction was applied to the publication date.

3.2. Trial inclusion criteria

Trials and protocols for trials that met the following in-
clusion criteria were included in the review: the trial was un-
dertaken in humans; the trial was reported in English; the
allocation of the intervention was to clusters of individuals
rather than individuals themselves; each cluster received
each intervention in a sequence over time (conventional
crossover design) or at least some clusters crossed over from
one intervention to another (such as two-treatment-four-
sequence designs AA, AB, BA, and BB); at least some clus-
ters crossed each way between at least two interventions
(e.g., one cluster received AB and one cluster received
BA); and the intervention given in the one period was not
deliberately intended by design to affect individuals in sub-
sequent periods (e.g., interventions intended to change the
prescribing behavior of health care provider, where patients
form the cluster). Two criteria were added to the planned
criteria; see Table S1/Appendix at www.jclinepi.com for
further details on changes to the published protocol.

3.3. Selection of trials for inclusion in the review

One author (S.J.A.) screened all titles and abstracts us-
ing the predefined eligibility criteria, and 50% of the titles
and abstracts were screened independently by at least one
coauthor. Full articles were then screened by one author
(S.J.A.) using the predefined eligibility criteria. All eligible
articles were double screened along with 20% of articles
that were initially determined to be ineligible by S.J.A. Dif-
ferences were resolved by discussion or by referral to a
third author. No ineligible articles were subsequently found
to be eligible.

3.4. Data extraction

The data extraction form incorporated items from the
CONSORT extension to cluster-randomized trials [1] and
systematic reviews of the design, reporting, and methodo-
logical aspects of stepped wedge [17], individual crossover
[18], and parallel group cluster-randomized trials [19,20].
The data extraction form was piloted on five trials by each
author. This resulted in modifications and clarifications to
the form (see Additional File 1/Appendix at www.
jclinepi.com). Data were entered into a database (Microsoft
Access 2010, Redmond, WA, USA). The extracted infor-
mation included identification of the design in the title or
abstract, justification for using the design, acknowledgment
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of the underlying assumptions of the design, demographic
details (country, setting, unit of clustering, type of interven-
tion, and control), design characteristics, methods used in
the trial (recruitment, randomization, allocation, and blind-
ing), reporting of baseline characteristics of the trial design,
and statistical analysis (methods to estimate intervention ef-
fects and adjustment for covariates). The extracted design
characteristics included the following: number of clusters,
number of periods, number of cluster-periods
(clusters � periods), number of individuals in the trial,
number of interventions and the allocation of interventions
to cluster-periods, the variability of the number of individ-
uals between cluster-periods, the reported measure of sim-
ilarity between the outcomes of individuals within a cluster
within a given period, and the reported measure of similar-
ity between outcomes of individuals within a cluster be-
tween different periods.

We wished to collect information on the range of statis-
tical methods used within the trials, so implemented the
following process to select outcomes and their associated
statistical methods. We collected information on the pri-
mary outcome, where we defined primary using the
following hierarchy: the first eligible primary outcome in
the protocol document or first published article for the
study if there is no protocol document; the outcome used
for the sample size calculation; or the first outcome listed
in the methods section of the abstract. We then collected in-
formation on multiple secondary outcomes, selected using
the following process: the outcome was reported in the ab-
stract and of a different data type to the primary outcome;
the outcome was reported in the abstract and of the same
data type as the previously included outcomes but analyzed
by a different method; the outcome was reported in the
article and of different data type or analyzed by a different
method as the previously included outcomes.

One author (S.J.A.) extracted data from all trials, and data
from 20% of the trials were independently double data ex-
tracted by the coauthors. Three of the five authors (S.J.A.,
J.E.M., and A.B.F.) reviewed the discrepancies arising from
the double data extraction and discussed processes for
further reviewing items where there was inconsistency. We
rereviewed the following items for all trials: contamination
as a justification for using the design; use of a washout
period; blinding of the deliverers of the intervention; and
mean cluster-period size. The sample size outcome scale
was reviewed in all trials that used a count analysis. The
scale of the outcome measure used in the sample size calcu-
lation was reviewed in all trials that were initially classified
as count or binary. Any binary outcome that can occur mul-
tiple times per person in the period of measurement was
classified as a count outcome. We classified binary outcomes
that are associated with a period separately to binary out-
comes measured over a fixed period because the statistical
and sample size issues for these outcomes need to be consid-
ered separately. S.J.A. reviewed the following fields again in
10 randomly selected trials: method of recruitment,

allocation and blinding; reporting of baseline characteristics;
sample size outcome scale; and use of covariates in analysis.
A.B.F. and J.E.M. reviewed the mean cluster-period size
again in 20 randomly selected trials.

3.5. Defining the appropriateness of sample size and
analysis methods used in the CRXO trials

We classified the sample size and analysis methods in
each trial as either ‘‘potentially appropriate’’ or ‘‘inappro-
priate.’’ Given there is limited methodological research
investigating the performance of sample size and analysis
methods (Section 2), it was not possible to classify the
methods as definitely ‘‘appropriate.’’ We attempted to repli-
cate the sample size calculation to assist in classifying the
sample size methodology. Any trial that reported a method
which attempted to adjust for both the cluster randomiza-
tion and multiple period design aspects, or equivalently
the within-cluster within-period and within-cluster be-
tween-period ICCs, was considered to use ‘‘potentially
appropriate’’ methodology. Methods that aggregated the
data in each cluster-period were judged to have accounted
for the cluster randomization design aspect. Trials using
either GEE or GLM methodology that reported applying
robust standard errors were considered ‘‘potentially appro-
priate’’ if the number of clusters in a trial was at least 30,
based on recommendations for parallel group cluster-
randomized trials (Hayes, 2009; pg 223) [14]. However,
the performance of robust standard errors has not been
extensively studied in CRXO trials, and in reality, a higher
number of clusters may be required (Morgan et al., unpub-
lished result) [7]. Trials that reported using the statistical
packages R (R Core Team. R: a language and environment
for statistical computing. R Foundation for Statistical
Computing, Vienna, Austria. ISBN 3-900051-07-0, URL
http://www.R-project.org/.) or SAS (Copyright, SAS Insti-
tute Inc. SAS and all other SAS Institute Inc. product or
service names are registered trademarks or trademarks of
SAS Institute Inc., Cary, NC, USA) to fit GEEs were
assumed to have applied robust standard errors because
robust standard errors are fitted by default in these pack-
ages. Methods that did not adjust for both the cluster
randomization and multiple period design aspects, but
explicitly stated that the within-cluster within-period and
within-cluster between-period ICCs were assumed to be
equal were considered also to be ‘‘potentially appropriate.’’

3.6. Analysis

We present descriptive summary statistics using fre-
quencies and percentages of responses to categorical data.
Free text was classified, and frequencies and percentages of
the categories are presented. For continuous data, the range
and mean/standard deviation or median/interquartile range
(IQR) are presented as appropriate. The individual trial data
can be made available on request to the corresponding author.
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4. Results

4.1. Results of the search

Fig. 1 shows the flow diagram of the CRXO trial selec-
tion process. Of the 3,425 records identified through data-
base searching, 170 were duplicates and 3,046 were
ineligible based on screening of abstracts, leaving 209

full-text articles to assess for eligibility. Of these 209 arti-
cles, 98 were assessed as eligible. A further four articles
were identified through the methodology article reference
and citation search and four articles from the references
of eligible articles. In total, 106 articles from 91 unique tri-
als were included in the review (see Additional File 2/
Appendix at www.jclinepi.com). Seventy-nine trials had

3425 records identified through database 
searching:
•
•
•
•

•
•

•

•

•
•

•
•
•

•
•

•

•

•

Medline (n=2443)
PubMed (n=33)
EMBASE (n=782)
CINAHL (n=167)

•
•
•
•

3255 records after duplicates removed:
Medline (n=2392)
PubMed (n=27)
EMBASE (n=706)
CINAHL (n=130)

4 full text articles identified through 
methodology reference and citation search

3046 records excluded after abstract screen due 
to:

Article not in English (n=3)
Outcomes not measured on humans or 
article is not a clinical trial (n=532)
Trial design (n=2507)

o Individually randomised 
(n=1627)

o No crossover (n=102)
o Individually randomised and no 

crossover (n=778)
Each intervention given concurrently to 
different parts of the body (n=4)

209 full text articles assessed for eligibility 110 full text articles excluded due to: 
Outcome not measured on humans (n=1)
Intervention applied to manikin or case 
study (n=3)
Individually randomised (n=53)
Clusters do not crossover (n=10)
All clusters receive the same sequence of 
interventions (n=8)
Not all interventions crossover (n=13)
Outcomes measured at completion of all 
periods (n=3)
Delayed intervention; carry over intended 
between periods (n=15)
Carry over suspected; intention to assess 
effect of order (n=3)
Each subject in cluster receives 
intervention for a different length of time 
(n=1)

106 eligible articles

3 full text articles identified from references of 
included articles

91 trials included in the review

Fig. 1. Flow of articles through the systematic review.
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only one associated article (eight of which were protocols),
nine trials had two associated articles, and three trials had
three associated articles.

4.2. Characteristics of the trials

The earliest identified trial was published in 1974. Half
of the 91 trials were published after 2006, with nine trials
published in 2014 (Fig. 2). Most trials were conducted in
a developed country (n 5 86, 95%) and were conducted
within only one country (n 5 86, 95%) (Table S2/
Appendix at www.jclinepi.com).

The types of clusters varied. Almost half of the trials
(n 5 45, 49%) randomized hospitals or wards within hospi-
tals, and of these, 19 (21%) randomized intensive care
units. Thirteen trials (14%) each randomized individual
health care providers and schools or classes (Table S3/
Appendix at www.jclinepi.com).

The trials investigated a wide range of diseases and con-
ditions and health care delivery models. Twenty trials
(22%) investigated infection control, 11 (12%) investigated
infectious diseases, 11 (12%) investigated cardiovascular
disease, and 10 (11%) examined the delivery of health ser-
vices (Table 1).

4.3. Design characteristics of the trials

The most common trial design included two interven-
tions (n 5 81, 89%) (Table 2). In 49 (54%) trials, the inter-
ventions were delivered directly to the individuals within
the clusters. In 22 (24%) trials, the intervention was tar-
geted at the health care provider rather than the individuals
under their care, and in 14 (15%) trials, the intervention
was targeted at the organization of the health care provider
or health service delivery (Table 1).

Trials had a median of nine clusters (IQR, 4e21; range,
2e268) and had a median cluster-period size of 30 (IQR,
14e77; range, 2e1,319). Most trials (69%) used two pe-
riods. Trials randomizing hospitals used fewer clusters

(median: 6; IQR, 2e10; range, 2e46), but were larger in
size (median cluster-period size: 57; IQR, 21e197; range,
5e1,319) than trials randomizing schools and health care
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Fig. 2. Number of cluster-randomized crossover publications per 5-
year period.

Table 1. Characteristics of the cluster-randomized crossover trials

General characteristics N (%)

Disease or domain under study
Infection control 20 (22)
Infectious disease 11 (12)
Cardiovascular disease 11 (12)
Health services delivery 10 (11)
General and public health 6 (7)
Medical training 5 (5)
Communication of health information 4 (4)
Pregnancy, childbirth, and early childhood 3 (3)
Mental health and behavioral conditions 3 (3)
Respiratory disease 3 (3)
Blood sample contamination 3 (3)
Cognition 3 (3)
Central nervous system and musculoskeletal disease 2 (2)
Urogenital disease 2 (2)
Oral health 2 (2)
Nutritional and metabolic disorders 1 (1)
Digestive disorders 1 (1)
Pain management 1 (1)

Type of intervention
Intervention targeting the individual 49 (54)
Intervention targeting health care provider 22 (24)
Quality improvement intervention 14 (15)
Intervention resulting in change to the participant

environment
6 (7)

Justification for design
Justification for both cluster randomization and

crossover
25 (27)

Justification for neither cluster randomization or
crossover

42 (46)

Justification for cluster randomization 36 (40)
Justification for crossover 38 (42)

Consent
Individual or those acting on their behalf 32 (35)
Cluster 30 (33)
Opt out 4 (4)
Varied by sitea 1 (1)
Unclear 24 (26)

Type of consent given by cluster-level decision makerb (n 5 34)
Participation and data collection 6 (18)
Participation with individual consent for data collection 23 (68)
Not stated who gave consent for data collection 5 (15)

Was the randomization sequence randomly generated?c

No 3 (3)
Yesdsufficient information to replicate 35 (38)
Yesdinsufficient information to replicate 41 (45)
Unclear 12 (13)

Covariates were used in the randomization 30 (33)

a Consent was sought from the individuals or was obtained at the
cluster level, varying by randomization site.

b Includes consent given by cluster-level decision maker and opt
out consent.

c A classification of no indicates that the treatment sequences
were intentionally assigned to each cluster. The randomization proce-
dure was judged to be insufficient if reported that the allocation of
treatment sequences was randomized, but no further detail on the
randomization was reported. If further details (e.g., toss of coin, com-
puter randomization program) were provided, the procedure was
judged to be sufficient.
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providers. The same participants were included in all pe-
riods in 27 (30%) trials, with this occurring more
commonly in trials randomizing schools (Table 2).

In 45 (49%) trials, a washout period was either incorpo-
rated into the design or the reason for not using one was ex-
plained. Trials randomizing health care providers used a
washout less frequently (3/13, 23%) than trials randomizing
hospitals (27/45, 60%) or schools (7/13, 54%) (Table 2).

Of the 91 included trials, 76 (84%) trials stated that clus-
ters were assigned to intervention sequences at random.
Only 35 (38%) of these trials provided sufficient detail to
replicate the randomization. Thirty trials (33%) used
restricted randomization to balance covariates between
the intervention sequences. Consent to participate was
sought from the individuals or those acting on their behalf
in 32 trials (35%). In 30 (33%) trials, consent to participate
was obtained at the cluster level, whereas in 24 (26%) tri-
als, it was unclear how consent was sought (Table 1).

4.4. Justification for design

Only 25 (27%) trials provided justification for both the
cluster randomization and crossover aspects of the design,
whereas 42 (46%) trials provided no justification for either
design aspect (Table 1). A justification was provided for the
cluster randomization aspect in 36 trials (40%), and a justi-
fication for the crossover aspect was provided in 38 trials
(42%). Justification for cluster randomization was given

in only 3 of 13 (23%) of the trials that randomized health
care providers, where interventions were primarily targeted
at the cluster level (9 of 13 trials). In contrast, justification
for cluster randomization was given in 22 (49%) of hospital
trials, where the interventions were more frequently tar-
geted at the individual level (62% of hospital trials)
(Table S4/Appendix at www.jclinepi.com).

The main reasons cited for cluster randomization
(n 5 36) were to avoid contamination between individuals
within the cluster by either the individuals themselves (11
trials, 31%) or by those delivering the intervention (11 tri-
als, 31%) and because it was not practical to individually
randomize (11 trials, 31%). The main reason cited for
crossing over the intervention within a cluster (n 5 38)
was to attempt to eliminate differences in cluster-level char-
acteristics between clusters (27 trials, 71% of reasons cited)
(Table S4/Appendix at www.jclinepi.com).

4.5. Statistical methods for sample size estimation

Of the 91 trials, 53 provided some detail of a sample size
calculation and 35 (38%) did not report a sample size
calculation. None of the trials reported using unequal
cluster-period sizes (Table 3).

Only nine trials (10%) used methods that appropriately
accounted for both the within-cluster within-period and
within-cluster between-period ICCs. Eleven trials (12%)
used a method appropriate for a parallel group cluster-

Table 2. Design characteristics of the cluster-randomized crossover trials by type of cluster randomized

Design characteristics

All cluster types Type of cluster randomized

Total N [ 91;
n (%)

Hospital N [ 45;
n (%)

School N [ 13;
n (%)

Health care provider
N [ 13; n (%)

Other cluster typesa

N [ 20; n (%)

Number of interventions
2 81 (89) 38 (84) 12 (92) 12 (92) 19 (95)
3 9 (10) 6 (13) 1 (8) 1 (8) 1 (5)
4 1 (1) 1 (2) 0 0 0

Number of clusters
Median (IQR) 9 (4e21) 6 (2e10) 17 (9e22) 23 (18e34) 14 (5e40)
Range 2e268 2e46 4e46 3e64 2e268
Unclear 4 (4) 2 (4) 2 (15) 0 0

Number of periodsb

2 58 (69) 27 (60) 10 (83) 8 (73) 13 (81)
3 9 (11) 7 (16) 1 (8) 1 (9) 0
4þ 17 (20) 11 (24) 1 (8) 2 (18) 3 (19)
Unclear 7 (8) 0 1 (8) 2 (15) 4 (20)

Cluster-period size
Median (IQR) 30 (14e77) 57 (21e194) 23 (17e43) 20 (10e56) 12 (6e27)
Range 2e1,319 5e1,319 10e152 2e82 2e77
Unclear 21 (23) 9 (20) 1 (8) 2 (15) 8 (40)

Same participants in all periodsc 27 (30) 3 (7) 12 (93) 3 (23) 9 (45)
Washout period or reason for not

including washout period explained
45 (49) 27 (60) 7 (54) 3 (23) 8 (40)

Abbreviation: IQR, interquartile range.
a Other cluster types include the following: aged care facilities, dementia facilities, primary care practices, and outpatient facilities; households

and geographic regions; and worksite departments, emergency responder teams, and individual patients (units receiving treatment were individual
teeth or muscles).

b Percentages of nonmissing data presented.
c Data were dichotomized into same participants in all periods or no participants in multiple periods and some, but not all participants, in mul-

tiple periods.

46 S.J. Arnup et al. / Journal of Clinical Epidemiology 74 (2016) 40e50

31



randomized trial, therefore ignoring the crossover aspect of
the design. The remaining 33 trials either assumed the ob-
servations were independent (31 trials) or the reporting of
sample size methodology was insufficient to make any
assessment (two trials).

Trials that used a sample size calculation for a parallel
group cluster-randomized design almost always reported
the value used to account for the nonindependence of out-
comes within each cluster (10 of 11 trials). Seven of these
values were based on a best guess, two were taken from
published research, and one trial quoted the maximum cor-
relation between clusters that would guarantee 80% power
for their fixed sample size. Of the nine trials accounting for
the CRXO design, five reported the values used to account
for the nonindependence of outcomes within and between
periods within a cluster. In a further one trial: values were
not reported; the within-cluster within-period ICC and
within-cluster between-period ICC were assumed to cancel
such that the sample size calculation assumed the outcomes
were independent; the estimated reduction in power
through simulation was reported, without reporting the
values used within the simulation; and the sample size
was inflated by a best guess value.

4.6. Statistical methods for data analysis

Across the 91 trials, 175 outcomes (median 5 2 out-
comes per trial; IQR, 1e2) met our inclusion criteria, from

which we assessed the associated analytical methods. We
excluded 36 of the analytical methods from further assess-
ment because: the level of analysis was not clear (n 5 12);
the intervention effect was estimated separately in each
cluster or the intervention effect was estimated between
clusters separately in each period (n 5 10); no comparison
between intervention groups was made (n 5 9); no infor-
mation on the method used for comparison was provided
(n 5 3); or only descriptive statistics only were reported
(n 5 2). Of the remaining 139 analyses, 127 (91%) were
performed at the individual level and 12 (9%) were per-
formed at the cluster level. Across the 139 analyses, we
deemed 14 (10%) to be potentially appropriate. We now
detail the methods used by the level at which the analysis
was undertaken (Table 4).

Of the 12 cluster-level analyses, 10 (83%) used a method
that accounted for the correlation between cluster-period
summaries within each cluster and therefore appropriately
accounted for both the cluster randomization and crossover
aspects of the design. In one analysis, the methodology was
judged to be inappropriate and the methodology in the re-
maining analysis was unclear.

In the 12 cluster-level analyses, the observations were
collapsed within cluster-periods to a cluster-period mean
in five analyses, to a rate or count in another five analyses,
and a log-incidence rate in one analysis. In the remaining
analysis, the expected rate in each cluster-period was ob-
tained from a GLM fitted with a log-link function and

Table 3. Sample size methods used in the cluster-randomized crossover trials

Sample size characteristics n (%)

Trial reported a sample size calculation? N 5 91
No 35 (38)
Nodjustification for not reporting calculation provided 3 (3)
Yesdsufficient information to replicate calculation 39 (43)
Yesdinsufficient information to replicate calculation 14 (15)

Sample size methods N 5 53
Method included covariates in the sample size calculation?a 1 (2)
Use of unequal cluster-period sizes?b 0

N 5 91
Methods appropriate for individually randomized parallel group design (outcomes assumed to be independent) 31 (34)
Methods appropriate for parallel group cluster-randomized design 11 (12)
Cluster accounted for, method unclear 1
Sample size inflated by design effect to account for within-cluster correlation 10

Methods appropriate for CRXO design 9 (10)
Paired cluster-level means 1
Sample size inflated by design effect that accounted for within-cluster within-period ICC and within-cluster

between-period ICC
4

Sample size for individual crossover design inflated by design effect to account for within-cluster ICC 1
Sample size for stepped wedge design with verification using simulation 1
Sample size inflated by a best guess to account for CRXO design 1
Sample size estimated using simulation for CRXO design 1

Methods unclear 2 (2)
Trial reported parameters used to account for correlation between outcomes in sample size calculation
Methods appropriate for parallel group cluster-randomized design (n 5 11) 10 (91)
Methods appropriate for CRXO design (n 5 9) 5 (56)

Abbreviations: CRXO, cluster-randomized crossover; ICC, intracluster correlation.
a Compared with no and unclear combined.
b Compared with equal cluster-period sizes. Cluster-period sizes were judged to be equal if the sample size could be reproduced by assuming

equal sizes.
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individual-level covariates. The cluster-period summaries
were compared using the following methods: paired t-test
(seven analyses); permutation test (two analyses); and
fitting a GLM with log-link function in two analyses: one
applied robust standard errors to the estimate of the inter-
vention effect and one included a random effect for cluster
in the model. In the remaining analysis, it was unclear
whether a paired or unpaired t-test was used.

In contrast, 4 of the 127 individual-level analyses
potentially accounted appropriately for both the cluster
randomization and crossover aspects of the design.
Fifty-four analyses did not account for either the cluster
randomization or crossover aspects of the design. The
cluster unit was accounted for in 52 analyses: 35 analyses
fitted a GLM that included a term for the cluster
(including eight fixed effects and 27 random effects, three
also with robust standard errors); a GEE approach was
used in 11 analyses (seven of which were judged to be us-
ing robust standard errors); four analyses used a Mantel
Haenszel stratified chi-squared test; and two analyses
fitted an analysis of variance model with cluster as a fixed
term. In the 10 analyses that applied robust standard er-
rors, four included at least 30 clusters and were therefore
classified as potentially appropriate. In 21 analyses, insuf-
ficient information was provided to determine if either the
cluster randomization or crossover aspects were ac-
counted for. No trials accounted for the crossover as rec-
ommended by Turner et al. and Parienti et al. which

involved including cluster-by-period random effect terms
[4,5].

4.7. Reporting and handling of missing data

Of 64 (70%) trials that reported missing data, 8 (13%)
reported using a method to handle the missing data,
including: use of random effects models, adjusted for cova-
riates believed to be associated with missingness; multiple
imputation to replace missing outcomes and covariates; and
testing the sensitivity of the results to the missing data by
substituting the missing values with extreme values.

5. Discussion

We undertook a systematic review to assess the design
and statistical methods used in CRXO trials. CRXO trials
have become more common over time and have been con-
ducted within a variety of settings to assess a range of in-
terventions. The methods used for the sample size
calculation and analysis suggest that there was limited un-
derstanding of the effect of the cluster randomization and
multiple period aspects of the design. There is a need for
improved reporting of CRXO trials: justifications for using
the design were rarely reported.

A key requirement of the CRXO design is that the inter-
vention effect does not carry over from one period to the

Table 4. Statistical analysis methods used in the cluster-randomized crossover trials

Method N
Potentially
appropriate?

Cluster-level
paired test

Permutation
test

Fixed
cluster
effecta

Random
cluster
effecta GEE

Robust
standard
errorsb

Method did
not account
for cluster or
cluster-period

effect

Unclear if method
accounted for
cluster or

cluster-period
effect

Cluster level (N 5 12) 10 (83%)
GLMc 2 1 NA NA 0 1 NA 1 0 0
ANOVAd 8 7 7 NA 0 0 NA 0 0 1
Nonparametric
methodse

2 2 0 2 0 0 NA 0 0 0

Individual level
(N 5 127)

4 (3%)

GLMc 64 1 NA NA 8 24 NA 3 15 14
GEEf 11 3 NA NA NA NA 4 7 NA NA
ANOVAd 13 0 0 NA 2 0 NA 0 7 4
Other parametric
modelsg

19 0 0 NA 4 0 NA 0 13 2

Nonparametric
methodse

20 0 0 0 0 0 NA 0 19 1

Abbreviations: GLM, generalized linear model; ANOVA, analysis of variance; GEE, generalized estimating equation.
‘‘NA’’ in the table indicates that the methodology in the column is not applicable to the analysis method in the row.
a Including trials where the either the cluster-period effect was not accounted for in the method or it was unclear if the cluster-period effect was

accounted for.
b For GLM, a random effect for cluster was also used.
c Models including linear, logistic, poisson, binomial-identity link, ordinal, proportional hazards, and time series regression.
d Including ANOVA, repeated-measures ANOVA, and t-test.
e Including KruskaleWallis, Fisher’s exact, KaplaneMeier curve with log-rank test, Wilcoxon rank sum, exact test for incidence rates, and per-

mutation tests.
f Links including normal-identity, binomial-logit, binomial-identity, and poisson-log.
g Including chi-squared, Mantel Haenszel chi-squared, McNemars test, and Wallenstein method.

48 S.J. Arnup et al. / Journal of Clinical Epidemiology 74 (2016) 40e50

33



next [5]. This can be achieved by many methods, for
example using different participants in each period;
providing an adequate washout time between periods; and
blinding of the trialists involved in the delivery of the inter-
vention and collection of outcome data. Although it is
possible to undertake a statistical test of the interaction be-
tween treatment and period, it is not possible from this test
to distinguish carryover effects from treatment by period in-
teractions, in two-period two-intervention CRXO trials
[21], and altering the analysis based on the results of this
test leads to a biased estimate of the intervention effect
and inflated type I error [22]. Regardless of the method
used to reduce the risk of carryover, clear reporting of the
method used is required to allow readers to assess the risk
of bias to the intervention effect arising from the potential
carryover.

Although the CRXO design is usually more efficient
than parallel group cluster randomization, an individually
randomized trial is usually more efficient than CRXO [3].
In over half of the CRXO trials included in our review,
the intervention was delivered to the individual partici-
pants, and therefore, individual randomization may have
been possible. Careful consideration should always be
given to whether a more complex design is necessary,
particularly when the design requires more participants [1].

5.1. Implications of the sample size and analysis
methodology

5.1.1. Implications of statistical methods for sample size
estimation

Over half (58%) of the trials that provided a sample size
estimate reported using a method designed for an individu-
ally randomized trial using simple randomization. This
approach is only appropriate for a CRXO trial when both
the within-cluster within-period ICC and within-cluster be-
tween-period ICC are zero or the within-cluster between-
period ICC is equal to within-cluster within-period ICC.
These are strong and optimistic assumptions [3], and if
violated, would lead to an underpowered study.

In trials where the sample size was estimated for a par-
allel group cluster-randomized design, the within-cluster
between-period ICC is effectively treated as zero. This
approach leads to a conservative sample size, and as a
result, more participants will be included in the trial than
are needed to obtain the desired power.

Following a suggestion by Donner et al., one trial
assumed the within-cluster between-period ICC was half
the within-cluster within-period ICC, which leads to a sam-
ple size estimate that is larger than the requirement for an
individually randomized design but smaller than the
requirement for an parallel group cluster-randomized trial
[13]. In the absence of a priori knowledge of the within-
cluster between-period ICC, this may be reasonable
approach.

Other methods used to account for the CRXO design
included inflating the sample size by an arbitrary amount;
performing a power calculation using numerical simulation
with a model that included both ICCs; basing the estimate
on a paired t-test of the cluster-level means; and inflating
the estimate from an individual-level crossover design with
the same participants in both periods by an inflation factor
for a parallel group cluster-randomized design. The first
three methods may be appropriate if representative values
of the sample size parameters were used. Further research
is required to assess the appropriateness of the last method.

5.1.2. Implications of choice of statistical methods for
cluster-level analyses

We found that when data were aggregated in each cluster
period, the analyses used were usually appropriate. In addi-
tion, as noted by Turner et al., such cluster-level analyses
are intuitive and easily understandable to health researchers
[4]. Therefore, use of such an analysis approach would
often seem reasonable.

5.1.3. Implications of choice of statistical methods for
individual-level analyses

Analogous to the issues with sample size, individual-
level analyses that assume observations within clusters
and within cluster-periods are independent, or account only
for cluster-level variation, can estimate standard errors that
are too small. These analyses can result in inflated type I
error rates and potentially lead to false-positive claims
regarding the effectiveness of interventions.

5.1.4. Influence of statistical methodology articles on
subsequent CRXO trials

The influence of statistical methodology articles on the
use of appropriate sample size and analysis methods in
CRXO trials would seem limited. Methods to perform sam-
ple size calculations for CRXO trials have been available
since 2004 [10,13]; yet, the number of articles including
a sample size calculation has remained around 60e70%
since 2000, and only two CRXO trials cited a methods
article for a CRXO sample size calculation. Methods for
analyzing binary data in dental split-mouth trials have been
available since 2004 [13], and in the context of CRXO tri-
als, since 2007 [5]. Only four CRXO trials cited a methods
article for analyzing CRXO trials, all citing Turner et al.
[4]. It is unclear whether trialists recognize the need to
use specialist methods when designing and analyzing these
trials. Regardless, however, there is a clear need for devel-
opment of accessible guidance for health researchers for the
design, conduct, and analysis of CRXO trials.

5.2. Strengths and limitations

A potential limitation of our review was our ability to
locate all CRXO trials. Locating CRXO trials is difficult
because there is no validated search strategy, and the
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language used to describe the design is inconsistent.
Furthermore, many trialists may be unaware that they have
used a CRXO design and so fail to use key words in the ab-
stract that describe the clustering or crossover aspects. To
optimize our yield of CRXO trials, we used a broad search
strategy, searched references of all eligible CRXO trials,
and undertook citation searches to CRXO trial methodol-
ogy articles. Although our yield of CRXO trials may be
incomplete, it represents the most comprehensive review
of this trial design to date. Furthermore, it may be argued
that CRXO trials that are better reported, and thus easier
to locate, are also more likely to use appropriate statistical
methods. Therefore, results from our review may present an
optimistic view of the design and statistical methods used
in CRXO trials.

We maintained consistency in the review by having one
author perform all screening and data extraction and veri-
fied the results by having a subsample of all reviewed trials
independently assessed by at least one other reviewer.

6. Conclusions

The CRXO design has been used in a wide range of set-
tings for the past four decades. However, the statistical
methods used in the sample size determination and analysis
rarely account appropriately for the design aspects. The jus-
tifications for using the design are rarely reported. It is un-
clear whether trialists recognize the need for specialist
methods in designing and analyzing these trials. There is
an urgent need for accessible guidance for health re-
searchers on the design, conduct, analysis, and reporting
of the CRXO design.
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Chapter 4

The quality of reporting in cluster

randomised crossover trials: proposal

for reporting items and an

assessment of reporting quality

Chapter 4 is the second of two papers that present the results of the systematic review.

The protocol for the systematic review was provided in Chapter 2.

The joint aims of the research presented in this chapter are to 1) assess the reporting

quality of published CRXO trials, 2) propose a set of reporting items for CRXO trials, and

3) inform the development of a reporting guideline.

The CONSORT 2012 cluster trials extension forms the basis for the proposed reporting

items in this chapter. Aspects of CRXO design that are not addressed by the existing

guidelines are indicated, and possible items to report on these aspects are proposed.

The results of the systematic review suggest that a reporting guideline for the CRXO

design may be bene�cial in improving the completeness of reporting the design, statistical

methods, and results. Until such guidance is developed, the proposed items identi�ed in

this paper provide interim guidance.

Chapter 4 is presented as a manuscript, which was published in Trials in December

2016. The pages have been renumbered for the thesis, but the manuscript is otherwise

unchanged. A blog article was invited by BMC On Medicine to summarise and promote

the published manuscript. The published blog is included Appendix D.
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Supplementary tables and additional �les referred to in the manuscript are appended

to this thesis as follows:

Location in Referred to in Content of appendix
thesis manuscript

Appendix C Additional �le 1 Systematic review search strategy
Additional �le 2: Table S1 The country where each included trial was

conducted
Additional �le 3: Table S2 The type of randomised cluster in each in-

cluded trial
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Abstract

Background: The cluster randomised crossover (CRXO) design is gaining popularity in trial settings where
individual randomisation or parallel group cluster randomisation is not feasible or practical. Our aim is to stimulate
discussion on the content of a reporting guideline for CRXO trials and to assess the reporting quality of published
CRXO trials.

Methods: We undertook a systematic review of CRXO trials. Searches of MEDLINE, EMBASE, and CINAHL Plus as
well as citation searches of CRXO methodological articles were conducted to December 2014. Reporting quality
was assessed against both modified items from 2010 CONSORT and 2012 cluster trials extension and other
proposed quality measures.

Results: Of the 3425 records identified through database searching, 83 trials met the inclusion criteria. Trials were
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The analysis method was not adequately reported in 23% (n = 19) of trials. The observed within-cluster within-period
intracluster correlation and within-cluster between-period intracluster correlation for the primary outcome data were not
reported in any trial. The potential for selection, performance, and detection bias could be evaluated in 30%, 81%, and
70% of trials, respectively.

Conclusions: There is a clear need to improve the quality of reporting in CRXO trials. Given the unique features of a
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guideline is essential.

Keywords: Cluster randomised crossover trial, Crossover, Cluster, Reporting quality

* Correspondence: joanne.mckenzie@monash.edu
1School of Public Health and Preventive Medicine, Monash University, The
Alfred Centre, Melbourne, Victoria 3004, Australia
Full list of author information is available at the end of the article

© The Author(s). 2016 Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to
the Creative Commons license, and indicate if changes were made. The Creative Commons Public Domain Dedication waiver
(http://creativecommons.org/publicdomain/zero/1.0/) applies to the data made available in this article, unless otherwise stated.

Arnup et al. Trials  (2016) 17:575 
DOI 10.1186/s13063-016-1685-6

39



Background
The cluster randomised crossover (CRXO) trial design has
been used to evaluate a range of interventions, in a variety
of settings [1]. In a CRXO trial hospital, schools or other
groups of individuals (“clusters”) are randomly assigned to
a sequence of interventions. Each cluster receives each
intervention at least once in a separate period of time,
leading to the formation of “cluster-periods” [2, 3]. The
design has potentially greater efficiency than a parallel
group cluster randomised trial because the interventions
are compared within each cluster [4].
Every trial design has specific features that need to be

considered in the design, analysis, and reporting stages. In
the case of the CRXO trial, a critical consideration is the
correlation between participants within clusters through
time. Individuals within a cluster tend to have more simi-
lar outcomes than individuals in different clusters. This
similarity is typically measured by the within-cluster
within-period intracluster correlation (ICC). Further-
more, the similarity between two individuals within a
cluster is likely to dissipate as time increases between
the measurement of the two individuals. The similarity
between two individuals within a cluster, but in differ-
ent time periods, is typically measured by the within-
cluster between-period ICC [2–6].
Complete, transparent, and clear reporting of clinical

trials is essential for those using trial reports. Compre-
hensive reporting allows for an assessment of threats to
the validity of the trial results, an assessment of the ad-
equacy of the statistical methods, replication of trial
methodologies, incorporation of the trial’s results in syn-
thesis products such as meta-analyses, and implementa-
tion of the evaluated intervention(s). To assess the
validity of the trial’s results, the methodology should be
reported in enough detail to allow for the evaluation of
selection, performance, and detection biases [7].
The quality of reporting in randomised trials remains

unacceptably low despite the introduction of reporting
guidelines [8, 9]. The CONSORT (Consolidated Standards
of Reporting Trials) statement reporting guideline for par-
allel group randomised trials was developed in an attempt
to improve the quality of reporting of randomised trials.
The CONSORT statement was first published in 1996,
and has since been twice revised, first in 2001 [10] and
then in 2010 [11]. The 2010 CONSORT statement in-
cludes 25 recommended items covering design, conduct,
analysis, and other aspects. Extensions to the parallel
group CONSORT statement have been published for some
alternative designs; however, no extension currently exists
for CRXO trials.
While a CONSORT extension is not available for CRXO

trials, items from the 2012 cluster trials extension [12]
and several items that have been proposed for reporting
stepped wedge trials [13] are directly applicable (e.g.

”Allowance for clustering” and ”Allowance for the number
of steps” in the sample size justification) or are easily
modifiable (e.g. ”Identification as a cluster randomised
trial in title”) for CRXO trials. However, the CRXO design
has distinct characteristics when compared with the paral-
lel group cluster randomised design and the stepped -
wedge design, such as the adverse potential for carryover
of the intervention effect to subsequent periods. There-
fore, a separate reporting guideline for this trial design
may be of value.
Assessing the quality of reporting is the suggested ini-

tial step in developing reporting guidelines [9]. Because
no published reporting guidelines exist for CRXO trials,
in this article we propose possible reporting items, and
indicate areas where items may need to be developed, as
a means to (1) facilitate discussion on possible items that
could be considered for inclusion in a future reporting
guideline, and (2) assess the quality of reporting in
CRXO trials and thus determine if there is a need for a
separate guideline.
To assess the quality of reporting in CRXO trials, we

undertook a systematic review that collected information
on a range of aspects including trialists’ motivations for
using the CRXO design, the design characteristics of
CRXO trials, the statistical methods for sample size and
data, and the quality of reporting of CRXO design aspects.
In a previous publication, we evaluated the appropriate-
ness of the statistical analysis and sample size methods
[1]. In this article we evaluate the quality of reporting in
CRXO trials.
In “Proposed reporting items for CRXO trials” we dis-

cuss potential modifications to the reporting items of the
CONSORT 2012 cluster trials extension for CRXO trials,
and propose areas where items may need to be developed.
In “Systematic review methods” we outline the systematic
review methods. The quality of reporting of CRXO trials
is presented in the “Results” section. We discuss our find-
ings and conclusions in the “Discussion” section.

Proposed reporting items for CRXO trials
In this section we suggest, and provide rationale for, pos-
sible modifications to reporting items of the CONSORT
2012 cluster trials extension for CRXO trials, and
propose areas where items may need to be developed to
address the unique design and analysis characteristics of
CRXO trials. All CONSORT 2012 cluster trials exten-
sion items, proposed modifications, and other indicators
of reporting quality are shown in Table 1.

Title and abstract (Items 1a, b)
The primary reasons for including a description of the
trial design in the title and abstract are to ensure appro-
priate indexing in electronic databases [12, 14] and to
alert the readers to the design so that they are less likely
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Table 1 Quality of reporting of cluster randomised crossover trials as assessed against items from a modified 2012 CONSORT statement extension for cluster randomised trials
and selected items from the 2010 CONSORT statement

Section CONSORT
Item no.

CONSORT 2012 extension for cluster trial
design for Item no.

Reporting quality assessment measure Reported?
(N = 83)

Title and Abstract

Identification of design in title 1a Identification as a cluster randomised trial in the title Identification as a CRXO trial in the title 7 (8%)

Reporting in abstract 1b See Table 2 [14] Identification as a CRXO trial in the abstract 21 (25%)

Background and objectives

Rationale for design 2a Rationale for using a cluster design Rationale for using a cluster design AND a
crossover of interventions at the cluster level

20 (24%)

Hypothesis and objectives 2b Whether objectives pertain to the cluster level, the
individual participant level or both

No modification proposed Not assessed

Trial design

Description of trial design 3a Definition of cluster and description of how the design
features apply to the clusters

Schematic representation of design
(recommended especially for designs with
>2 periods or interventions)

23 (28%)

Definition of the cluster 77 (93%)

Clear differentiation between cluster-period and cluster. Not assessed

Number of clusters 79 (95%)

Number of periods 76 (92%)

Duration of each time period or when the cross over
will occur

Not assessed

Cohort, repeated cross-sectional, or mixture of designs
participants in each period

83 (100%)

Discussion of the potential for carryover to occur 17 (20%)

Reporting of use of washout period 83 (100%)

Participants

Eligibility criteria 4a Eligibility criteria for clusters No modification proposed Not assessed

Interventions

Description of interventions 5 Whether interventions pertain to the cluster level,
the individual participant level or both

No modification proposed Not assessed

Outcomes

Description of outcome measures 6a Whether outcome measures pertain to the cluster level,
the individual participant level or both

No modification proposed Not assessed

Sample size 7a Method of calculation, number of clusters(s) (and whether
equal or unequal cluster sizes are assumed), cluster size, a
coefficient of intracluster correlation (ICC or k), and an
indication of its uncertainty

Was the method for sample size calculation reported, or
justification for no sample size calculation provided?

48 (58%)

Reference to the method used for the sample size calculation Not assessed
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Table 1 Quality of reporting of cluster randomised crossover trials as assessed against items from a modified 2012 CONSORT statement extension for cluster randomised trials
and selected items from the 2010 CONSORT statement (Continued)

Justification for number of clusters 33 (40%)

Justification for number of periods 9 (11%)

Equal or unequal number of periods per cluster Not assessed

Equal or unequal cluster-period sizes 42 (51%)

A value for the within-cluster within-period ICC or variance
components or other measure of correlations within data or
justification for not including

13 (16%)

A value for the within-cluster between-period ICC or variance
components or other measure of correlations within data or
justification for not including

4 (5%)

A reference or explanation for the choice of ICCs or other
measure of correlations

5 (6%)

Reported whether the sample size methodology accounted
for repeated measurements on the same individual

Not assessed

Sequence generation

Method used to generate allocation
sequence

8a Method used to generate the random allocation sequence No modification proposed 36 (43%)

Type of randomisation 8b Details of stratification or matching if used Does the article report whether stratified randomisation used? 83 (100%)

Allocation concealment mechanism

Method used to implement the
allocation sequence

9 Specification that allocation was based on clusters rather than
individuals and whether allocation concealment (if any) was at
the cluster level, the individual participant level, or both

Does the article report whether the people allocating the
intervention sequence to the clusters know the allocation
sequence?

40 (48%)

Does the article report whether people recruiting/identifying
participants knew which intervention sequence has been
assigned to the cluster? (n = 57)a

44 (77%)

Does the article report whether the people recruiting/identifying
participants could have influenced which people were recruited/
identified for inclusion in the study? (n = 57)a

54 (95%)

Implementation

Method used to include clusters
in trial

10a Who generated the random allocation sequence, who enrolled
clusters, and who assigned clusters to interventions

No modification proposed Not assessed

Method used to include individuals
in clusters

10b Mechanism by which individual participants were included in
clusters for the purposes of the trial (such as complete
enumeration, random sampling)

No modification proposed Not assessed

Method of obtaining consent 10c From whom consent was sought (representatives of the cluster,
or individual cluster members, or both), and whether consent
was sought before or after randomisation

From whom was consent sought? 60 (72%)

Was consent sought before or after randomisation of the cluster
when consent was sought from individuals? (n = 30)

16 (53%)
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Table 1 Quality of reporting of cluster randomised crossover trials as assessed against items from a modified 2012 CONSORT statement extension for cluster randomised trials
and selected items from the 2010 CONSORT statement (Continued)

Blinding 11a If done, who was blinded after assignment to interventions
(for example, participants, care providers, those assessing
outcomes) and how.

Were the participants aware of the intervention assigned
to the cluster?

67 (81%)

Were the researchers who delivered the intervention, i.e. caregiver,
aware of the intervention assigned to the cluster?

82 (99%)

If the outcome was self-reported (n = 14), was the participant aware
of the intervention assigned to the cluster?

13 (93%)

If the outcome was assessed by another person (n = 69), was the
outcome assessor aware of the intervention assigned to the cluster?

45 (65%)

Statistical methods 12a How clustering was taken into account Justification for statistical analysis methods Not assessed

Reported whether the analysis was performed at the cluster or
individual level.

78 (94%)

Where there are more than two periods, reported whether a
single correlation is assumed for the within-cluster between-
period correlation

0 (0%)

Was it possible to determine the method for accounting for
both the cluster randomisation and multiple period aspects?

64 (77%)

Was it possible to determine the method for accounting for
the cluster randomisation aspect?

70 (84%)

Was it possible to determine the method for accounting for
the multiple period design aspect?

70 (84%)

Results

Participant flow

Number of clusters and participants 13a For each group, the numbers of clusters that were randomly
assigned, received intended treatment, and were analysed
for the primary outcome

For each group, reported the number of clusters that were
randomly assigned, received intended treatment in each period,
and were analysed for the primary outcome

Not assessed

For each group, reported the number of individuals that were
randomly assigned, received the intended intervention in each
period, and were analysed for the primary outcome

Not assessed

Losses and exclusions 13b For each group, losses and exclusions for both clusters
and individual cluster members

For each group, losses and exclusions for clusters, cluster-periods,
and individual participants

Not assessed

Baseline data 15 Baseline characteristics for the individual and cluster levels
as applicable for each group

Presentation of baseline characteristics data in table

No baseline characteristics table in article 24 (29%)

Reported by total only 8 (10%)

Reported by randomisation sequence with or without total 7 (8%)

Reported by cluster only 2 (2%)

Reported by intervention with or without total 37 (45%)

Reported by cluster and period 2 (2%)
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Table 1 Quality of reporting of cluster randomised crossover trials as assessed against items from a modified 2012 CONSORT statement extension for cluster randomised trials
and selected items from the 2010 CONSORT statement (Continued)

Reported by intervention and period 1 (1%)

Reported by intervention, period, and cluster 2 (2%)

Number analysed 16 For each group, number of clusters included in each analysis For each group, number of clusters, cluster-periods, and
participants included in each analysis, stating reasons for
exclusions

Not assessed

Outcomes and estimation 17a Results at the individual or cluster level as applicable and a
\coefficient of intracluster correlation (ICC or k) for each
primary outcome

A coefficient for the within-cluster within-period correlation
and within-cluster between-period correlation, or other measure
(such as variance components), for each primary outcome

0 (0%)

Generalisability 21 Generalisability to clusters and/or individual participants
(as relevant)

No modification proposed Not assessed

an = 26, no recruitment took place
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to misinterpret the trial results [14]. A proposed modifi-
cation is therefore to identify a trial as a “cluster rando-
mised crossover trial” in title and abstract.

Background and objectives (Item 2a)
Providing a rationale for the trial design in the back-
ground informs the reader why the chosen design is best
suited to address the research question. The cluster ran-
domisation aspect of the CRXO design typically in-
creases the required number of participants when
compared to an individually randomised trial, potentially
exposing more participants to harm than necessary if an
individually randomised design was feasible [12]. In
addition, both the crossover and cluster randomisation
aspects of the CRXO design pose trial design, analysis,
and implementation challenges. Hence, the choice to use
the CRXO design in place of a simpler alternative such
as a parallel group cluster randomised trial or individu-
ally randomised trial requires justification. Therefore, for
a similar reason as proposed in the CONSORT 2012
cluster trials extension [12], we propose that the ration-
ale for the use of cluster randomisation and for the
crossover of interventions at the cluster level is included
in the background.

Trial design (Item 3a)
Reporting the trial design allows the reader to replicate
the design in future trials and assess whether the imple-
mented sample size and analysis methods were appropri-
ate for the design. We suggest that the following items
might be considered important for clearly describing the
design of a CRXO trial. Several of these items have been
adapted from recommendations for reporting stepped-
wedge trials [13]:

� Report the total number of randomised clusters in
the trial.

� Report the total number of planned time periods for
each cluster in the trial.

� Report the duration of each time period, for
example, the duration of time or number of
participants included in each cluster-period before
the intervention is crossed over.

� Report whether the same, different, or a mix of
same and different participants were included in
each cluster-period. These designs are described as
cohort, repeated cross-sectional, or mixture designs,
respectively.

� For complex designs (i.e. designs with more than
two interventions and two periods), consider
including a schematic representation of the trial
design depicting which interventions were allocated
to each cluster in each period. For a simple design,
the participant flow diagram (Item 13) may suffice.

We propose two new items for CRXO trials:

� Report the potential of the effect of the intervention
given in one cluster-period to carry over to subse-
quent cluster-periods.

� Report methods for managing the risk of carryover,
if necessary.

In addition to the above reporting items, we also sug-
gest that articles clearly distinguish between the cluster
and the cluster-period.

Sample size (Item 7a)
Reporting how a sample size calculation has been per-
formed is important for replicability, transparency [12],
and scientific and ethical reasons [15]. Reporting of sam-
ple size elements of cluster randomised trials has been
shown to be incomplete [15]. The sample size calcula-
tion for CRXO trials should account for the predicted
correlations arising from the design [5, 6]. In addition,
the assumed sample size parameters and methodology
should be reported. For CRXO trials, we suggest that the
following sample size items might be considered
important:

� Provide a reference for the sample size methodology
or a description of the method when the method is
not published.

� Report how the sample size methodology accounts
for both the cluster randomisation (e.g. the within-
cluster within-period ICC) and the multiple period
aspects of the design (e.g. the within-cluster
between-period ICC).

� Report how the sample size methodology accounts
for whether the same, different, or a mix of the
same and different participants will be included in
each cluster-period.

� Report the number of clusters, number of periods,
and number of participants per cluster-period, not-
ing which are assumed and which are determined by
the sample size calculation.

� Report whether a variable or constant number of
periods per cluster and participants per cluster-
period is assumed.

� Report the parameter values used to account for
cluster randomisation and multiple periods.

� Provide a justification for the choice of parameter
values and state any constraints on the number of
clusters, number of periods, or number of
participants per cluster-period.

Statistical methods (Item 12a)
The primary reasons for reporting the statistical
methods are to allow for replication and for the reader
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to evaluate whether the methods are appropriate for the
design [11]. For CRXO trials we suggest that the follow-
ing items might be considered:

� Provide a reference for the statistical methodology
or a description of the method when the method is
not published.

� Report whether the analysis was performed at the
individual or cluster level.

� Report how both the cluster randomisation and the
multiple period aspects of the design were
accounted for.

� When there were more than two periods, report
whether a constant within-cluster between-period
ICC was assumed, and, if a constant within-cluster
between-period ICC is not assumed, report what
assumption or methodology was used.

� Describe how missing data will be managed at both
the individual level and the cluster level [16].

Participant flow (Items 13a, b)
The CONSORT 2012 cluster trials extension [12] notes
the importance of providing information on the flow of
clusters through the trial (enrolment, allocation, follow-
up, analysis) in addition to the flow of participants. A
CRXO trial has the added complexity of cluster-periods
nested within each cluster and potentially repeated mea-
surements on some participants within each cluster. An
additional consideration for reporting is the level at
which the analysis is undertaken. The CONSORT 2012
cluster trials extension [12] recommends that if the analysis
is aggregated at the cluster level, it is appropriate to show
only the flow of clusters through the trial, while for analyses
that do not use aggregated data, the flow of individual-level
data should also be presented. However, we consider that it
is important to show the flow of participants even when
the analysis is aggregated at the cluster level, since
aggregate-level analyses depend on the individual-level data.
To facilitate discussion on presenting the flow of the num-
ber of clusters, cluster-period, and participants through a
CRXO, we outline possible modifications to the flow dia-
gram in the CONSORT 2012 cluster trials extension [12]
and present a possible flow diagram in Fig. 1, although the
exact form of the diagram is likely to depend on the trial.

Baseline data (Item 15)
The main reasons for reporting baseline characteristics
are to describe the characteristics of the included popu-
lation and permit an assessment of the success of the
randomisation process. There is additional complexity in
a CRXO design, because participants may be recruited
to clusters over multiple time periods. Two key consid-
erations when reporting participant and cluster charac-
teristics in a CRXO trial are that (1) randomisation only

ensures that, on average, cluster-level characteristics are
balanced at baseline (assuming adequate sequence gen-
eration and allocation concealment), while individual-
level characteristics may be influenced by selection pro-
cesses; and (2) participants are often recruited at mul-
tiple time points, allowing presentation of cluster and
individual characteristics at a single time point or sum-
marised across multiple time points.
The cluster-level and individual-level characteristics

can be either time invariant or time varying. For ex-
ample, in a CRXO trial where hospital wards are rando-
mised, the ward type (e.g. surgical, general medical) will
remain constant for the duration of the trial. However,
other cluster-level characteristics may vary, such as the
type of clinicians working on the ward, due to staff
changes (e.g. medical students and registrars moving in
and out the ward). At the individual level, the character-
istics of the individuals are likely to be time varying
when new individuals are recruited across the periods
(repeated cross-sectional design). However, if the trial is
a cohort design, then individual-level characteristics
such as sex will remain time invariant, while others, such
as weight, may change over the duration of the trial.
We propose that the baseline characteristics are tabu-

lated for each sequence and for each intervention within
each sequence. A possible table for a two-period two-
intervention CRXO trial is shown in Table 2. This table
allows for a number of comparisons to be made for both
time-invariant and time-varying characteristics. To facili-
tate discussion on presenting baseline characteristics in a
CRXO trial, we outline a number potential comparisons,
many of which have been used in published trials (Table 1),
and exemplify these comparisons through Table 2.

Time-invariant characteristics
The time-invariant characteristics are described as follows:

1. Compare time-invariant characteristics of clusters
allocated to sequence AB (Group 1 + Group 2)
with clusters allocated to sequence BA (Group 3 +
Group 4).

2. Compare time-invariant characteristics of partici-
pants recruited to sequence AB (Group 1 + Group 2)
with participants recruited to sequence BA (Group
3 + Group 4) (cohort design).

Comparison 1 allows the success of the randomisation
process to be evaluated. Comparison 2 allows for the
process of recruiting participants into clusters to be eval-
uated. When the number of clusters is small, then
chance imbalances between sequences may occur.

3. Compare time-invariant characteristics of clusters in all
periods allocated to intervention A (Group 1 +Group
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Fig. 1 Possible modifications to the CONSORT 2012 cluster trials extension flow diagram (Item 13) for reporting cluster randomised crossover trials
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4) with clusters allocated to intervention B (Group 2 +
Group 3).

4. Compare time-invariant characteristics of participants
recruited to intervention A (Group 1 +Group 4) with
participants recruited to intervention B (Group 2 +
Group 3) (cohort design).

Comparisons 3 and 4 are equivalent to comparisons 1
and 2 when there is no loss of clusters or participants
over time.

Time-varying characteristics
The time-varying characteristics are described as follows:

5. Compare time-varying characteristics of clusters
allocated to sequence AB (Group 1 + Group 2) with
clusters allocated to sequence BA (Group 3 +Group 4).

6. Compare time-varying characteristics of participants
recruited to sequence AB (Group 1 +Group 2) with
participants recruited to sequence BA (Group 3 +
Group 4) (cohort and repeated cross-sectional design).

Comparisons 5 and 6 are likely to be of limited value.
Presenting cluster-level characteristics summarised over
multiple time periods can obscure whether randomisa-
tion was successful if systematic changes have occurred
within the clusters. Likewise, presenting individual-level
characteristics summarised over multiple time periods
can obscure whether systematic changes have occurred
in the recruitment of participants within the clusters.

7. Compare time-varying characteristics of clusters in
all periods allocated to intervention A (Group 1 +

Group 4) with clusters allocated to intervention B
(Group 2 + Group 3).

8. Compare time-varying characteristics of participants
recruited to intervention A (Group 1 +Group 4) with
participants recruited to intervention B (Group 2 +
Group 3) (cohort and repeated cross-sectional design).

As for comparisons 5 and 6, comparisons 7 and 8 also
summarise cluster-level and individual-level characteris-
tics over multiple time periods.

9. Compare time-varying characteristics of clusters
allocated to intervention A with clusters allocated
to intervention B, in the first period only (Group 1
vs Group 3).

10. Compare time-varying characteristics of participants
recruited to intervention A with participants
recruited to intervention B, in the first period only
(Group 1 vs Group 3) (cohort and repeated
cross-sectional design).

The considerations for comparisons 1 and 2 apply also
to comparisons 9 and 10. However, comparisons 9 and 10
do not allow any evaluation of change in the characteris-
tics over time and do not consider all participant data.

11.Compare characteristics of clusters allocated to
intervention A with clusters allocated to intervention
B, separately for each sequence (Group 1 vs Group 2
AND Group 3 vs Group 4).

12.Compare characteristics of participants recruited to
intervention A with participants recruited to
intervention B, separately for each sequence (Group

Table 2 Possible presentation of baseline characteristics in two-period two-intervention cluster randomised crossover trial

Characteristic Intervention sequence AB Intervention sequence BA

Period 1–Intervention A
Group 1

Period 2–Intervention B
Group 2

Period 1–Intervention B
Group 3

Period 2–Intervention A
Group 4

Time-invariant characteristics

Time-invariant cluster
characteristic

Such as proportion of
each ward type:
Cardiac: 25%
Intensive Care: 40%
Neurology: 35%

Such as proportion of
each ward type:
Cardiac: 25%
Intensive Care: 40%
Neurology: 35%

Such as proportion of
each ward type:
Cardiac: 35%
Intensive Care: 45%
Neurology: 20%

Such as proportion of
each ward type:
Cardiac: 35%
Intensive Care: 45%
Neurology: 20%

Time-invariant participant
characteristic (cohort
design only)

Such as patient sex:
59% male

Such as patient sex:
59% male

Such as patient sex:
48% male

Such as patient sex:
48% male

Time-varying characteristics

Time-varying cluster
characteristic

Nurse-to-patient ratio over
24 h, Median (IQR):
2.1 (2.0 – 2.2)

Nurse-to-patient ratio over
24 h, Median (IQR):
2.0 (1.9 – 2.1)

Nurse-to-patient ratio over
24 h, Median (IQR):
2.3 (2.1 – 2.4)

Nurse-to-patient ratio over
24 h, Median (IQR):
2.2 (2.1 – 2.4)

Time-varying participant
characteristic (cohort and
repeated cross-
sectional design)

Such as patient weight (kg),
Mean (SD):
83.4 (14.2)

Such as patient weight (kg),
Mean (SD):
78.9 (15.6)

Such as patient weight (kg),
Mean (SD):
81.2 (13.2)

Such as patient weight (kg),
Mean (SD):
80.4 (11.2)
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1 vs Group 2 AND Group 3 vs Group 4) (cohort
and repeated cross-sectional design).

13.Compare characteristics of clusters allocated to
intervention A with clusters allocated to intervention
B, separately for each period (Group 1 vs Group 3
AND Group 2 vs Group 4).

14.Compare characteristics of participants recruited to
intervention A with participants recruited to
intervention B, separately for each period (Group 1
vs Group 3 AND Group 2 vs Group 4) (ohort and
repeated cross-sectional design).

Presentation of cluster-level and individual-level char-
acteristics separately by period in each intervention
(comparisons 11–14) allows for assessment for any sys-
tematic change in characteristics over time or any poten-
tial interaction between intervention and time. Such
changes will be obscured by presenting characteristics
summarised over multiple time periods.

Number analysed (Item 16)
Reporting the number of clusters, cluster-periods, and
participants that contribute to each analysis of each out-
come is essential to interpreting the results. To facilitate
discussion on presenting the numbers analysed in CRXO
trials, we outline a potential approach:

� Present the number of clusters, cluster-periods, and
participants analysed for the primary outcome as per
the participant flow diagram (Fig. 1).

In addition, for each secondary analysis and outcome,
either state that the same clusters, cluster-periods, and
individuals are included as in the primary analysis, or
where the number analysed differs from Fig. 1:

� Report the number of clusters that contribute to the
analysis across all periods, also separately by
intervention sequence, and give reasons for the
exclusion of any whole clusters.

� Report the number of clusters that contribute to the
analysis for only some periods, also separately by
intervention and intervention sequence. Give
reasons for the exclusion of any cluster-periods and
state whether the remaining clusters-periods from
that cluster were included.

� Report the number of participants included in the
analysis, by intervention and intervention sequence,
including the reasons for any exclusions at the
individual level.

Outcomes and estimation (Item 17a)
The importance of providing estimates of within-cluster
correlation in cluster randomised trials for the purpose

of describing the clustering and future sample size esti-
mation is well recognised [12]. For similar reasons, in
CRXO trials it is important to provide estimates of
within-cluster between-period ICCs, in addition to the
within-cluster within-period ICCs for each outcome. Al-
ternatively, if mixed models are used, the reporting of
variance components can be provided from which the
ICCs can be calculated.

Methods
The protocol for the review has been published [17].
Here we provide only a brief overview of the methods,
along with deviations from the planned methods, and
outline the measures used to assess reporting quality.

Literature search
In brief, MEDLINE, PubMed, EMBASE, and CINAHL
Plus were searched until December 2014 for English
language articles of CRXO trials. In addition to search-
ing for CRXO trials, we searched PubMed for CRXO
methodology articles to identify further references to
CRXO trials. A citation search of all identified method-
ology articles was performed in Web of Science. Finally,
the references of all eligible articles were screened for
CRXO trials. No restriction was applied to the publication
date. The search strategies for CRXO trials and CRXO
methodology articles are outlined in Arnup et al. [17] and
provided in Additional file 1.

Trial inclusion criteria
Trials that met the following inclusion criteria were in-
cluded in the review: the trial was undertaken in humans;
the allocation of the intervention was to clusters of indi-
viduals rather than individuals themselves; each cluster
received each intervention in a sequence over time (con-
ventional crossover design), or at least some clusters
crossed over from one intervention to another (such as
two-treatment-four-sequence designs AA, AB, BA, and
BB); at least some clusters crossed each way between at
least two interventions (e.g. one cluster received AB and
one cluster received BA and therefore excludes pre-post
designs); and the intervention given in the one period was
not deliberately intended by design to affect individuals in
subsequent periods (e.g. interventions intended to change
the prescribing behaviour of health care providers). The
latter two criteria were added while undertaking the re-
view. Protocols were included in the review; however, for
this article the focus is on the quality of reporting of trial
reports, and hence protocols have been excluded.

Selection of trials for inclusion in the review
One author (SA) assessed all titles and abstracts using
the eligibility criteria, and 50% of the titles and abstracts
were screened independently by at least one co-author.
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All full-text articles were then assessed by one author
(SA) using the eligibility criteria. Of these, all eligible ar-
ticles were double screened, along with 20% of articles
that were initially determined to be ineligible. Differ-
ences in inclusion decisions were resolved by discussion
or by referral to a third author. No ineligible articles
were subsequently found to be eligible.

Data extraction and management
One author (SA) extracted data from all trials, and data
from 20% of the trials were independently double data ex-
tracted by the co-authors. Three of the five authors (SA,
JM, AF) reviewed the discrepancies arising from the
double data extraction and discussed processes for further
reviewing items where there was inconsistency. The pro-
cesses and items where further review was undertaken are
described in Arnup et. al. [17]. The data extraction form
was piloted on five trials by each author. Data were en-
tered into a database (Microsoft Access 2010, Redmond,
Washington, USA).
To examine the reporting quality of the CRXO trials,

we extracted reported information from the trials on se-
lected 2012 cluster trial CONSORT extension items
[12], with modification so that they were suitable to as-
sess CRXO trials (Items 1a,b and Item 2a of the 2012
cluster trials extension [12]; hereafter we only refer to
the item number). Where the CONSORT extension may
not have adequately covered the unique characteristics
of CRXO trials, we extracted information on indicators
of the reporting quality for that item (Item 3a, Item 7a,
Item 8b, Item 9, Item 10c, Item 12a, Item 15, Item 17a).
We refer to these measures as indicators because further
discussion between trialists using the CRXO design is
required to determine if the measure adequately assesses
reporting quality.
We did not extract information on CONSORT items

where the reporting considerations did not differ from a
parallel group cluster trial or individually randomised
trial, e.g. description of the interventions and outcome
measures (Item 2b, Item 3b, Items 4a, b, Item 5, Items
6a, b, Item 7b, Items 10a, b, Item 11b, Item 12b, Items
14a, b, Item 17b, Items 18–25.). However, there were
two exceptions where we did extract information on the
following 2010 CONSORT items [11]: Item 8a “Method
used to generate random allocation sequence” because
the item is required to evaluate the potential for selec-
tion bias, and Item 11a “Who was blinded after assign-
ment to intervention?” because the item was required to
evaluate the risk of detection bias (see the next para-
graph). For Item 13 “Participant flow” and Item 16
“Number analysed”, we present a discussion of possible
reporting approaches only.
In addition to assessing the quality of reporting of

CRXO trials against reporting items and indicators, we

assessed whether the reported information was sufficient
to judge the risk of selection, performance, and detection
bias. The Cochrane Handbook for Systematic Reviews of
Interventions, Section 8.4, defines selection bias as sys-
tematic differences between baseline characteristics of
the groups that are compared; performance bias as
systematic differences between groups in the care that is
provided, or in exposure to factors other than the
interventions of interest; and detection bias as systematic
differences between groups in how outcomes are deter-
mined. (See Higgins JPT, Green S (editors). Cochrane
Handbook for Systematic Reviews of Interventions Version
5.1.0 [updated March 2011]. The Cochrane Collaboration,
2011. Available from http://handbook.cochrane.org/.)
The full list of extracted data is available in Arnup et

al. [17]. The extracted data specific to reporting quality
in CRXO trials were: identification of the design in the
title or abstract; justification for using the design;
selected design characteristics including schematic rep-
resentation of the design, definition of the cluster, number
of clusters, number of periods, type of design (cohort, re-
peated cross-sectional, or mixture of designs), and man-
agement of the risk of carryover of intervention effects
between periods; reporting of sample size calculation de-
tails including justification for the number of clusters, jus-
tification for the number of periods, equal or unequal
cluster-period sizes, the assumed measure of similarity
between the outcomes of individuals within a cluster
within a given period and justification for assumption, and
the reported measure of similarity between outcomes of
individuals within a cluster between different periods and
justification for assumption; methods used in the trial
including recruitment, consent, randomisation, allocation,
and blinding; statistical analysis including level of analysis,
the method accounting for the similarity between the out-
comes of individuals within a cluster within a given period
and the similarity between outcomes of individuals within
a cluster between different periods, and the reported
measure of similarity between outcomes of individuals
within a cluster between different periods; losses and
exclusions of participants; and reporting of baseline
characteristics.

Data coding
In the section, we provide details on how we judged
each reporting quality measure.
We classified the following items as reported if a clear

statement addressing the item was provided in the trial
report: Items 1a, b, Item 2a, Item 10c, Item 12a, Item
15, and Item 17a.
For items that were not explicitly reported in the trial

report, we reviewed the reported methods to determine
whether enough information was provided to classify the
following items as reported: same, different, or a mix of

Arnup et al. Trials  (2016) 17:575 Page 12 of 17

50 CHAPTER 4. REPORTING IN CLUSTER RANDOMISED CROSSOVER TRIALS



participants in each period (Item 3a); equal or unequal
cluster sizes in the sample size calculation (Item 7a); use
of restricted randomisation (Item 8b); items addressing
allocation concealment (Item 9); and blinding (Item 11)
methods.
We classified the method of random allocation (Item 8a)

as “reported” if the article included details on how the ran-
dom allocation was achieved or clearly stated that the allo-
cation was not random. The method of random allocation
in articles that stated that the allocation was “at random”,
with no further detail, was classified as “not reported”.
We classified the information reported in each trial as

either sufficient or insufficient to assess the risk of selec-
tion bias, performance bias, and detection bias. To as-
sess whether sufficient information was reported to
judge the risk of selection bias, we required that enough
detail was reported to assess (1) whether the researcher
allocating the cluster to the intervention sequence was
blind to future allocation assignments (Item 9); (2)
whether the people recruiting or identifying participants
knew which intervention sequence had been assigned to
the cluster (Item 9); (3) whether the researcher recruit-
ing or identifying participants could influence which in-
dividuals were included in the trial (Item 9); and if the
individual participant (or other person on their behalf )
provided consent, whether they had knowledge, prior to
consenting, of the intervention assigned to the cluster
(Item 10c). To assess whether sufficient information was
reported to judge the risk of performance bias, we re-
quired that enough detail was reported to assess if either
the participants or those delivering the intervention (e.g.
health care professionals) were aware of the intervention
(Item 11a). To assess whether sufficient information was
reported to judge the risk of detection bias, we required
that enough detail was reported to determine if the
assessment of outcomes was self-reported or measured
by another person and whether the assessor was aware
of the intervention assigned to the cluster (Item 11a).

Data analysis
We present descriptive summary statistics using frequen-
cies and percentages of responses to categorical data. Free
text was classified and frequencies and percentages of the
categories are presented. The extracted data from individ-
ual trials can be made available upon request to the
corresponding author.

Results
Results of the search
Figure 2 shows the flow diagram of the CRXO trial selec-
tion process for the systematic review. Of the 3425
records identified through database searching, 170 were
duplicates and 3046 were ineligible based on screening of
abstracts, leaving 209 full-text articles to assess for

eligibility. Of these 209 articles, 99 were assessed as
eligible. A further four articles were identified through the
methodology article reference and citation search, and
three articles from the references of eligible articles. In this
article we further exclude eight trials where only a proto-
col was available. In total, 98 articles from 83 trials were
included in this paper. Seventy-one trials had only one
associated article, nine trials had two associated articles,
and three trials had three associated articles.

Characteristics of the trials
Most trials were conducted in a developed country (n = 79,
95%) and were undertaken within a single country (n = 80,
96%) (Additional file 2: Table S1). The types of clusters var-
ied, with almost half of the trials (n = 40, 48%) randomising
hospitals or wards within hospitals, 13 (16%) randomising
individual health care providers, and 11 (13%) randomising
schools or classes (Additional file 3: Table S2).
The trials investigated a wide range of diseases and

conditions and health care delivery models. Nineteen
trials (23%) investigated infection control, ten (12%) in-
vestigated cardiovascular disease, nine (11%) examined
the delivery of health services, and eight (10%) investi-
gated infectious diseases (Table 3).
The most common trial design involved two interven-

tions (n = 74, 89%). The majority of trials (70%) used two
periods. Trials had a median of eight clusters (IQR: 3 –
21, range: 2– 268) and a median cluster-period size of
27 (IQR: 14–77, range: 2–1319) (Table 2).
In 42 trials (51%) the interventions were delivered dir-

ectly to the individuals within the clusters. In 21 trials
(25%) the intervention was targeted at the health care
provider rather than the individuals under their care,
and in 14 trials (17%) the intervention was targeted at
the organisation of the health care provider or health
services delivery (Table 2).

Quality of reporting in CRXO trials as assessed against
proposed or modified reporting items and other
indicators
Trials were infrequently identified as “Cluster Randomised
Crossover” trials in the title (8%) or in the abstract (25%).
A rationale for both the cluster randomisation and cross-
over aspects of the design was provided in 20 trials (24%).
Most design characteristics were reported; however, trials
infrequently used a schematic to illustrate the design
(28%), even in designs with either more than two periods
or more than two interventions (30%, n = 7/23) (Table 1).
The reporting of the methods used to generate the al-

location sequence and assign the allocation sequence to
clusters was incomplete in 43% (n = 36) and 48% (n = 40)
of trials, respectively. In 20% (n = 17) of the trials, the
risk of a carryover of the intervention effect from one
period to subsequent periods was discussed (Table 1).
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Reporting of the methods and parameters to calculate
the sample size was often missing or incomplete. Only 48
trials (58%) provided a sample size calculation or justifica-
tion for not performing a sample size calculation. Thirty-
three trials (40%) provided justification for the number of
clusters, and only nine trials (11%) provided justification
for the number of periods. Of the 83 trials, only 13 (16%)
reported the within-cluster within-period ICC, and only
four (5%) reported the within-cluster between-period ICC
(or corresponding variance components) that was as-
sumed in the sample size calculation (Table 1).
The construction of the baseline characteristics tables

of the individual participants varied. In most trials, the

characteristics were reported by intervention group
(45%); some trials reported by intervention sequence
(8%). In 24 trials (29%), no baseline characteristics table
was presented (Table 1).
Most trials gave sufficient detail to determine

whether the analysis was performed at the level of the
individual or the level of the cluster (n = 78, 94%).
However, in 19 trials (23%) it could not be determined
how or whether the analysis accounted for the cluster
randomisation or multiple period aspects of the design.
No trial reported a measure of both intracluster corre-
lations or variance components induced by the cluster
randomisation and multiple period aspects of the

Fig. 2 Flow of articles through the systematic review
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design (Table 1). One trial reported the within-cluster
ICC from an analysis that included only a random
effect for cluster, therefore assuming that the within-
cluster between-period ICC was equal to the within-
cluster within-period ICC.

Quality of reporting in CRXO trials to allow assessment
of bias
Selection bias
Twenty-five trials (30%) provided sufficient information to
assess the risk of selection bias (Table 4). In 43 trials (52%)
we were unable to judge the risk of selection bias because
we could not determine whether the researchers respon-
sible for allocating the intervention sequence to the clus-
ters were aware, or not, of the intervention sequence; in
13 trials (17%) we were unable to judge the risk of selec-
tion bias because it was not clear whether the researchers
recruiting participants were aware, or not, of the cluster’s
intervention sequence; in three trials (4%) we were unable
to judge the risk of selection bias because we could not
judge whether the researchers responsible for recruiting/
identifying participants were able to influence recruitment;
and in 14 of the 30 trials (47%) where individual consent
was sought, we could not assess the risk of selection bias
because we could not judge whether the participant was
aware of the intervention assigned to the cluster prior to
giving consent.

Performance bias
Sixty-seven trials (81%) provided sufficient information
to assess performance bias (Table 4). In the 16 trials
(19%) that did not provide sufficient detail to assess the
risk of performance bias, we could not judge whether
the intervention was concealed, or not, from the partici-
pants. In one trial (1%) we also could not judge whether
the intervention was concealed, or not, at cluster level.

Detection bias
Fifty-eight trials (70%) provided sufficient information to
assess detection bias (Table 4). Of the 14 trials (17%) in
which the primary outcome was self-report, we could
not judge if the participant was aware, or not, of the
intervention assigned to the cluster-period in one trial
(7%). Of the 69 trials (83%) where the primary outcome
was not self-report, we could not judge if the assessor
was aware, or not, of the intervention in 24 trials (35%).

Discussion
We proposed possible reporting items for CRXO trials
as a basis for further discussion and to examine report-
ing quality. The items were either modified from those

Table 3 Characteristics of the cluster randomised crossover trials

Disease or domain under study n (%)
(N = 83)

Infection control 19 (23%)

Cardiovascular disease 10 (12%)

Health services delivery 9 (11%)

Infectious disease 8 (10%)

General and public health 5 (6%)

Medical training 5 (6%)

Communication of health information 4 (5%)

Pregnancy, childbirth, and early childhood 3 (4%)

Mental health and behavioural conditions 3 (4%)

Respiratory disease 3 (4%)

Blood sample contamination 3 (4%)

Cognition 3 (4%)

Central nervous system and musculoskeletal disease 2 (2%)

Oral health 2 (2%)

Nutritional and metabolic disorders 1 (1%)

Urogenital disease 1 (1%)

Digestive disorders 1 (1%)

Pain management 1 (1%)

Type of intervention

Intervention targeting the individual 42 (51%)

Intervention targeting health care provider 21 (25%)

Quality improvement intervention 14 (17%)

Intervention resulting in change to the participant
environment

6 (7%)

Number of interventions

2 74 (89%)

3 8 (10%)

4 1 (1%)

Number of clusters - Median [IQR];
Range

8 [3–21];
2 – 268

Unclear 4 (5%)

Number of periodsa

2 53 (70%)

3 8 (11%)

4+ 15 (18%)

Unclear 7 (8%)

Cluster-period size - Median [IQR];
Range

27 [14–77];
2 – 1319

Unclear 17 (20%)
aPercentages of non-missing data presented

Table 4 Quality of reporting in CRXO trials of material required
to assess selection, performance, and detection biases

Bias Sufficient information to evaluate risk of bias
(N = 83)

Selection bias 25 (30%)

Performance bias 67 (81%)

Detection bias 58 (70%)
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in the 2010 CONSORT [11] and 2012 cluster trial exten-
sion statements [12] or were proposed reporting indica-
tors. Incomplete reporting of the design aspects that are
unique to the CRXO design was found to be common in
the published trials included in the systematic review.
The frequency of reporting of sample size calculations

was similar in CRXO trials compared with other rando-
mised trial designs, including individually randomised tri-
als, parallel group cluster randomised trials, individual
crossover trials, and stepped - wedge trials [8, 15, 18–21].
Reporting of the ICCs assumed in the sample size calcula-
tion was poorer in CRXO trials compared with parallel
group cluster randomised trials, with the within-cluster
within-period ICC and within-cluster between-period ICC
assumed in the sample size calculation only reported in
5% of CRXO trials compared with 35% in parallel group
cluster randomised trials [15]. Furthermore, no CRXO
trial reported both the ICC observed in the analysis and
the ICC assumed in the sample size calculation, compared
with 11% of parallel group cluster randomised trials [15].
The completeness of reporting risk of bias domains

for CRXO trials was better than previously observed
estimates for the domains: method of random sequence
generation, method of allocation concealment, and
blinding [8, 18, 19, 21]. This more complete reporting
may reflect our generous assessment of complete report-
ing for these domains, or the greater number of trials in
this review that were published after the publication of
the 2010 CONSORT statement [11] and 2012 cluster
trials extension [12]. However, these domains were still
incompletely reported in around half of CRXO trials.
Complete reporting of individually randomised cross-

over trials allows identification of the potential for carry-
over and of the methods used to manage potential
carryover, including the use of washout periods. While
we were able to judge if a washout period had been used
in all CRXO trials, discussion of the potential for carry-
over only occurred in 20% of trials included in this
systematic review. This estimate was similar to that ob-
served in a study examining the reporting of individually
randomised crossover trials (29%) [19]. Previous esti-
mates for the reporting of the use of a washout period
include 70% [19] and 99% [20].
Assessing the quality of reporting of published CRXO

trials is a recommended initial step in developing report-
ing guidelines [9]. This should be undertaken in combin-
ation with reviewing relevant existing guidelines to
determine whether it is most appropriate to amend an
existing guideline or develop a new guideline. The
CRXO design has unique features, and reporting guid-
ance for these features is currently not addressed by
items in existing guidelines [11–13]. Therefore, it was
necessary to concurrently propose reporting items and
assess the quality of reporting against these items.

The results of the present study suggest a need for
improved reporting of CRXO trials, and given the lack
of specific guidance for this design, a CONSORT exten-
sion would be of value. Recommended next steps would
include setting up a consensus process, including partici-
pants with relevant expertise, to decide upon the specific
items and their wording [9]. However, in the absence of
specific guidance for this design, our suggested modifica-
tions may usefully inform reporting of CRXO trials until
formal guidelines are developed.

Strengths and limitations
Our review represents the most comprehensive review
of this trial design to date, despite some potential limita-
tions in the methods used to locate CRXO trials, which
have been previously discussed [1]. In brief, it may be
argued that better reported trials are easier to locate,
and thus, our results may present an optimistic view of
the reporting quality in CRXO trials.
Our conclusions of the reporting quality in CRXO tri-

als may also depend on our chosen reporting quality
measures. However, our reporting quality items were
predefined, and were based on items modified from the
2010 CONSORT statement [11] and 2012 cluster trials
extension [12] wherever possible. However, the next step
would be to undertake a more rigorous process to refine
and agree upon the reporting items using a consensus
process such as the Delphi method.

Conclusions
We have proposed possible reporting items for CRXO
trials as a basis for further discussion and to examine
reporting quality. We found that incomplete reporting
of the design aspects that are unique to the CRXO
design was common in the published trials included in
this systematic review. Given these results, it is im-
portant that a CONSORT extension is developed.
Consensus amongst trialists on the content of such a
guideline is essential.
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Chapter 5

Understanding the cluster

randomised crossover design: a

graphical illustration of the

components of variation and a

sample size tutorial

The results of the systematic review, presented in Chapter 3, showed that health researchers

infrequently use appropriate methods for the sample size calculation and analysis of out-

come data in CRXO trials. Possible explanations for the use of inappropriate sample size

methodology are 1) limited understanding amongst health researchers of the e�ect of the

CRXO design aspects on sample size calculation, 2) lack of recognition of the availability

of sample size formulae, 3) lack of availability of the parameters required by the formulae,

and 4) lack of appropriate sample size methodology.

The aim of the research presented in this chapter is to address the �rst three expla-

nations by providing statisticians and health researchers with an understanding of the

methodological requirements of the CRXO design, by providing 1) graphical illustration of

the e�ect of the cluster randomisation and multiple period aspects of the design on the cor-

relation between individual responses in a CRXO trial, 2) worked examples of sample size

calculation in the intensive care setting using previously published sample size formulae,

and 3) guidance on how to select the parameters required by the sample size formulae.

Chapter 5 is presented as a manuscript, which was published in Trials in August 2017.

The pages have been renumbered for the thesis, but the manuscript is otherwise unchanged.

In this paper, the terminology used for �intracluster correlation� is �correlation�.
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Supplementary tables and additional �les referred to in the manuscript are appended

to this thesis as follows:

Location in Referred to in Content of appendix
thesis manuscript

Appendix E Additional �le 1 Continous outcomes sample size Stata do �le
Additional �le 2 Binary outcomes sample size Stata do �le



METHODOLOGY Open Access

Understanding the cluster randomised
crossover design: a graphical illustration of
the components of variation and a sample
size tutorial
Sarah J. Arnup1, Joanne E. McKenzie1, Karla Hemming2, David Pilcher3,4,5 and Andrew B. Forbes1*

Abstract

Background: In a cluster randomised crossover (CRXO) design, a sequence of interventions is assigned to a group,
or ‘cluster’ of individuals. Each cluster receives each intervention in a separate period of time, forming ‘cluster-periods’.
Sample size calculations for CRXO trials need to account for both the cluster randomisation and crossover aspects
of the design. Formulae are available for the two-period, two-intervention, cross-sectional CRXO design, however
implementation of these formulae is known to be suboptimal. The aims of this tutorial are to illustrate the intuition
behind the design; and provide guidance on performing sample size calculations.

Methods: Graphical illustrations are used to describe the effect of the cluster randomisation and crossover aspects
of the design on the correlation between individual responses in a CRXO trial. Sample size calculations for binary and
continuous outcomes are illustrated using parameters estimated from the Australia and New Zealand Intensive Care
Society – Adult Patient Database (ANZICS-APD) for patient mortality and length(s) of stay (LOS).

Results: The similarity between individual responses in a CRXO trial can be understood in terms of three components
of variation: variation in cluster mean response; variation in the cluster-period mean response; and variation between
individual responses within a cluster-period; or equivalently in terms of the correlation between individual responses
in the same cluster-period (within-cluster within-period correlation, WPC), and between individual responses in the
same cluster, but in different periods (within-cluster between-period correlation, BPC).
The BPC lies between zero and the WPC. When the WPC and BPC are equal the precision gained by crossover aspect
of the CRXO design equals the precision lost by cluster randomisation. When the BPC is zero there is no advantage in
a CRXO over a parallel-group cluster randomised trial. Sample size calculations illustrate that small changes in the
specification of the WPC or BPC can increase the required number of clusters.

Conclusions: By illustrating how the parameters required for sample size calculations arise from the CRXO design and
by providing guidance on both how to choose values for the parameters and perform the sample size calculations, the
implementation of the sample size formulae for CRXO trials may improve.
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Background
Individually randomised trials are considered the ‘gold
standard’ for evaluating medical interventions [1]. How-
ever, situations arise where is it necessary, or preferable,
to randomise clusters of individuals, such as hospitals or
schools, rather than the individual patients or students,
to interventions [2, 3]. A cluster randomised trial will
generally require a larger sample size compared with an
individually randomised trial to estimate the interven-
tion effect to the same precision [4].
In a two-period, two-intervention, cluster randomised

crossover (CRXO) design, each cluster receives each of
the two interventions in a separate period of time, lead-
ing to the formation of two ‘cluster-periods’. In a cross-
sectional design, each cluster-period consists of different
individuals, while in a cohort design, each cluster-period
consists of the same individuals. The order in which the
interventions are delivered to each cluster is randomised
to control for potential period effects [5, 6]. Like in an
individually randomised trial, this adaption has the bene-
fit of reducing the required number of participants [7].
The key to understanding the CRXO design is to recog-
nise how both the cluster randomisation and crossover
aspects of the design lead to variation between individ-
ual responses in a trial; and how these aspects of the
design give rise to similarities in the responses of
groups of individuals.
Sample size formula have been published for the two-

period, two-intervention, cross-sectional CRXO design
[8–10]. These formulae require a-priori specification of
two correlations: the similarity between two individuals
in the same cluster-period, typically measured by the
within-cluster within-period correlation (WPC); and the
similarity between two individuals in the same cluster,
but in different cluster-periods, typically measured by
the within-cluster between-period correlation (BPC).
However, there is little guidance for informing the value
of the BPC, nor on the sensitivity of the sample size to
the chosen values of both correlations [11, 12].
A 2015 systematic review of CRXO trials found that

both the cluster randomisation and crossover aspects of
the design of the CRXO was appropriately accounted for
in only 10% of sample size calculations and 10% of ana-
lyses [13]. This suggests that the CRXO design is not
well understood.
The aims of this tutorial are to illustrate the intuition

behind the CRXO design; to provide guidance on how
to a-priori specify the WPC and BPC; and perform sam-
ple size calculations for two-period, two-intervention,
cross-sectional CRXO trials.
In the ‘Understanding the CRXO design’ section, we

describe how the cluster randomisation and crossover
aspects of the design leads to variation between individ-
ual responses in a two-period, two-intervention, cross-

sectional CRXO design, using intensive care unit (ICU)
length(s) of stay (LOS) as an example. In the ‘Performing
a sample size calculation’ section, we outline how to per-
form sample size calculations and discuss how to specify
values of the WPC and BPC for sample size calculations.
In the ‘Common mistakes when performing a sample
size analyses’ section, we outline common mistakes
made by trialists when performing sample size calcula-
tions for CRXO trials and the likely consequences of
those mistakes. We conclude with a general discussion,
considering extensions and larger designs.

Understanding the CRXO design
In this section we illustrate graphically how the cluster
randomisation and crossover aspects of the CRXO de-
sign leads to variation in the responses of individuals in
a CRXO trial, and how these aspects of the design can
be used to measure the similarity between individuals
using the WPC and BPC.
We illustrate the sources of variation and measures of

similarity that arise in the two-period, two-intervention,
cross-sectional CRXO design by considering a hypothet-
ical CRXO trial conducted in 20 ICUs over a 2-year
period. We consider the ICU LOS of all patients admitted
to these 20 ICUs, and assume (for ease of exposition) that
the number of patients in each ICU is infinitely large (or
at least very large). As LOS is non-normally distributed
and right skewed, we use the logarithmic transform of
ICU LOS throughout our illustration.
Each ICU is randomly assigned to administer one of

two interventions to all patients admitted during the
first year (period 1). In the subsequent year, each ICU
administers the alternate intervention (period 2). All
patients admitted to a single ICU over the 2-year period
can be thought of as belonging to a cluster. Within each
ICU (cluster), the patients admitted during a 1-year
period can be thought of as belonging to a separate
cluster-period. Therefore, in each ICU (cluster) there are
two cluster-periods.
The allocation of interventions to patients in the

stratified, multicentre, parallel-group, individually rando-
mised trial (IRCT) design, the parallel-group cluster ran-
domised trial (CRCT) design, and the CRXO design are
shown in Fig. 1. In each design, each intervention is
given for one 12-month period. In the IRCT design half
the patients in each centre (ICU) receive each interven-
tion. In the CRCT design, all patients in a single ICU
are assigned the same intervention.

Variation in the length of stay between patients
To illustrate the sources of variation and measures of
similarity that arise in the CRXO design, we assume that
the true difference between interventions is zero. In the
hypothetical situation where we have an infinite number
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of patients, the overall mean LOS for all patients in the
trial will be equal to the true overall mean LOS for all
patients who could be admitted to the 20 ICUs. The
variation in LOS arises from both patient and ICU fac-
tors. In a CRXO design, the ICU (cluster) and the time
period of admission (cluster-period) are both factors that
could affect the patient’s LOS and, therefore, explain
some of the variation seen in patient LOS. For example,
each ICU may have a different case mix of patients,
different operating policies and procedures, and different
staff. And within an ICU, changes to staff or policy over
time could lead to differences in LOS between time
periods. The following sections describe how the ICU
and time period of admission can explain part of the
variation in the LOS between patients.

Variation in the length of stay between ICUs
Each ICU has a true mean LOS for the infinite number of
patients who could be hypothetically admitted to that
ICU. When there is true variability between ICUs, the true
mean LOS for each ICU will differ from the mean of all
true ICU mean LOS. In the hypothetical situation where
we have an infinite number of patients, the overall mean
LOS for all patients and the mean of all true ICU mean
LOS will be equal to the same true overall mean LOS.
Figure 2a, b, e and f show four scenarios that each

illustrate variation in the true mean LOS across ICUs
(red circles). The true mean LOS in each ICU may be
similar and, therefore, close to the true overall mean
LOS (black line) (Fig. 2a); or the true mean LOS of each

ICU may be more dispersed about the true overall mean
(Fig. 2b). The difference in the spread of true ICU mean
LOS between Fig. 2a and b indicates greater variability
in the true ICU mean LOS across ICUs in Fig. 2b than
in Fig. 2a. The same comparison can be made between
Fig. 2e and f.

Variation in the length of stay between time periods in
an ICU
Within each ICU, there is also a true mean LOS for the
infinite number of patients who could be hypothetically
admitted in each 1-year period (i.e. each cluster-period).
Figure 2a, b, e and f show also that there is variation in
the difference between the true cluster-period mean LOS
(green circles) and the true ICU mean LOS (red circles).
The true cluster-period mean LOS may be similar to the
true ICU mean LOS Fig. 2a); or the true mean LOS of
each cluster-period may be more dispersed about the true
ICU mean (Fig. 2e). The difference in the spread of the
true cluster-period mean LOS between Fig. 2a and e indi-
cates greater variability in true cluster-period mean LOS
within ICUs in Fig. 2e than in Fig. 2a. The same compari-
son can be made between Fig. 2b and f.

Variation in length of stay between patients in a cluster-
period
While there is a true mean LOS for all patients admitted
in each cluster-period, the individual patients within
each cluster-period will show variation in their LOS due
to other patient factors (e.g. severity of their condition).

Fig. 1 Schematic illustration of the stratified, multicentre, parallel-group, individually randomised trial (IRCT), parallel-group cluster randomised trial
(CRCT), and cluster randomised crossover (CRXO) design with the same total number of participants
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Two of the 20 example ICUs are depicted in Figs. 2c,
d, g and h. ICU 1 is shown with solid lines and ICU 2 is
shown in dashed lines. As previously, the mean LOS in
each ICU is marked by a red line, and the mean LOS in
each cluster-period is marked by a green line. The distri-
bution of the individual patient LOS within each cluster-
period follows a normal distribution, and is shown with
four yellow or blue curves. The distribution of the LOS
for patients receiving intervention S are coloured yellow,
and the distribution of those receiving intervention T are
coloured blue.
Within each cluster-period, patients have a range of

individual LOS centred at the true cluster-period mean
LOS (green line). Nonetheless, the patients in each
cluster-period are from distinct distributions labelled as
A, B, C, and D in Fig. 2h (these labels apply also to
Fig. 2c, d and g). In each cluster-period, we assume that

the variability of the individual patient LOS is the same,
and hence the yellow and blue curves have the same
shape and are only shifted in location between the four
cluster-periods.

Summary of the sources of variation in the CRXO design
We have illustrated how the cluster randomisation
aspect of the CRXO design leads to the formation of
clusters of patients defined by ICU, while the crossover
aspect of the design leads further to the formation of
cluster-periods of patients within each cluster.
We have also illustrated how the cluster randomisa-

tion and crossover aspects of the CRXO design can lead
to three sources (or components) of variation in the
responses of patients in a CRXO trial: variation in the
mean LOS between ICUs; variation in the mean LOS

Fig. 2 Variation in true mean length(s) of stay (LOS) between intensive care units (ICUs) and between periods within ICUs. Low variation in the
true mean LOS between ICUs is shown in the left column (a, c, e, g) and high variation in the right column (b, d, f, h). Low variation in the true
mean LOS between periods within ICUs is shown in the top row (a, c, b, d) and high variation in the bottom row (e, g, f, h). a, b, e, f the true
mean LOS for each of the 20 hypothetical ICUs are marked by a red circle, with the difference between the true overall mean LOS and the true
mean LOS for each ICU indicated by a dashed red horizontal line. The two true cluster-period mean LOS for each ICU are marked with a green
circle to the left and right of the true ICU mean LOS. The difference between the true ICU mean LOS and the true cluster-period mean LOS is
indicated by a green horizontal line. The black vertical line indicates true overall mean LOS. c, d, g, h the red vertical line indicates the true ICU
mean LOS and the green vertical line indicates the true cluster-period mean LOS for each period in each of two ICUs. For (a) WPC = 0.02, BPC =
0.01; for (b) WPC = 0.06, BPC = 0.05; for (e) WPC = 0.06, BPC = 0.01; for (f) WPC = 0.10, BPC = 0.05. ICU 1 is shown with solid lines and ICU 2 is shown
in dashed lines in (h). The yellow (blue) curve indicates a normal distribution of patient LOS within each cluster-period where the cluster was
allocated to intervention S (T). For (d) the distribution of patient LOS in each of the four cluster-periods are labelled A to D. WPC: within-cluster
within-period correlation (ρ); BPC: within-cluster between-period correlation (η)
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between cluster-periods; and variation between individual
patient LOS within a cluster-period.

The within-cluster within-period correlation and the
within-cluster between-period correlation
In this section we show how the three sources of vari-
ation outlined in the preceding section can be used to
quantify the similarity in LOS between the groups of
patients defined by ICU (cluster) and cluster-period.
The within-cluster within-period correlation (WPC)

quantifies the similarity of outcomes from patients in
the same cluster-period. The within-cluster between-
period correlation (BPC) quantifies the similarity of
outcomes from patients in the same cluster, but in
different periods. Specification of these two correla-
tions are required to perform sample size estimates
for a CRXO trial.
In the hypothetical circumstance where the LOS of an

infinite number of patients admitted to each ICU is
measured, we can determine the true WPC and BPC. In
practice, the LOS can only be measured on a sample of
patients, and the true WPC and BPC will be estimated
from this sample of patients, with some amount of ran-
dom sampling error.
We first describe the sources of variation underlying

the BPC, and then extend the description to the WPC.

Within-cluster between-period correlation (BPC)
The BPC measures how much of the total variability in
the LOS is due to variability in the ICU mean LOS or
analogously how similar patient responses are within the
same cluster, but in different periods. The formula for
the BPC, η, is:

η ¼ σ2C
σ2C þ σ2CP þ σ2I

; ð1Þ

where σC
2 is the variance in mean LOS between clusters

(ICUs), σCP
2 is the variance in mean LOS between

cluster-periods, and σI
2 is the variance in individual LOS

within a cluster-period.
The BPC measures the similarity between the LOS of

two patients from the same ICU with one patient from
the first period (cluster-period C) and one patient from
the second period (cluster-period D).
The similarity between the LOS of patients in an ICU

between cluster-periods arises from the variability in the
ICU mean LOS only. We now refer to Fig. 2 to describe
how this relationship between similarity and variability
arises. As the ICU mean LOS (red lines/red circles)
become more dispersed between ICUs, relative to the
dispersion (i.e. distance) between cluster-period mean
LOS within an ICU (green lines/green circles), the distri-
bution of the patient LOS (yellow/blue curves) in the

cluster-periods A and B become more similar to each
other, as do the distribution of patient LOS in cluster-
periods C and D.
For example, in Fig. 2c there is little variation in the

ICU mean LOS around the overall mean LOS (black
line) and the distribution of patient LOS in cluster-
periods A, B, C and D almost all coincide. As a result,
the similarity between the LOS of patients in different
cluster-periods within the same ICU (e.g. one patient
from cluster-period A and one patient from cluster-
period B) is comparable to the similarity between the
LOS of patients in different ICUs (e.g. one patient from
cluster-period A and one patient from cluster-periods C
or D). In contrast, in Fig. 2d, there is more separation
between the ICU mean LOS and only the distributions
of patient LOS from the same ICUs coincide (i.e.
cluster-periods A and B, and cluster-periods C and D,
coincide). As a result, the LOS of patients in different
cluster-periods within the same ICU (e.g. one patient
from cluster-period A and one patient from cluster-
period B) are more similar to each other than to the
patients in other ICUs (e.g. one patient from cluster-
period A and one patient from cluster-periods C or D).
Hence, the BPC is larger in Fig. 2d than in Fig. 2c. The
same comparison can be made between Fig. 2g and h.

The within-cluster within-period correlation (WPC)
The WPC measures how much of the total variability in
the LOS is due to variability in the ICU mean LOS and
the cluster-period mean LOS or analogously how similar
patient responses are within a cluster-period. The
formula for the WPC, ρ, is:

ρ ¼ σ2C þ σ2
CP

σ2C þ σ2CP þ σ2I
: ð2Þ

The WPC measures the similarity in the LOS from
two patients in the same cluster-period, e.g. cluster-
period C.
The similarity between the LOS of patients within a

cluster-period arises from the variability in the ICU
mean LOS and cluster-period mean LOS. We now refer
to Fig. 2 to describe how this relationship between simi-
larity and variability arises. We describe the relationship
in two parts: variability in the ICU mean LOS; and vari-
ability in the cluster-period mean LOS.
As the ICU mean LOS (red circles/red lines) becomes

more disperse, relative to the dispersion (i.e. distance)
between the cluster-period mean LOS (green circles/
green lines), the distribution of the individual patient
LOS (yellow/blue curves) in the four cluster-periods A,
B, C and D become more distinct from each other, and
hence patients within a cluster-period appear more simi-
lar to each other. For example, in Fig. 2c there is little
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variation between the ICU mean LOS around the overall
mean LOS (black line) and the distribution of patient
LOS in cluster-periods A, B, C and D almost all coin-
cide. As a result, the similarity between the LOS of two
patients in cluster-period A is comparable to the similar-
ity between the LOS of one patient from cluster-period
A and one patient from cluster-period B (or C or D). In
contrast, in Fig. 2d, there is more separation between
the ICU mean LOS and hence more separation of the
patient LOS in ICUs 1 and 2. As a result, the LOS of
two patients in cluster-period A are more similar to each
other than to one patient from cluster-period A (cluster
1) and another patient from cluster-periods C or D
(cluster 2). Hence, the WPC is smaller in Fig. 2c than in
Fig. 2d. We note that the same comparison can be made
between Fig. 2g and h.
Likewise, as the cluster-period mean LOS (green

circles/green lines) becomes more disperses, relative to
the distance between the ICU mean LOS (red circles/red
lines), the distribution of the individual patient LOS
(yellow/blue curves) in the four cluster-periods A, B, C
and D also become more distinct from each other, and
hence patients within a cluster-period become more
similar to each other. For example, in Fig. 2d there is
little variation between the cluster-period mean LOS
around the ICU mean LOS and thus the distribution of
patient LOS in cluster-periods A and B (and equivalently
C and D) almost coincide. As a result, the similarity
between the LOS of two patients in cluster-period A is
comparable to the similarity between the LOS of one
patient from cluster-period A and one patient from
cluster-period B. In contrast, in Fig. 2h, there is more
separation between the cluster-period mean LOS and
the distribution of patient LOS. As a result, the LOS
of two patients in cluster-period A are more similar
to each other than to one patient from cluster-period
A and another patient from cluster-period B (and
even more similar than one patient from cluster-
period A and another patient from cluster-periods C
or D). Hence the WPC is again smaller in Fig. 2d
than in Fig. 2h. We note that the same comparison
can be made between Fig. 2c and g.

Precision of the CRXO design compared to the parallel-
group cluster randomised design and parallel-group,
individually randomised design
In this section, we discuss how the WPC and BPC affect
the precision of the estimate of the difference between
interventions, and hence the sample size requirement, in
a two-period, two-intervention, cross-sectional CRXO
trial. We illustrate the two extremes of the CRXO
design: when the precision in the CRXO design is
equivalent to an IRCT design; and equivalent to a CRCT

design. The allocation of interventions to patients in the
IRCT, CRCT, and CRXO design are shown in Fig. 1.
To illustrate the effect of the WPC and BPC on preci-

sion (and equivalently the components of variation), we
continue to assume that the true difference between
interventions is zero. We consider a large sample of
patients admitted to one cluster in a CRXO design, such
that the sampling error in the estimated mean LOS for
patients is assumed negligible. Therefore, in the single
cluster shown in Fig. 3, the separation between the
distribution of LOS from patients receiving intervention
S (yellow curve) and intervention T (blue curve) arises
solely from the variation in the mean LOS between
cluster-periods (σCP

2 ). In this section, we show which par-
titioning of the total variation in LOS into the compo-
nents of variation leads to the most precision and to the
least precision in the CRXO design.
In the CRXO design, the observed mean LOS of

patients receiving each intervention can be compared
within each cluster because each intervention is delivered
in each cluster. As an illustration, in Fig. 3a, the observed
difference in mean LOS between patients receiving each
intervention could be due to a difference in true cluster-
period mean LOS (green lines) but not due to differences
in the true ICU mean LOS because this component of
variation is removed when the two interventions are com-
pared within an ICU.
As the variation in the true cluster-period mean LOS

increases, and hence the separation between the green
lines in Fig. 3a increases, the separation between the
yellow and blue curves within an ICU increases. Corres-
pondingly, from Eqs. 1 and 2, the difference between the
WPC and BPC increases. In conclusion, increasing vari-
ability in the cluster-period means leads to increasing
uncertainty in the observed difference in the mean LOS
between patients receiving each intervention.
In the CRXO design, precision is maximised when there

is no variation in LOS between periods within a cluster. In
this scenario the separation between the green lines in
Fig. 3a shrinks and the yellow and blue curves coincide,
yielding Fig. 3b. The LOS of two patients in the same
cluster-period are as similar as the LOS of two patients
from the same ICU but in different cluster-periods. Also,
from Eqs. 1 and 2, the WPC equals the BPC. Figure 3b
now approximates the diagram that one would expect
from an IRCT with two ICUs (with the mean LOS for
each centre indicated by the green lines) and half the
patients within each cluster receiving each intervention.
This diagram arises in an IRCT because, for large sample
sizes and under the assumption of no true differences
between interventions, randomisation ensures that the
distributions of LOS in each intervention (yellow and blue
curves) are identical. The CRXO design will, therefore,
have the same precision as an IRCT design.
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Conversely, the precision of the CRXO design
decreases when the cluster-period variability increases.
As the variability between periods within a cluster
increases, the separation between the green lines, and
correspondingly the yellow and blue curves, in Fig. 3a
increases. The increased separation results in greater
variability in the comparison of patient LOS in each
intervention within each cluster. For a fixed total
variability in ICU LOS, as the variability between
periods within a cluster increases, the variability
between different clusters must reduce. In the limiting
case there is no variation at all between clusters (σC

2 = 0),
resulting in the BPC equalling zero (Eq. 1). In this case
each cluster-period effectively resembles a separate cluster
(Fig. 3c). Two patients in different cluster-periods in the
same ICU are no more similar than two patients in differ-
ent ICUs. Therefore, there is no advantage to the

crossover component of the CRXO design and the CRXO
will have the same precision as a CRCT design.
In most situations, the BPC will lie between zero

and the WPC. In the following section, ‘Performing a
sample size calculation’, we discuss the effect of the
BPC and WPC on the sample size required to be able
to detect a specified true intervention effect in a
CRXO trial with a given level of power, and provide
guidance on how to choose values for the BPC and
WPC for a sample size calculation.

Performing a sample size calculation
The sample size required to detect a specified true dif-
ference between interventions with a given level of
power decreases as the precision of the estimate of the
intervention effect increases. In the ‘Understanding the
CRXO design’ section, we considered precision in the

Fig. 3 A single cluster in the cluster randomised crossover (CRXO) design where (a) ρ > η, η > 0. b η→ ρ. c η→ 0. The green solid vertical lines
indicate difference between true intensive care unit (ICU) mean length of stay (LOS) and true cluster-period mean LOS. The yellow (blue) curve
indicates a normal distribution of patient LOS within each cluster or cluster-period where the patient or cluster was allocated to intervention S
(T). The true difference between intervention S and T is zero. The total variance in LOS remains constant
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CRXO design when the true difference between inter-
ventions was assumed to be zero. However, even when
the true difference is not zero, the effects of the WPC
and BPC on precision described in the previous section
continue to hold.
The sample size required for a CRXO trial increases as

the cluster-period variability increases, or equivalently as
the difference between the WPC and BPC increases. As
the value of the BPC increases from zero to the WPC, the
sample size required for the CRXO design will decrease
from that required for a CRCT design towards the sample
size for an IRCT. Therefore, using an appropriate specifi-
cation of the difference between the WPC and the BPC is
essential for performing sample size calculations for the
CRXO design.
We now illustrate how to perform a sample size calcula-

tion for a two-period, two-intervention CRXO trial with a
continuous and binary outcome using ICU LOS and in-
ICU mortality data, respectively, from the Australian and
New Zealand Intensive Care Society (ANZICS) Adult
Patient Database (APD) [14, 15]. There are 37 tertiary
ICUs in Australia and New Zealand, of which 25 to 30
might be expected to participate in a trial.
We compare the sample size requirement for number

of individuals and number of clusters (ICUs) from the
CRXO design with the requirement from the stratified,
multicentre, parallel-group, individually randomised de-
sign (IRCT) and the parallel-group cluster randomised
design (CRCT) conducted over one period.
Comparisons of the sample size requirements for these

different designs can either be made by fixing the total
number of clusters across all designs; or by treating the
CRXO design as lasting twice as long, i.e. two periods,
instead of one period as in the IRCT and CRCT designs.
We take the latter approach here so that the WPC is the
same in each period.
We include Stata do-files to estimate the required

sample size for each trial design, for a chosen set of sam-
ple size parameters (see Additional files 1 and 2).

The sample size formulae for a one-period IRCT design,
a one-period CRCT design, and a two-period, two-
intervention, cross-sectional CRXO design
The sample size formula for the total number of partici-
pants required for a normally distributed continuous
outcome in a two-period, two-intervention CRXO trial,
across all clusters and interventions, assuming a con-
stant number of participants recruited to each cluster-
period is [8]:

NCRXO ¼ 2 zα=2 þ zβ
� �2 2σ2

μA−μBð Þ2 1þ m−1ð Þρ−m ηð Þ þ 4m;

and for a one-period, two-intervention CRCT:

NCRCT ¼ 2 zα=2 þ zβ
� �2 2σ2

μA−μBð Þ2 1þ m−1ð Þρð Þ þ 2m;

and for a one-period, two-intervention, parallel-group
IRCT, stratified by cluster, across all clusters and in-
terventions is [16]:

NIRCT ¼ 2 zα=2 þ zβ
� �2 2σ2

μA−μBð Þ2 1−ρð Þ;

where zα/2 and zβ are the standard normal values corre-
sponding to the upper tail probabilities of α/2 and β,
respectively; α is the two-sided significance level, typic-
ally 0.05; 1 − β is the power to detect the specified differ-
ence (μA − μB) with probability α; σ2 is the variance of
the outcome; μA and μB are the outcome means in each
arm; m is the number of participants per cluster-period;
ρ is the WPC; and η is the BPC.
The formulae presented above include a correction

for when the number of clusters small, as suggested
in Eldridge and Kerry (p. 149) [2] and Forbes et al.
[9]. This leads to an additional 4m participants in the
CRXO design and 2m participants in the CRCT de-
sign. No correction is necessary for the IRCT because
the number of individual participants will be large in
the example settings.

For a binary outcome we can replace 2σ2

μA−μBð Þ2 with

pA 1−pAð ÞþpB 1−pBð Þ
pA−pBð Þ2 in the above formulae [12], where pA and

pB are the proportions of the outcomes in each arm.
For the CRXO design, CRCT design and IRCT design,

respectively, the formulae to determine the number of
clusters (ICUs) needed to achieve the required number
of participants are:
nCRXO ¼ NCRXO

2m , nCRCT ¼ NCRCT
m , and nIRCT ¼ NIRCT

m .

Australian and New Zealand Intensive Care Society –
Adult Patient Database (ANZICS-APD): estimates of the
WPC and BPC
The ANZICS-APD is one of four clinical quality regis-
tries run by the ANZICS Centre for Outcome and
Resource Evaluation and collects de-identified informa-
tion on admissions to adult ICUs in Australia and New
Zealand. A range of data is collected during patients’
admissions, including ICU LOS and in-ICU mortality. In
this section we use the ANZICS-APD data from 34 tertiary
ICUs to estimate the correlations required to perform sam-
ple size calculations for CRXO trials. We estimate the
values of the WPC and the BPC from two 12-month
periods of data between 2012 and 2013 (Appendix 1).

Continuous outcomes
We follow the methods of Turner et al. to estimate the
WPC and BPC (Appendix 1). Using the ICU LOS data,
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the estimated WPC was ρ̂ ¼ 0:038, and the BPC was
η̂ ¼ 0:032 (Table 1). The overall mean LOS was 5.3
log-hours, with a standard deviation 1.39 log-hours.

Binary outcomes
We follow the methods of Donner et al. to estimate the
WPC and BPC (Appendix 1). Using the in-ICU mortality
data, the estimated WPC was ρ̂ ¼ 0:010 , and the BPC
was η̂ ¼ 0:007. The overall mortality rate was 8.7%.

Sample size example for ICU LOS
Suppose we wish to design a two-period, two-
intervention, CRXO trial to have 80% power to detect a
true reduction in ICU LOS of 0.1 log-hours (1.1 h)
using a two-sided test with a Type-I error rate of 5%. In
practice, the choice of reduction in ICU LOS should be
the minimally clinically important reduction, deter-
mined in consultation with subject matter experts. A
0.1 log-hours’ reduction is equivalent to a 10% reduc-
tion, and is a reasonable minimally clinically important
reduction in ICU LOS.
The standard deviation is estimated to be 1.2 log-hours

(3.3 h). As an illustration, we assume that in a 12-month
period, 200 patients in each ICU will meet the inclusion
criteria for the trial. The CRXO trial will, therefore, run
for 2 years and include 400 patients per ICU, with 200
patients receiving each intervention in each ICU.
For comparison, we consider an IRCT and a CRCT run

for a 12-month period, with 100 patients receiving each
intervention in each ICU in the IRCT and all 200 patients
receiving one intervention in each ICU in the CRCT.
Using the estimates that we calculated from the

ANZICS-APD data for the WPC and BPC, the total
number of patients and ICUs for each design are sum-
marised in Table 2 (see Appendix 2 for calculations).T3
The total number of participants required for the CRXO

design is NCRXO = 10,564. To include 10,564 participants,
we require nCRXO = 27 ICUs, each recruiting 200 partici-
pants in each of the two 12-month periods. If instead we
conducted a CRCT over a single 12-month time period,
the total number of participants required would be NCRCT

= 39,065. Assuming that 200 patients are eligible in each

ICU, we would need nCRCT = 196 ICUs. The total number
of participants required for an IRCT conducted over a
12-month period is NIRCT = 4345. With 200 patients per
ICU (100 patients per intervention), the total number of
ICUs required is nIRCT = 22.
In this example, the CRXO design required five more

clusters (ICUs) than the IRCT design; however, the
CRXO design is run for twice as long. The CRCT
design would require 7.3 times as many clusters as the
CRXO design. Given that there are only 37 tertiary
ICUs in Australia and New Zealand, a CRCT trial
would not be feasible.
We can examine the sensitivity of the CRXO sam-

ple size calculation to a different BPC. If the BPC
was η = 0.010 rather than η = 0.032, then the CRXO
design requires NCRXO = 30,433 participants. The total
number of ICUs required to obtain the required
number of participants is nCRXO = 77. The total num-
ber of ICUs required has now increased by 50, and
the trial would no longer be feasible in the Australia
and New Zealand region within tertiary ICUs only.
Note that when the number of patients admitted in

Table 1 Calculation of the within-cluster, within-period
correlation (WPC) and within-cluster, between-period correlation
(BPC) for intensive care unit (ICU) log-length of stay (LOS) in the
Australian and New Zealand Intensive Care Society – Adult
Patient Database (ANZICS-APD)

σ̂ 2
ICU ¼ 0:045

σ̂ 2
CP ¼ 0:008

σ̂ 2
I ¼ 1:360

ρ̂ ¼ σ̂ 2
ICUþσ̂ 2

CP

σ̂ 2
ICUþσ̂ 2

CP
þ σ̂ 2

I ¼ 0:045þ0:008
0:045þ0:008þ1:360 ¼ 0:038

η̂ ¼ σ̂ 2
ICU

σ̂ 2
ICUþσ̂ 2

CP
þ σ̂ 2

I ¼ 0:045
0:045þ0:008þ1:360 ¼ 0:032

Table 2 Number of individuals and number of clusters required
for a cluster randomised crossover (CRXO), cluster randomised
controlled trial (CRCT) and individually randomised controlled
trial (IRCT) trial with ρ = 0.038 for all designs and specified η for
CRXO design

Number of required
individuals

Number of
required ICUs

CRXO

ρ = 0.038, η = 0.032 10,564 27

ρ = 0.038, η = 0.010 30,433 77

CRCT 39,065 196

IRCT 4345 22

ICU intensive care unit

Table 3 Number of individuals and number of clusters required
for a cluster randomised crossover (CRXO), cluster randomised
controlled trial (CRCT) and individually randomised controlled
trial (IRCT) trial with ρ = 0.010 for each design and specified η
for the CRXO design

Number of required
individuals

Number of
required ICUs

CRXO

ρ = 0.010, η = 0.007
(equal cluster sizes)

51,581 22

ρ = 0.010, η = 0.006
(equal cluster sizes)

63,811 27

ρ = 0.010, η = 0.007
(unequal cluster sizes)

41,208 23

CRCT 13,4792 113

IRCT 10,090 9

ICU intensive care unit
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each cluster-period is relatively large, we would
observe a similar increase in the sample size if we
had underestimated the WPC by 0.023, rather than
overestimated the BPC by 0.023.

Sample size example for in-ICU mortality
In a second example, suppose that we wish to design a
study to have 80% power to detect a true reduction in in-
ICU morality from 8.7% to 7.2% (absolute difference of
1.5%) using a two-sided test with a Type-I error rate of
5%. From the ANZICS-APD admission data, we estimate
that in a 12-month period, 1200 patients will be admitted
in each ICU and eligible for inclusion in the trial. The total
number of patients and ICUs for each design are sum-
marised in Table 3 (see Appendix 2 for calculations).
For a CRXO design, using the estimates for the WPC,

the BPC, and the cluster-period size we calculated from
the ANZICS-APD, the total number of participants
required is NCRXO = 51,581. Since we expect 1200
patients in each ICU for each of the two 12-month
periods, the required number of ICUs is nCRXO = 22. If
we had used a CRCT, the required number of partici-
pants is NCRCT = 134, 792. Assuming that 1200 patients
admitted over a single 12-month period, we would need
nCRCT = 113 ICUs. The total number of participants
required for the IRCT design is NIRCT = 10,090. For a
trial run over 12 months, with 1200 patients per ICU
(600 patients per intervention), the total number of
ICUs required is nIRCT = 9.
In this example, the CRXO design required 2.4 times

as many clusters (ICUs) as the IRCT design, and is run
for twice as long. Despite the increase in required clus-
ters, the CRXO is still a feasible design, unlike the CRCT
design, which would require 5.1 times as many clusters
as the CRXO design.
We can examine the sensitivity of the CRXO sample

size calculation to a different BPC. If the BPC was η =
0.006, rather than η = 0.007, then the total number of
participants required is NCRXO = 63,811. Since we expect
1200 patients for each cluster-period, we would need to
include nCRXO = 27 ICUs, i.e. 54 cluster-periods. This
demonstrates that a small change in the assumed BPC
can have a marked impact on the number of required
ICUs and patients.

Unequal cluster-period sizes
We have so far assumed that the cluster-period size is
constant. In reality, it is likely that different ICUs will in-
clude a differing number of participants [17, 18]. An ex-
tension to the sample size formula for this scenario is
provided by [9]. When the analysis is based on un-
weighted cluster-period means, the arithmetic mean in

the sample size formula given for the CRXO design can
be replaced by the harmonic mean:

mh ¼ n
Xn

i¼1

1
mi

:

We assume that the cluster-period size is the same in
each period within a cluster. For further extensions, see
Forbes et al. [9].
From the ANZICS-APD data, we estimate that the

harmonic mean is mh = 900. Therefore then the required
number of patients is NCRXO = 41,208, and the required
number of ICUs is:

nCRXO ¼ 41208
2 � 900

¼ 23:

Allowing for unequal cluster-period sizes has increased
the required number of clusters slightly from 22 to 23.

Guidance on how to choose the WPC and the BPC for the
sample size calculation
As was seen in the ‘Understanding the CRXO design’
section, the difference between the WPC and BPC is key
in determining the sample size for a CRXO design.
Approaches for choosing the within-cluster intracluster

correlation (ICC) in sample size calculations for parallel-
group CRCTs have been discussed [19–22]. Similar
considerations apply when choosing the WPC in a CRXO
design. In particular, because the ICC estimates are subject
to large uncertainty [23], reviewing multiple relevant esti-
mates of the ICC is recommended. These ICC estimates
may be obtained from trial reports, lists published in jour-
nal articles or from routinely collected data.
Identification of the factors which influence the mag-

nitude of the within-cluster ICC can assist trialists in
selecting ICC estimates that are relevant to their planned
trial. Typically, the trial outcome itself is less predictive
of the value of the ICC than factors such as: the type of
outcome variable (i.e. process outcomes that measure
adherence to protocol and policy or individually mea-
sured outcomes) [19], the prevalence of the outcome
[20], the size of the natural cluster of individuals that the
randomised clusters are formed from [20], and the char-
acteristics of the individuals and clusters [22].
The duration of time over which the outcome vari-

ables were measured may also affect the value of the
within-cluster ICC. As the measurements of individuals
within a cluster become further apart, the similarity
between the measurements might be expected to de-
crease. Using an estimate of the within-cluster ICC that
was determined over a different duration of time than
the intended period length of the planned trial assumes
that there is no variation in the within-cluster ICC over
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time, and we are unaware of any research investigating if
this is justified.
In contrast, we are aware of only two publications

reporting estimates of the BPC [24, 25]. Therefore, until
reporting of the BPC becomes more common [26], esti-
mates of the BPC are likely to rely on the analysis of
routinely collected data, pilot or feasibility study data, or
a reasoned best-guess. As for the within-cluster ICC in
cluster randomised trials, estimating the BPC from feasi-
bility or a single routinely collected data source is likely
to be subject to considerable uncertainty [27].
In forming a best guess, it is helpful to recognise that

the difference between the WPC and BPC is a measure
of changes over time within a cluster’s environment that
affect the outcomes of each individual in that cluster
(e.g. a change in policy in one ICU). Over short time
periods or in clusters with stable environments and
patient characteristics, it might be reasonable to expect
little change over time and, therefore, the BPC will be
similar to the WPC. However, if this assumption is
untrue and the BPC is less that the WPC, a sample size
calculation assuming that the two correlations are equal
will lead to an underpowered study. It may be prudent
to assume that the BPC is less than the WPC. To this
end, suggestions have been made to set the BPC to: half
the WPC [12]; and to 0.8 of the WPC [11].
In the ANZICS-APD the ratio of the BPC to WPC

is 0.7 for ICU mortality and 0.8 for ICU LOS, which
is consistent with the suggestion made by Hooper
and Bourke [11]. In the absence of multiple estimates
or precise estimates of the ICCs, a conservative ap-
proach in selecting the BPC is recommended to avoid
an underpowered trial. Further, a sensitivity analysis
exploring the effect of the choice of ICC on the sam-
ple size is recommended.

Common mistakes when performing sample size
calculations and analyses
Many trialists have made strong assumptions about the
values of the WPC and the BPC in their sample size and
analysis methodology [13]. In this section we illustrate
the consequences of using incorrect sample size meth-
odology on the estimated sample size and power.

Assume the outcomes are independent
In a review of CRXO trials, 34% of sample size calcula-
tions made the assumption that the observations were
independent [13]. There are two scenarios where this as-
sumption is reasonably appropriate: when the WPC and
the BPC are equal and the sample size calculation was
stratified by centre; or when the WPC and the BPC are
both zero.
The first scenario arises when the outcomes of two

individuals in the same cluster are equally similar if the

individuals are in different periods as if the individuals
are in the same period (i.e. there is no change in the
WPC over time within a cluster). In this fortuitous case
the precision gained by crossover aspect of the CRXO
design equals the precision lost by cluster randomisation
(apart from a factor of 1-WPC, which is usually small
[16]). The second scenario arises when there is no simi-
larity between the outcomes of any two individuals,
which is unlikely.
The effect on power of assuming that the outcomes

are independent will depend on the cluster-period
size and the difference between the WPC and the
BPC. Loss of power will increase as both the differ-
ence between the two ICCs increases and the cluster-
period size increases.
We illustrate the potential effect on power and sample

size assuming the outcomes are independent using a
published sample size calculation. Roisin [28] estimated
that the seven wards (clusters) participating in their trial
required a minimum of 3328 patients to have 80% power
to detect a reduction in proportion of hospital acquisi-
tion of methicillin-resistant Staphylococcus aureus
(MRSA) from 3% to 1.5%. From the ANZICS-APD data,
we estimate a WPC of 0.010, and a BPC of 0.007 for in-
ICU mortality in the ICU setting. As an example only,
we assume that the estimates of the correlations for ICU
mortality are similar to the correlations for ICU MRSA
acquisition. Given that a total of 2505 patients were eli-
gible for inclusion in the study, we determined the
average cluster-period size to be 179. From these esti-
mates, we determine that a sample size of 5385 is re-
quired to achieve the specified power, which is a 62%
increase from the published sample size requirement of
3328.

Assume a parallel-group cluster randomised design
instead of a cluster randomised crossover design
Another common approach when performing sample
size calculations for CRXO trials is to use methods
designed for parallel-group CRCT trials. Applying CRCT
sample size methodology to a CRXO design makes the
assumption that: the BPC is zero; and that the WPC
calculated over all periods in the trial is the same as the
WPC calculated for a single period. Under the assump-
tion that the BPC is zero, the outcomes of individuals
within a cluster, but in different periods, are no more
similar than outcomes of individuals in different clusters.
That is, the individuals in different periods are assumed
to be independent. When the BPC is not zero, the
CRCT design effect does not account for the gain in
precision achieved by the crossover aspect of the CRXO
design, leading to a potentially overpowered trial. Trials
that use CRCT sample size methods become
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progressively more overpowered as the true BPC be-
comes larger and the cluster-period sizes increase.
We illustrate the potential effect on power and the

sample size requirement using CRCT sample size meth-
odology by means of a published sample size calculation.
van Duijn [29] estimated that eight ICUs (clusters) par-
ticipating in their trial would include 135 patient mea-
surements per cluster-period. Using CRCT sample size
methodology, each of the 16 cluster-periods (two periods
per ICU) were assumed to be separate clusters of 135
patients. van Duijn [29] assumed a within-cluster ICC of
0.01, and hence they estimated that the trial required
1842 patients to have 80% power to detect a reduction
in proportion of ICU patients with antibiotic-resistant
gram-negative bacteria from 55% to 45%. From the
ANZICS-APD data, we estimate a WPC of 0.010, and a
BPC of 0.007, as in the example in the previous section.
From these estimates, we determine that a sample size
of 1623 is required to achieve the specified power, which
is 12% less than the sample size required for a CRCT.

Discussion
Sample size calculations for CRXO trials need to ac-
count for both the cluster randomisation and crossover
aspects of the design to ensure that an appropriate
number of participants are recruited to adequately
address the trial’s hypotheses. There are simple, sample
size formulae available for a two-period, two-intervention,
cross-sectional CRXO design; however, the implementa-
tion of these formulae has been limited [13]. Such limited
use of the formula may be due to a lack of recognition that
formulae are available, a lack of availability of estimates of
the parameters required within the formulae, or a lack of
trialists’ understanding of those parameters.
We have illustrated how the cluster randomisation and

crossover aspects of the CRXO design give rise to simi-
larity in both the responses of individuals within the
same cluster and within the same cluster-period; and
have described the parameters required to perform sam-
ple size calculations for CRXO trials. We have provided
guidance on how to choose the parameters required for
the sample size calculation and perform sample size
calculation using those parameters.
While our focus has been on the two-intervention, two-

period, cross-sectional CRXO design, more complex
designs with additional periods and interventions are pos-
sible. The sample size and analysis methodology is more
complex in these designs. For example, in a design with
more than two periods, additional assumptions are
required about the similarity between individuals in the
same cluster in the same time period, and 1, 2, or 3, etc.
time periods apart. Careful consideration should always be
given to whether cluster randomisation is necessary [30],

and whether the risk of the intervention effect from one
period carrying over to the next period is minimal [6].
In addition to consideration of the sample size meth-

odology, it is also essential to appropriately account for
the cluster and the cluster-period in the analysis. Very
few published trials do so [13]. Failure to account for the
cluster-period in an individual level analysis leads to
inflated Type-I error rates [31]. Methods to analyse
CRXO trials have been published by Turner et al. and
Forbes et al. [5, 9].

Conclusions
Sample size calculations for CRXO trials must account
for both the cluster randomisation and crossover aspects
of the design. In this tutorial we described how the
CRXO design can be understood in terms of compo-
nents of variation in the individual outcomes, or equiva-
lently, in terms of correlations between the outcomes of
individual patients. We illustrated how to perform sam-
ple size calculations for continuous and binary out-
comes, and provided guidance on selecting estimates of
the parameters required for the sample size calculation.

Appendix 1
Estimates of the WPC and BPC
To illustrate the impact of the WPC and BPC on the
sample size calculation, we estimate the values of the
WPC and BPC by using previously published methods
for continuous and binary outcomes [5, 12].

Continuous outcomes
ICU LOS is right-skewed, so we begin by log-
transforming this variable, so that the assumptions of the
model used to estimate the correlations are more likely to
be met. We use LOS to represent log(LOS) throughout.
We estimate the values of the WPC and the BPC from the
variances estimated by fitting the following model [5]:

Y ijk ¼ μþ π þ ui þ vij þ eijk ;

where there are i = 1, …, n ICUs, j = 1, 2 12-month
periods and k = 1, …, mij patients in the ith ICU (cluster)
and jth period; Yijk is the LOS for the kth patient in the
jth cluster-period in the ith ICU (cluster); μ is the overall
mean LOS; π is the fixed period effect; ui ~ N(0, σC

2 ) is
the difference from the overall mean LOS for each ICU
mean LOS; vij ~ N(0, σCP

2 ) is the difference from the
ICU mean LOS for each cluster-period mean LOS, and
eijk ~ N(0, σI

2) is the difference from the cluster-period
mean LOS for each patient LOS; σC

2 , σCP
2 , and σI

2 are the
variances for the ICU (cluster) mean LOS, cluster-
period mean LOS and patient LOS within each cluster-
period, respectively.
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Because we are fitting the model to registry data, ra-
ther than clinical trial data of the actual treatments to be
considered, we estimate the model parameters under the
assumption of a null treatment effect, and hence have
not included a fixed treatment effect. A fixed treatment
effect should be included when estimating the variance
components from data from the actual clinical trial.
The model was fitted in Stata 14 with the mixed com-

mand using restricted maximum likelihood estimation:
mixed log(LOS) periodeffect || cluster: || cluster_
period:, reml.

Binary outcomes
We estimate the value of the WPC for within-ICU
mortality by fitting the analysis of variance (ANOVA)
estimator for the intracluster correlation [12]:

ρ̂ ¼ MSC−MSW
MSC þ m0−1ð ÞMSW

;

MSC ¼
X2

j¼1

Xn

i¼1
mij P̂ ij−P̂ j

� �2
X2

j¼1
n−1ð Þ

;

MSW ¼
X2

j¼1

Xn

i¼1
mijP̂ ij 1−P̂ ij

� �
X2

j¼1
Nj−n
� � ;

m0 ¼
N−

X2

j¼1

Xn

i¼1
m2

ij=NjX2

j¼1
n−1ð Þ

;

where there are i = 1, …, n ICUs and j = 1, 2 12-month
periods; mij is the number of patients in the ith ICU
(cluster) and jth period; Nj is the total number of patients
in each period and N is the total number of patients
overall; P̂ ij is the estimated mortality rate in each

cluster-period; and P̂ j is the estimated mortality rate in
period j.
And by fitting the Pearson pairwise estimator for the

BPC [12]:

η̂ ¼
Xn

i¼1
Y 1i−m1iP̂ 1
� �

Y 2i−m2iP̂ 2
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
m2i Y 1i−2Y 1iP̂ 1 þm1iP̂

2
1

� �� � Xn

i¼1
m1i Y 2i−2Y 2iP̂ 2 þm2iP̂

2
2

� �� �
;

r

where Y1i and Y2i are the number of deaths in two adja-
cent time periods on the ith ICU.

Appendix 2
Sample size calculations
In this section we provide the details of the sample size
calculations presented in the ‘Performing a sample size
calculation’ section, using the estimates for the WPC
and BPC that we calculated from the ANZICS-APD data
in Appendix 1.

Sample size calculation for ICU LOS
Total number of participants and ICUs required for the
CRXO design

NCRXO ¼ 2 zα=2 þ zβ
� �2 2σ2

μA−μBð Þ2 1þ m−1ð Þρ−m ηð Þ þ 4m;

NCRXO ¼ 2 � 1:96þ 0:84ð Þ2 2� 1:22

5:3−5:2ð Þ2 ð1þ 200−1ð Þ0:038−200

� 0:032Þ þ 4� 200 ¼ 10564

Since we expect 200 patients in each ICU for each of
the two 12-month periods, the number of ICUs needed
to achieve the required number of participants is:

nCRXO ¼ NCRXO

2m
¼ 10564

2 � 200
¼ 27:

If the BPC was η = 0.010 rather than η = 0.032, then:

NCRXO ¼ 2 � 1:96þ 0:84ð Þ2 2� 1:22

5:3−5:2ð Þ2 ð1þ 200−1ð Þ0:038−200

� 0:010Þ þ 4� 200 ¼ 30433

The total number of ICUs required to obtain the
required number of participants is:

nCRXO ¼ NCRXO

2m
¼ 30433

2 � 200
¼ 77:

Total number of participants and ICUs required for
the CRCT design

NCRCT ¼ 2 zα=2 þ zβ
� �2 2σ2

μA−μBð Þ2 1þ m−1ð Þρð Þ þ 2m;

NCRCT ¼ 2 1:96þ 0:84ð Þ2 2� 1:22

5:3−5:2ð Þ2 1þ 200−1ð Þ0:038ð Þ

þ2� 200 ¼ 39065

Assuming that 200 patients are eligible in each ICU
over the 12-month trial period, we would need to
include:

nCRCT ¼ NCRCT

m
¼ 39065

200
¼ 196 ICUs:

Total number of participants and ICUs required for
the IRCT design

NIRCT ¼ 2 zα=2 þ zβ
� �2 2σ2

μA−μBð Þ2 1−ρð Þ;

NIRCT ¼ 2 1:96þ 0:84ð Þ2 2� 1:22

5:3−5:2ð Þ2 1−0:038ð Þ ¼ 4345:

For a trial run over 12 months, with 200 patients per
ICU (100 patients per intervention), the total number of
ICUs required is:
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nIRCT ¼ NIRCT

m
¼ 4345

200
¼ 22:

Sample size calculation for in-ICU mortality
Total number of participants and ICUs required for the
CRXO design

NCRXO ¼ 2 � zα=2 þ zβ
� �2 pA 1−pAð Þ þ pB 1−pBð Þ

pA−pBð Þ2 1þ m−1ð Þρ−m ηð Þ þ 4m;

NCRXO ¼ 2 � 1:96þ 0:84ð Þ2 0:087� 1−0:087ð Þ þ 0:072� 1−0:072ð Þ
0:087−0:072ð Þ2 1þ 1200−1ð Þð

�0:010−1200� 0:007Þ þ 4� 1200 ¼ 51581

The number of ICUs needed to achieve the required
number of participants is:

nCRXO ¼ NCRXO

2m
¼ 51581

2� 1200
¼ 22:

If the BPC was η = 0.006, rather than η = 0.007, then
the total number of participants required is:

NCRXO ¼ 2 � 1:96þ 0:84ð Þ2 0:087� 1−0:087ð Þ þ 0:072� 1−0:072ð Þ
0:087−0:072ð Þ2

1þ 1200−1ð Þ � 0:010−1200� 0:006ð Þ þ4� 1200 ¼ 63811

We would need to include:

nCRXO ¼ NCRXO

2m
¼ 63811

2 � 1200
¼ 27 ICUs:

Total number of participants and ICUs required for
the CRCT design

NCRCT ¼ 2 zα=2 þ zβ
� �2 pA 1−pAð Þ þ pB 1−pBð Þ

pA−pBð Þ2 1þ m−1ð Þρð Þ þ 2m;

NCRCT ¼ 2 1:96þ 0:84ð Þ2 0:087� 1−0:087ð Þ þ 0:072� 1−0:072ð Þ
0:087−0:072ð Þ2

1þ 1200−1ð Þ � 0:010ð Þ þ 2 � 1200 ¼ 134792

We would need nCRCT ¼ NCRCT
m ¼ 134792

1200 ¼ 113 ICUs:

Total number of participants and ICUs required for
the IRCT design

NIRCT ¼ 2 zα=2 þ zβ
� �2 pA 1−pAð Þ þ pB 1−pBð Þ

pA−pBð Þ2 1−ρð Þ;

NIRCT ¼ 2 1:96þ 0:84ð Þ2 0:087� 1−0:087ð Þ þ 0:072� 1−0:072ð Þ
0:087−0:072ð Þ2

1−0:010ð Þ ¼ 10090

The total number of ICUs required is:

nIRCT ¼ NIRCT

m
¼ 10090

1200
¼ 9:

Additional files

Additional file 1: Continuous outcomes sample size Stata do file. Stata
do file to perform sample size calculations for continuous outcomes
using formulae presented in the ‘Performing a sample size calculation’
section, for a given set of sample size parameters. (DO 1 kb)

Additional file 2: Binary outcomes sample size Stata do file. Stata do file
to perform sample size calculations for binary outcomes using formulae
presented in the ‘Performing a sample size calculation’ section, for a
given set of sample size parameters. (DO 2 kb)

Abbreviations
ANZICS-APD: Australia and New Zealand Intensive Care Society – Adult Patient
Database; BPC: Within-cluster between-period correlation; CRCT: Cluster
randomised controlled trial; CRXO: Cluster randomised crossover; ICC: Intracluster
correlation; ICU: Intensive care unit; IRCT: Individually randomised controlled trial;
LOS: Length of stay; WPC: Within-cluster within-period correlation

Acknowledgements
Not Applicable.

Funding
This research was in part supported by a National Health and Medical
Research Council (NHMRC) project grant (1108283).
SJA was supported in part by a Monash University Graduate Scholarship and a
National Health and Medical Research Council of Australia Centre of Research
Excellence grant (1035261) to the Victorian Centre for Biostatistics (ViCBiostat).
JEM was supported by a National Health and Medical Research Council
(NHMRC) Australian Public Health Fellowship (1072366).

Availability of data and materials
Not applicable.

Authors’ contributions
SJA led the development of all sections and drafted the manuscript. JEM
contributed to the development of all sections and provided critical review of
the manuscript. KH contributed to the development of the graphical
illustrations and corresponding sections, and provided critical review of the
manuscript. DP provided guidance on the ANZIC-APD data and contributed to
the development of the sample size examples. ABF conceived of the graphical
illustrations, contributed to the development of all sections and provided critical
review of the manuscript. All authors read and approved the final manuscript.

Authors’ information
Not applicable

Ethics approval and consent to participate
Not applicable.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Author details
1School of Public Health and Preventive Medicine, Monash University, The
Alfred Centre, Melbourne, VIC 3004, Australia. 2Institute of Applied Health
Research, University of Birmingham, Edgbaston, Birmingham B15 2TT, UK.
3Australian and New Zealand Intensive Care Society Centre for Outcome and
Resource Evaluation, Ievers Terrace, Carlton, VIC 3154, Australia. 4Department
of Intensive Care, The Alfred Hospital, Commercial Road, Melbourne, VIC

Arnup et al. Trials  (2017) 18:381 Page 14 of 15

72 CHAPTER 5. A GRAPHICAL ILLUSTRATION



3004, Australia. 5Australian and New Zealand Intensive Care Research Centre,
School of Public Health and Preventive Medicine, Monash University, The
Alfred Centre, Melbourne, VIC 3004, Australia.

Received: 30 July 2016 Accepted: 19 July 2017

References
1. Grimes DA, Schulz KF. An overview of clinical research: the lay of the land.

Lancet. 2002;359(9300):57–61.
2. Eldridge S, Kerry S. A practical guide to cluster randomised trials in health

services research. Chichester: Wiley; 2012.
3. Ukoumunne OC, Gulliford MC, Chinn S, Sterne JA, Burney PG. Methods for

evaluating area-wide and organisation-based interventions in health and
health care: a systematic review. Health Technol Assess. 1999;3(5):iii–92.

4. Donner A, Birkett N, Buck C. Randomization by cluster. Sample size
requirements and analysis. Am J Epidemiol. 1981;114(6):906–14.

5. Turner RM, White IR, Croudace T. Analysis of cluster randomized cross-over
trial data: a comparison of methods. Stat Med. 2007;26(2):274–89.

6. Parienti JJ, Kuss O. Cluster-crossover design: a method for limiting
clusters level effect in community-intervention studies. Contemp Clin
Trials. 2007;28(3):316–23.

7. Hills M, Armitage P. The two-period cross-over clinical trial. Br J Clin
Pharmacol. 1979;8(1):7–20.

8. Giraudeau B, Ravaud P, Donner A. Sample size calculation for cluster
randomized cross-over trials. Stat Med. 2008;27(27):5578–85.

9. Forbes AB, Akram M, Pilcher D, Cooper J, Bellomo R. Cluster
randomised crossover trials with binary data and unbalanced cluster
sizes: application to studies of near-universal interventions in intensive
care. Clin Trials. 2015;12(1):34–44.

10. Rietbergen C, Moerbeek M. The design of cluster randomized crossover
trials. J Educ Behav Stat. 2011;36(4):472–90.

11. Hooper R, Bourke L. Cluster randomised trials with repeated cross sections:
alternatives to parallel group designs. BMJ. 2015;350:h2925.

12. Donner A, Klar N, Zou G. Methods for the statistical analysis of binary data
in split-cluster designs. Biometrics. 2004;60(4):919–25.

13. Arnup SJ, Forbes AB, Kahan BC, Morgan KE, McKenzie JE. Appropriate
statistical methods were infrequently used in cluster-randomized crossover
trials. J Clin Epidemiol. 2016;74:40–50.

14. Stow PJ, Hart GK, Higlett T, George C, Herkes R, McWilliam D, Bellomo R,
Committee ADM. Development and implementation of a high-quality
clinical database: the Australian and New Zealand Intensive Care Society
Adult Patient Database. J Crit Care. 2006;21(2):133–41.

15. Kaukonen KM, Bailey M, Pilcher D, Cooper DJ, Bellomo R. Systemic
inflammatory response syndrome criteria in defining severe sepsis. N
Engl J Med. 2015;372(17):1629–38.

16. Vierron E, Giraudeau B. Sample size calculation for multicenter
randomized trial: taking the center effect into account. Contemp Clin
Trials. 2007;28(4):451–8.

17. Konstantopoulos S. Power analysis in two-level unbalanced designs. J Exp
Educ. 2010;78(3):291–317.

18. Kerry SM, Bland JM. Unequal cluster sizes for trials in English and Welsh
general practice: implications for sample size calculations. Stat Med. 2001;
20(3):377–90.

19. Campbell MK, Fayers PM, Grimshaw JM. Determinants of the intracluster
correlation coefficient in cluster randomized trials: the case of
implementation research. Clin Trials. 2005;2(2):99–107.

20. Gulliford MC, Adams G, Ukoumunne OC, Latinovic R, Chinn S, Campbell MJ.
Intraclass correlation coefficient and outcome prevalence are associated in
clustered binary data. J Clin Epidemiol. 2005;58(3):246–51.

21. Gulliford MC, Ukoumunne OC, Chinn S. Components of variance and
intraclass correlations for the design of community-based surveys and
intervention studies: data from the Health Survey for England 1994.
Am J Epidemiol. 1999;149(9):876–83.

22. Adams G, Gulliford MC, Ukoumunne OC, Eldridge S, Chinn S, Campbell MJ.
Patterns of intra-cluster correlation from primary care research to inform
study design and analysis. J Clin Epidemiol. 2004;57(8):785–94.

23. Ukoumunne OC. A comparison of confidence interval methods for the
intraclass correlation coefficient in cluster randomized trials. Stat Med. 2002;
21(24):3757–74.

24. Martin J, Girling A, Nirantharakumar K, Ryan R, Marshall T, Hemming K.
Intra-cluster and inter-period correlation coefficients for cross-sectional
cluster randomised controlled trials for type-2 diabetes in UK primary
care. Trials. 2016;17:402.

25. Feldman HA, McKinlay SM. Cohort versus cross-sectional design in large
field trials: precision, sample size, and a unifying model. Stat Med. 1994;
13(1):61–78.

26. Hooper R, Teerenstra S, de Hoop E, Eldridge S. Sample size calculation for
stepped wedge and other longitudinal cluster randomised trials. Stat Med.
2016;35(26):4718–28.

27. Eldridge SM, Costelloe CE, Kahan BC, Lancaster GA, Kerry SM. How big
should the pilot study for my cluster randomised trial be? Stat Methods
Med Res. 2016;25(3):1039–56.

28. Roisin S, Laurent C, Denis O, Dramaix M, Nonhoff C, Hallin M, Byl B,
Struelens MJ. Impact of rapid molecular screening at hospital admission on
nosocomial transmission of methicillin-resistant staphylococcus aureus:
cluster randomised trial. PLoS One. 2014;9(5):e96310.

29. van Duijn PJ, Bonten MJ. Antibiotic rotation strategies to reduce
antimicrobial resistance in Gram-negative bacteria in European intensive
care units: study protocol for a cluster-randomized crossover controlled trial.
Trials. 2014;15:277.

30. Campbell MK, Piaggio G, Elbourne DR, Altman DG, Group C. CONSORT 2010
Statement: extension to cluster randomised trials. BMJ. 2012;345:e5661.

31. Morgan KE, Forbes AB, Keogh RH, Jairath V, Kahan BC. Choosing appropriate
analysis methods for cluster randomised cross-over trials with a binary
outcome. Stat Med. 2017;36(2):318–33.

•  We accept pre-submission inquiries 

•  Our selector tool helps you to find the most relevant journal

•  We provide round the clock customer support 

•  Convenient online submission

•  Thorough peer review

•  Inclusion in PubMed and all major indexing services 

•  Maximum visibility for your research

Submit your manuscript at
www.biomedcentral.com/submit

Submit your next manuscript to BioMed Central 
and we will help you at every step:

Arnup et al. Trials  (2017) 18:381 Page 15 of 15

73



74 CHAPTER 5. A GRAPHICAL ILLUSTRATION



Chapter 6

Sample size calculations for cluster

randomised crossover trials in

Australian and New Zealand

intensive care research

This chapter provides detailed considerations on performing a sample size calculation for a

CRXO trial in the intensive care setting. This paper is important to inform future CRXO

trial design, by providing estimates of the required sample size parameters for trials con-

ducted within the Australia and New Zealand intensive care setting. Provision of these

estimates is required, since as identi�ed in Chapter 3, no published CRXO trials have re-

ported both the within-cluster within-period ICC and within-cluster between-period ICC

from the outcome data. This chapter also extends the previously published sample size

formulae for CRXO trials to strati�ed trial designs. This extension is important in the con-

text of trials undertaken in the Australia and New Zealand intensive care setting, because

the parameters used in the sample size calculation di�er by strata (e.g. geographic region

or hospital type).

The methods, guidance and examples provided in this paper target health researchers

designing CRXO trials in the intensive care setting, but can be applied to both strati�ed

and unstrati�ed CRXO trials in other settings. Estimates of the required sample size

parameters are calculated for all-cause in-hospital mortality from the Australian and New

Zealand Intensive Care Society Adult Patient Database clinical registry. These estimates

may be applicable to other CRXO trials, because the value of the ICC may be predicted

by factors such as: the type of outcome variable, the prevalence of the outcome, the size

of the natural cluster of individuals that the randomised clusters are formed from, and the

characteristics of the individuals and clusters.

Chapter 6 is presented as a manuscript, which was published in Critical Care and

Resuscitation in June 2018. The pages have been renumbered for the thesis, but the

manuscript is otherwise unchanged. In this paper, the terminology used for �Intracluster
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correlation� is �correlation�.

Supplementary tables and additional �les referred to in the manuscript are appended

to this thesis as follows:

Location in Referred to in Content of appendix
thesis manuscript

Appendix F Appendix I Sample size formulae
Appendix II Methods for data inclusion and analysis
Appendix III Unstrati�ed sample size calculation example: pa-

tients requiring mechanical ventilation
Appendix IV Strati�ed sample size calculation example
Supplementary �le Stata ado �le

This is the �rst time a strati�ed sample size formula for CRXO trials with risk ratio as

the outcome measure has been published, and further details of the derivation are provided

in Appendix G.
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Sample size calculations for cluster randomised crossover 
trials in Australian and New Zealand intensive care research

Sarah J Arnup, Joanne E McKenzie, 
David Pilcher, Rinaldo Bellomo and Andrew B Forbes

Designing randomised controlled trials (RCTs) in the 
intensive care setting can be challenging. A recent review 
of observed effect sizes in 38 mortality trials calculated 
an average effect size of 1.4%, in contrast to the average 
effect size of 10.1% that was hypothesised when the 
trials were planned.

1
 Detection of such small intervention 

effects using individual randomisation, with reasonable 
levels of statistical power (eg, > 80%), can lead to designs 
in which it is not possible to recruit the required number 
of participants. Further, individual randomisation is often 
not feasible in intensive care settings for interventions such 
as infection control and “bundles of care”, which involve 
multiple practice changes simultaneously. This is because 
individual randomisation in intensive care settings involves 
a high risk of “contamination” between intervention arms. 
Individual randomisation is also not feasible for whole-
of-intensive care unit processes, such as admission and 
discharge policies, because varying procedure by individual 
patient is impractical.

For evaluation of the above interventions, cluster 
randomised designs are generally preferred. In these 
designs, all patients in each ICU (cluster) receive the same 
intervention.2 Cluster randomisation allows the intervention 
to be delivered as if it were standard operating practice and 
may increase the effi ciency of data collection.3 However, 
cluster randomisation is likely to result in the need for more 
participants than individual randomisation. The statistical 
power in a cluster randomisation trial depends on the 
number of ICUs, the number of patients in each ICU, and 
the similarity of the outcome responses of patients within 
each ICU.2 As the outcome responses of patients within an 
ICU become more similar to each other than to patients 
in different ICUs, (within-cluster correlation), cluster 
randomisation will further reduce the statistical power 
compared with individual randomisation.

An alternative to the parallel-group, cluster randomised 
design is the cluster randomised crossover (CRXO) design.4,5 
Bellomo and colleagues3 have called for an increase in the 
use of the CRXO design to evaluate routinely used and low-
risk interventions such as oxygen therapy, ulcer-prophylaxis 
therapy and intravenous fl uids and nutrition in RCTs.

In a two-intervention, two-period CRXO design, each 
ICU receives the two interventions, but they receive them 

ABSTRACT

Objective: The cluster randomised crossover (CRXO) design 
provides an opportunity to conduct randomised controlled 
trials to evaluate low risk interventions in the intensive care 
setting. Our aim is to provide a tutorial on how to perform 
a sample size calculation for a CRXO trial, focusing on the 
meaning of the elements required for the calculations, with 
application to intensive care trials.
Data sources: We use all-cause in-hospital mortality from 
the Australian and New Zealand Intensive Care Society Adult 
Patient Database clinical registry to illustrate the sample size 
calculations.
Methods: We show sample size calculations for a two-
intervention, two 12-month period, cross-sectional CRXO 
trial. We provide the formulae, and examples of their use, 
to determine the number of intensive care units required 
to detect a risk ratio (RR) with a designated level of power 
between two interventions for trials in which the elements 
required for sample size calculations remain constant 
across all ICUs (unstratifi ed design); and in which there are 
distinct groups (strata) of ICUs that differ importantly in the 
elements required for sample size calculations (stratifi ed 
design).
Results: The CRXO design markedly reduces the sample 
size requirement compared with the parallel-group, cluster 
randomised design for the example cases. The stratifi ed 
design further reduces the sample size requirement 
compared with the unstratifi ed design.
Conclusions: The CRXO design enables the evaluation of 
routinely used interventions that can bring about small, but 
important, improvements in patient care in the intensive 
care setting.

Crit Care Resusc 2018; 20 (2): 117-123

sequentially in two separate periods of time called “cluster-

periods”. The order in which the interventions are delivered 

to each ICU is randomised to control for changes over 

time that are independent of the intervention (eg, policy 

changes), but which might have an impact on the trial 

outcomes. By comparing the interventions within each 

ICU, the ICU-specifi c component of variation is removed 
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from the estimate of the difference between interventions. 
Therefore, as for an individually randomised crossover trial, 
the inclusion of the crossover element has the benefi t of 
reducing the required number of participants compared 
with a parallel-group design.

6

The sample size calculation is a critical element in 
designing RCTs. To date, a tutorial on how to calculate the 
sample size for a CRXO trial, with a focus on designing 
intensive care trials, has not been available. Further, in 
practice, there are often distinct groups (strata) of ICUs that 
differ in the elements required for sample size calculation, 
such as mortality rates or within-cluster correlations. 
These elements need to be accounted for in the sample 
size calculations. The purpose of this article is to fi ll these 
gaps in the literature through the provision of examples of 
sample size calculations for a set of hypothetical intensive 
care trials.

Sample size considerations for CRXO trials

A sample size calculation for a CRXO trial needs to account 
for both the cluster randomisation and crossover aspects of 
the design. We now briefl y discuss sample size and design 
elements. A detailed discussion by Arnup and colleagues is 
available elsewhere.7

Our focus is a two-intervention, two-period design in 
which different individuals are included in each period. Each 
ICU is randomised to receive intervention A for one period 
and then to cross over to intervention B for the second 
period, or vice versa. The basic sample size formula for the 
number of ICUs required to detect a risk ratio (RR) with 
power 1–between two interventions, with probability, 
is shown in Equation 1 (see Appendix I, online at cicm.org.
au/journal.php).

Within-period correlation

When cluster randomisation is used, the responses of 
patients within the same ICUs are often more similar to 
each other than to patients in different ICUs.

2
 This degree 

of similarity depends on how variable the response rate 
is across ICUs. In the CRXO design, the similarity of the 
responses from two patients within the same ICU, within 
the same period of time, is quantifi ed by the within-ICU 
within-period correlation (WPC).

Between-period correlation

When a trial design with multiple time periods is used, we 
also need to consider the similarity of responses of patients 
within the same ICU, but in different periods of time. We 
quantify this similarity by the within-ICU between-period 
correlation (BPC). If the ICU environment is relatively stable, 
we might expect the responses of two patients from the 

same ICU in different periods to be similar, but less so than 
if patients were from the same period, because of potential 
changes in the ICU environment over time. This typically 
results in the BPC being less than the WPC.

Parallel-group versus CRXO designs

To illustrate the potential benefi t of the crossover aspect in 
the CRXO design, we compare the power to detect an RR of 
0.80 (20% relative risk reduction) between two interventions 
in a parallel-group cluster randomised trial and a crossover 
cluster randomised trial, assuming a baseline risk of 10% 
and an ICU admission rate of 1000 patients per year. The 
sample size formula for the number of ICUs required to 
detect an RR with power 1–between two interventions 
with probability  for a parallel-group cluster randomised 
trial is shown in Equation 2 (see Appendix I).

For a parallel-group, cluster randomised trial conducted 
over 24 months, the cluster size is 2000. For this example, 
we assume that the WPC = 0.02. For a CRXO trial conducted 
over 24 months, with two 12-month periods, the cluster-
period size is 1000. We assume that the WPC = 0.02 and 
the BPC = 0.01. Given these assumptions, the required 
number of clusters for the parallel-group design is 67, and 
the required number of clusters for the crossover design is 
38. Hence, by including a crossover, the required number 
of clusters has been reduced by 45%. The required number 
of patients for the parallel-group design is therefore 
67 × 2000 = 134 000; and the required number of patients 
for the crossover design is 38 × 2 × 1000 = 76 000. The 
inclusion of a crossover has reduced the required number 
of patients by 43%.

Effect of within-period correlation

To illustrate the effect of the WPC on the sample size 
requirements, we begin by discussing the extreme values 
of the WPC. When the WPC is 1, all patients within the 
same ICU in the same time period have the same response, 
so there is no gain in information from sampling more 
than one patient. When the WPC is 0, the responses of 
two patients in the same ICU are no more similar than two 
patients in different ICUs, so the information contained 
in the ICU is the same as the information that would be 
obtained from completely independent patients. Therefore, 
as the WPC increases from 0, the precision of the estimate 
of the intervention effect in each time period decreases. 
As a result, the power to detect a specifi ed RR between 
interventions also decreases.

In the CRXO trial described in the previous section, the 
WPC was 0.02 (and the BPC was 0.01), and as a result, 38 
ICUs (76 000 patients) were required to detect an RR of 
0.80 with 80% power (Figure 1, grey solid curve). However, 
if the WPC is 0.03 (and the BPC remains 0.01), then 38 ICUs 
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will only achieve 54% power (Figure 1, black solid curve) to 
detect the same size effect. The effect of the WPC in a CRXO 
trial acts in the same way as the intracluster correlation 
coeffi cient in a parallel-group cluster randomised trial (as 
shown by Campbell and colleagues

8
).

Effect of between-period correlation

To understand the effect of the BPC on the sample size 
requirement, we fi rst note that the outcome of a specifi c 
patient depends on which ICU (cluster) the patient was 
admitted to, any time effects unique to that ICU, the 
intervention the patient receives, and factors idiosyncratic 
to the individual patient. In a CRXO design, we compare 
interventions A and B by comparing the responses of 
patients in the fi rst period with the responses of patients in 
the second period (or equivalently responses in the second 
period with the fi rst period), within each ICU. By performing 
these comparisons within each ICU, the component of the 
patient outcomes that is due to the ICU (cluster) that remains 
constant over time will cancel out from the comparison. The 
removal of this between-ICU variability enables us to obtain 
a more precise estimate of the intervention effect.

We now consider the extreme values of the BPC to 
demonstrate its effect. When the BPC is the same as the 
WPC, the responses of patients in two different periods are 
as similar as two responses from patients in the same period; 
this is the largest value that the BPC can take because the 
responses of two patients in different periods cannot be 
more similar than the responses from patients in the same 
period. In this scenario, all of the ICU-specifi c effect is 
removed from the comparison between intervention A and 
B. In contrast, when the BPC is zero, there is no similarity 
at all between patients in the same ICU in different periods 
and there is no value in using crossover design, because 
no part of the ICU-specifi c effect is removed from the 
comparison. Therefore, as the BPC becomes closer to the 
WPC, more of the ICU-specifi c effect is removed from the 
comparison between interventions A and B, and as a result, 
the power to detect a specifi ed RR between interventions 
increases. (See Arnup and colleagues, 2017, for a detailed 
graphical explanation of this phenomenon.7)

As an example, when the BPC is half the value of the 
WPC (WPC = 0.02, BPC = 0.01), 38 ICUs are required to 
detect an RR of 0.80 with 80% power (Figure 1, grey solid 
curve). The same power can also be achieved if the absolute 
difference between the WPC and the BPC remains 0.01, but 
the values of the WPC and the BPC change; that is, WPC = 0.03, 
BPC = 0.02 (Figure 1, short-dashed curve).9 However, if the 
BPC takes the maximum value of equal to WPC (ie, WPC = 
BPC = 0.02), then 38 ICUs will achieve far greater power, 
close to 100% (Figure 1, long-dashed curve).

Effect of cluster size

As for parallel-group cluster randomised trials, power 
depends to a far greater extent on the number of ICUs than 
on the number patients within each ICU.

2
 For example, for 

a parallel-group cluster randomised trial designed to detect 
a RR of 0.80 (an absolute risk reduction from 10% to 8%) 
with an intracluster correlation of 0.01 and with 20 ICUs, 
doubling the size of the trial from 10 000 to 20 000 patients 
by increasing the ICU size from 500 to 1000 patients per 
period increases the power from 51% to 55%. In contrast, 
doubling the size of the trial from 20 to 40 ICUs with 500 
patients per period increases the power to 80%. Therefore, 
to achieve the same level of power for a larger number of 
ICUs requires far fewer patients overall, compared with a 
smaller number of ICUs with more patients per ICU.

Period effects

Changes in the trial environment between the fi rst period 
and the second period can lead to changes in the patient 
responses in the second period that are unrelated to the 
delivered intervention. Such “period effects” alter all 
patient responses in the second period by the same amount, 
independent of the intervention given in that period. In 
a balanced CRXO design, in which the same number of 
clusters receive intervention A and B in each period, any 
period effects are removed from the comparison between 
interventions A and B, and hence do not introduce bias to 

Figure 1. Power to detect a risk ratio of 0.8 
(baseline risk, 10%; ICU size, 1000 patients/
cluster-period) between interventions 
with varying within- and between-period 
correlations* 

ICU = intensive care unit. WPC = within-period correlation. BPC = between-
period correlation. * The point at which the horizontal line intersects the power 
curve indicates the total number of ICUs required to achieve 80% power.
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the estimate of the intervention effect. However, when the 
design is not balanced, one needs to explicitly accommodate 
period effects into the analysis. The sample size formulae 
can be modifi ed slightly to accommodate period effects, 
but that detail is beyond the scope of this article. Forbes 
and colleagues have discussed a relevant approach to this.

9

Carry-over effects

A requirement of the design is that the effect of the 
intervention given in the fi rst period does not carry over 
to affect the responses of patients in the second period. 
Otherwise, the estimated intervention effect may be biased. 
Carry-over can occur at the level of the individual patient, 
or at the level of the ICU environment. Including different 
patients in each period (ie, a cross-sectional design) removes 
the risk of carry-over at the level of the individual patient, 
but if the intervention administered in the fi rst period can 
lead to changes in the behaviour of the health care team 
or in the ICU environment that persists into the second 
period, then the potential for carry-over exists. No statistical 
method can detect or remove carry-over effects from a 
two-intervention, two-period CRXO design, and therefore 
it is essential that the risk of carry-over is minimised by the 
trial design itself, for example by including an appropriate 
washout period.

10

Stratifi cation

ICUs can form strata with distinct characteristics (eg, 
diagnostic casemix; different ratios of high mortality risk 
emergency patients to elective surgical cases; different 
hospital protocols for delivery of care, such as infection 
control and admission and discharge policies; variation in 
the availability of therapeutic services within the hospital, 
such as interventional radiology, cardiac catheterisation and 
extracorporeal membrane oxygenation; or hospital location) 
which lead to variations between strata in the outcome 
measure and other elements required for sample 
size calculations, for example, mortality rate, ICU 
admission rate, and the WPC and BPC values, 
respectively. Failure to account for differences in 
these elements can lead an inappropriate sample 
size. An extension to the sample size formula to 
include multiple strata is given in Equation 3 (see 
Appendix I). We provide an illustration in Section 
3.

Adjustments to sample size formula with 
small numbers of clusters

When the estimated number of ICUs is small 
(eg, fewer than 30), it is recommended than one 
additional ICU is included per intervention (two 
ICUs in total) in the sample size calculation.

2,9

Sample size examples

In this section we show how to perform sample size 
calculations for a hypothetical trial of interventions to 
reduce all-cause in-hospital mortality taking place over a 
total duration of 2 years (ie, a cluster period duration of 
12 months). We begin with unstratifi ed (ie, “conventional”) 
CRXO trials that include patients from only one stratum. 
We then extend to cases in which event rates, and hence 
clustering effects, vary between two strata: tertiary ICUs, 
and metropolitan and rural ICUs combined.

We obtain estimates of the WPC and BPC for all-cause 
in-hospital mortality, the annual number of ICU admissions, 
and baseline mortality rates from the Australian and New 
Zealand Intensive Care Society (ANZICS) Adult Patient 
Database (APD) clinical quality registry. The ANZICS-APD is 
a clinical quality registry, managed by the ANZICS Centre 
for Outcome and Resource Evaluation, which collects de-
identifi ed information on admissions to adult ICUs in 
Australia and New Zealand.

11
 The methods used for data 

extraction and calculation of the correlations and annual 
number of admissions is shown in detail in Appendix II. A 
fi le with code to calculate power in the statistical package 
Stata, version 14 (StataCorp), is also provided.

The estimates calculated from the ANZICS-APD (Table 
1) are used to design a two-intervention, two 12-month 
period CRXO trial, where all-cause in-hospital mortality in 
all admitted patients is the primary outcome. In Appendix 
III, we show the analogous calculation for a trial including 
a restricted patient group — those receiving mechanical 
ventilation. The formula for the sample size for the required 
number of ICUs is shown in Equation 1 in Appendix I.

Unstratifi ed sample size calculation example

Suppose a CRXO trial is being planned to compare a 
buffered crystalloid fl uid with saline in all patients requiring 

Table 1. Number of ICUs meeting inclusion criteria,*  and 
other ICU characteristics, by ICU stratum and combined 
across all strata

ICU 
stratum

Included 
ICUs (n)

Average 
annual 
admis-
sions (n)

Harmonic 
mean 
annual 
admissions 
(n)

Mortality 
rate (%) WPC BPC

Tertiary 34 1356 1114 9.05% 0.006 0.005

Metropolitan 
and rural 54 638 553 6.65% 0.008 0.007

Combined 88 911 684 8.03% 0.009 0.006

ICU = intensive care unit. WPC = within-period correlation. BPC = between-period 
correlation. * See Appendix II, online at cicm.org.au/journal.php.
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fl uids. The effect to be detected is a 10% reduction in all-
cause in-hospital mortality (RR = 0.90). The investigators 
wish to detect this effect with 90% power, assuming a 5% 
signifi cance level.

The sample size formula requires values of the “harmonic 
mean” number of patients per ICU per 12-month period 
(see Appendix I for defi nition); the event rate of the outcome 
(in this example, mortality); and the WPC and BPC. Using 
the estimates of these values calculated from the APD data 
(see row labelled “combined” in Table 1) gives a sample size 
requirement of 105 ICUs (191 310 patients).

A case for stratifi cation

Rather than combining all ICUs together in a single 
calculation, as in Equation 1 (see Appendix I), we can 
include the differences between types of ICUs (strata) to 
reduce the overall sample size requirement. Table 1 shows 
that the number of annual admissions to tertiary ICUs is 
more than twice that of the metropolitan and rural ICUs; 
the mortality rate is highest in tertiary ICUs; and that there 
are small but important differences in WPC and BPC values 
across strata. The lower value of the WPC in the tertiary ICUs 
indicates less variability in mortality rates between tertiary 
ICUs compared with the metropolitan and rural ICUs. For 
WPC and BPC values, the differences between the tertiary 
and the metropolitan and rural ICU values are similar, 
suggesting that the variability of the ICU environment in 
these hospitals is similar over time.

Stratifi ed sample size calculation example

The variance (or equivalently precision) of the specifi ed 
intervention effect is a key element in all sample size 
calculations. For a stratifi ed sample size calculation, this 
concept is extended to incorporate the different variances 
in each stratum, which arise from the different sample 
size elements in each stratum (eg, different mortality 
rates, WPC and BPC). Additionally, for a stratifi ed sample 
size calculation, triallists need to decide how many ICUs 
(clusters) they will sample from each stratum. Different 
combinations of numbers across the strata will change the 
total required number of clusters.

Allowing for stratifi cation can bring about important 
benefi ts in terms of reducing the number of required clusters 
in a CRXO design. We extend our previous example, allowing 
for the differences in the estimates of annual number of 
admissions, mortality rates and correlations (WPC and 
BPC) between the tertiary and the combined metropolitan 
and rural strata (see Appendix IV). As shown in Figure 2, 
depending on the combination of numbers of ICUs chosen 
from each stratum, the reduction in the required number of 
ICUs (clusters) and patients is at least 30%.

Effect of stratifi cation on sample size requirement

Stratification reduces the sample size requirement for a 
CRXO trial when ICUs can be differentiated by a known 
factor or set of factors (in this case, the type of hospital), 
and this factor strongly affects the outcome of interest 
in the trial (in this case mortality: mortality varies by type 
of hospital).

To understand the effect of stratifi cation, fi rst note that 
for any sample size calculation, the sample size will decrease 
when the intervention effect is estimated with more precision. 
In a CRXO trial, this occurs as the difference the WPC and 
the BPC decreases (See Section 2). In the ANZICS-APD data, 
there are substantial differences in mortality rates across the 
two strata, and as a result, the within-stratum variability in 
mortality rates (and hence the WPC within each stratum), 
is markedly smaller than for all ICUs combined (Table 1). 
Because the BPC remains relatively constant across the two 
strata, the difference between the WPC and the BPC is much 
smaller in the individual strata than in the combined data, 
and this serves to reduce the sample size.

Proportion of ICUs to select from each stratum

The next step is to determine the proportion of the total 
number of ICUs that are tertiary, with the remainder being 
metropolitan or rural. The tertiary ICUs offer considerable 
advantages: not only are they larger in size (patient 
numbers), but they also have a higher mortality rate (and 
hence a larger absolute intervention effect). As a result, 

Figure 2. Sample size requirements for total 
number of ICUs, and number of ICUs from each 
of the strata, required to obtain 90% power to 
detect a risk ratio of 0.90 between interventions* 

ICU = intensive care unit. * Each bar represents a different number 
(combination) of ICUs from each of the strata. Dark grey = tertiary 
ICUs. Light grey = metropolitan and rural ICUs.
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the smallest total required number of ICUs will be obtained 
when the trial is restricted to tertiary ICUs. However, if there 
is an insuffi cient number of tertiary ICUs to satisfy the sample 
size requirement, or for practical reasons or generalisability 
concerns, it may not be appropriate to restrict a trial to only 
tertiary ICUs. While the overall sample size requirement 
does increase as the fraction of tertiary ICUs is reduced, 
this may result in an unfeasible trial becoming feasible, as 
shown in the example in Appendix IV.

Discussion

We have discussed how to perform a sample size calculation 
for a two-period, two-intervention, cross-sectional CRXO 
trial in the intensive care setting. We have also provided 
estimates of the elements required to perform these 
calculations using the ANZIC-APD data. A review of the 
statistical methods used to determine the sample size for 
CRXO trials found that the methodology was frequently 
inadequate.12 Inadequate methods may have been used 
because of lack of knowledge of the appropriate sample size 
methodology, limited availability of the elements needed to 
perform the sample size calculations or because of a lack 
of practical examples of how to implement a sample size 
formula. We have addressed these issues in this article.

We have provided a sample size formula to determine the 
number of ICUs required to detect a constant relative risk, 
rather than a constant absolute risk reduction, between 
two interventions. When considering multiple strata, each 
with their own baseline mortality (event) rate, evidence 
suggests that it is more plausible to expect a constant 
relative reduction rather than absolute reduction.

13

When the sample size calculation accounts for multiple 
ICU strata, the same power can be achieved with differing 
numbers of ICUs from each stratum. For example, a trial 
can be designed with an equal contribution of ICUs from 
each stratum, or designed so that one stratum provides 
most of the required ICUs. In the ANZICS-APD, when the 
intervention is aimed at reducing all-cause mortality, the 
absolute minimum number of total ICUs will be obtained by 
including only tertiary ICUs. However, stratifying the sample 
size calculation provides fl exibility to adjust the required 
number of ICUs from each stratum when the number of 
ICUs is limited by the availability of ICUs in the tertiary (or 
other) stratum.

Additional considerations

We have considered the two-intervention, two-period CRXO 
design with different patients in each period. Adaptations 
of this design, such as increasing the number of periods

14 

or including the same participants across periods,
15

 are 
possible, but they also increase the complexity of the sample 

size calculation and analysis.
16

The sample size calculation is sensitive to the difference 
between the WPC and the BPC, therefore both correlations 
should be chosen carefully.

7
 Considerations for choosing 

the WPC are similar to those for choosing an intracluster 
correlation for a parallel-group, cluster randomised 
trial.17-20 Choosing the BPC is likely to rely on routinely 
collected data, pilot and feasibility data, or a reasoned 
best guess. However, in the absence of such data, 
recommendations of half the WPC

21
 and 0.8 of the WPC 

have been made.
22

The intended analysis should match the sample size 
methodology. One potentially appropriate analysis method 
to estimate the RR in a stratifi ed CRXO trial is to use 
generalised estimating equations (GEE) for a binomially 
distributed outcome, with a logarithmic link and an 
exchangeable “working” correlation between individuals 
within an ICU. The ICU strata can be included as a covariate 
in the model, as can a term for period effects.

There is an active fi eld of research investigating how well 
statistical analysis methods perform in cluster randomised 
trials with small numbers of clusters or low event rates. Our 
examinations displayed appropriate performance for an 
RR of 0.9 and two strata with event rates of 7% and 9%. 
However results from other research has shown that caution 
may need to be exercised with power formulae with fewer 
than 12 clusters23 or when the event rates are 6% or lower.9

Conclusion

Sample size determination for CRXO trials requires the 
use of an appropriate sample size formula together with 
appropriate estimates of its component elements. We 
have provided the sample size formulae, estimates of the 
elements required by the formulae using ANZICS-APD data, 
and examples of how to determine the required sample size 
for unstratifi ed and stratifi ed CRXO trials in the intensive 
care setting.
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Chapter 7

Summary and conclusions

7.1 Introduction

New statistical methods are constantly being developed and existing methods re�ned to

address complexities in data and developments in study design. While there are early

examples of use of the CRXO design, dating back to 1974, only in recent years has there

been substantial uptake of the design. As such, the methods for the design and analysis

have not been fully developed. Without such developments, estimates of interventions

obtained from trials using the design may be misleading because they may potentially be

biased, expressed with incorrect uncertainty or both. Guidance on the implementation

of the methods, and reporting, may also require development. The aim of the research

presented in this thesis was to assess the design, reporting quality, and statistical methods

used in CRXO trials that evaluate clinical and public health interventions, and subsequently

provide tools that may facilitate improvement in areas where shortcomings were identi�ed.

In order to examine the design, reporting and statistical methods used to date, a sys-

tematic review was undertaken. To facilitate improvement in the identi�ed shortcomings,

the following was developed. First, the content for a CRXO trial reporting guideline was

proposed, which included potential modi�cations to existing guidelines and identi�cation

of areas where reporting items may need to be developed. Second, an intuitive graphical

approach was developed to demonstrate the e�ect of the cluster randomisation and multiple

period aspect of the design on the required sample size. Development of a graphical repre-

sentation aimed to provide greater accessibility of the concepts to a more general research

audience. Third, guidance was provided for sample size calculation, including: recommen-

dations for choosing the parameters required in the sample size formula; estimates of the

parameters required for sample size calculation in intensive care research; and worked ex-

amples of sample size calculation tailored to both health researchers working in intensive

care research and applied biostatisticians. Finally, the existing sample size formulae were

extended to settings where the values of the parameters required by the sample size formu-

lae vary between strata, such as hospital type or geographical location. The results from

this research contribute to an improved understanding of the CRXO design, the design and

analysis of future CRXO trials, and reporting of CRXO trials; and hence provide a technical
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foundation for more reliable evidence for health care decision making, particularly in the

intensive care setting.

This chapter summarises the key �ndings from each of the chapters, discusses overall

�ndings, and concludes with proposals for future research.

7.2 Summary of thesis chapters

7.2.1 Chapters 2 and 3: A protocol and systematic review of CRXO

trials

The protocol for a systematic review of published CRXO trials was presented in Chapter

2. The results of the systematic review were presented in Chapters 3 and 4. The aim of

the review was to summarise and evaluate the characteristics of the reported trials, the

motivations for using the CRXO design, the values of the CRXO design parameters, the

justi�cation and methodology used for the sample size calculation and analyses, and the

quality of reporting the CRXO design aspects (presented in Chapter 4).

Key �ndings from this research included the following:

• The most common type of cluster was intensive care units.

• The two-period two-group cross-sectional design was the most commonly used design,

but more complex multiple period and cohort designs were also used.

• Designs very commonly used only a small number of clusters (median 9 [IQR: 4�21]),

and the size of the clusters were generally small (median 30 [IQR 14�77]). Statisti-

cal methods for sample size calculation and analysis for CRXO designs with small

numbers of clusters, of small cluster size, have not been proposed or evaluated in the

published literature.

• Justi�cation provided by researchers for both the cluster randomisation and multiple

period aspects of the CRXO design were commonly not reported, despite justi�cation

for design choice being a recommended reporting item for randomised trials [14].

• The methodology used to determine the sample size was commonly not reported.

The reported methods were frequently inadequate for the trial design. Cluster ran-

domisation was often accounted for, but most calculations did not account for the

multiple period aspect of the design, leading to potentially conservative estimates of

the required number of participants.

• Nearly all analyses were performed at the individual participant level. Only 7% of

analyses were performed at the level of the cluster.

• The methodology was usually appropriate when the analysis was performed at the

cluster level. Analyses undertaken using individual-level data commonly failed to

account for both the cluster randomisation aspect and multiple period aspect of the

design, or accounted for only the cluster randomisation aspect. In both cases, the
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precision of the estimate of the intervention e�ect is too high, potentially leading to

false positive claims regarding the e�ectiveness of the intervention.

7.2.2 Chapter 4: A proposal for reporting items and an assessment of

reporting quality for CRXO trials

The aims of the research presented in Chapter 4 were to examine the reporting quality

of published CRXO trials and to stimulate discussion around the content of a reporting

guideline. Possible reporting items for CRXO trials were proposed to achieve these aims.

Key �ndings from this research included the following:

• Incomplete reporting of the design aspects that are unique to the CRXO design was

common, including the identi�cation of trial design in the title and abstract; provision

of a rationale for both the cluster randomisation and crossover aspects of the design;

discussion of the potential for and minimisation of carryover; parameters used in

determining the sample size; and the values of within-cluster within-period ICC and

within-cluster between-period ICC observed in the outcome data.

• Approaches to reporting baseline data, the �ow of participants through the trial,

and other trial characteristics is challenging and requires further discussion. The

presentation of the baseline data and �ow diagram will depend on whether the trial

uses cohort or cross-sectional design.

• There is a need for a CONSORT statement extension to provide speci�c guidance on

reporting for CRXO trials.

7.2.3 Chapter 5: A graphical illustration of the components of variation

from the CRXO design and a sample size tutorial

The infrequent use of appropriate sample size methodology in published CXRO trials was

the motivation for the remaining chapters in this thesis. The aims of the research presented

in Chapter 5 were to facilitate researchers' understanding of the design by providing graph-

ical illustrations of the e�ect of the CRXO design aspects on sample size calculation, and

to provide guidance for determining the required sample size using previously published

formulae.

Key �ndings from this research included the following:

• A graphical illustration that showed the intuition behind the key parameters in the

CRXO design was developed. Illustrations were used to show how the cluster ran-

domisation and crossover aspects of the design give rise to similarity in the responses

of individual participants both within the same cluster, and within the same cluster

period; and the relationship between the components of variation in the responses of

individual participants and the within-cluster ICCs.
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• The illustrations showed how the precision of the estimate of the intervention e�ect

in a CRXO trial depends on the di�erence between the within-cluster within-period

ICC and within-cluster between-period ICC.

• The relationship between the di�erence in the within-cluster within-period ICC and

within-cluster between-period ICC, and the required sample size for a CRXO trial, was

explained. It was shown that when the within-cluster within-period ICC and within-

cluster between-period ICC were equal, the precision gained by crossover aspect of

the CRXO design equalled the precision lost by cluster randomisation and the CRXO

design had similar precision to an individually randomised design. But when the

within-cluster between-period ICC was zero there was no advantage in a CRXO trial

over a parallel-group cluster randomised trial.

• The examples of sample size calculation demonstrated that the sample size was sen-

sitive to small changes in values of the within-cluster ICCs, except when cluster sizes

were large and the di�erence between the within-cluster within-period and within-

cluster between-period ICCs was constant.

7.2.4 Chapter 6: Sample size calculations for CRXO trials in Australian

and New Zealand intensive care research

The aim of the research presented in Chapter 6 was to extend the sample size formulae

to strati�ed trial designs and provide guidance speci�cally for health researchers designing

trials in the intensive care setting.

Key �ndings from this research included the following:

• The parameters required for sample size calculations in the Australian and New

Zealand intensive care setting varied according to hospital type (tertiary compared

to metropolitan and rural).

• When clusters varied according to factors that a�ected the trial outcome, stratifying

the sample size formula by those factors led to a reduction in the number of clusters

required to detect a constant risk ratio, as compared with the unstrati�ed sample size

formula.

• Using data from the Australian and New Zealand Intensive Care Society Adult Patient

Database clinical registry, it was shown that the strati�ed sample size formula resulted

in trial designs that had reasonable (>80%) power to detect small e�ect sizes with

the available number of ICUs. Without strati�cation, it was not possible to design a

trial to detect the same e�ect size with the �nite number of available ICUs.

• The strati�cation in the sample size formula provided �exibility to adjust the required

number of ICUs from each stratum when the number of ICUs was limited in one

stratum.
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7.3 Overall discussion

The central aim of this thesis is to facilitate improvement in the understanding, design,

reporting and statistical methods used in CRXO trials. The key �ndings from this thesis

are that the statistical methods used for the sample size calculation and analysis of CRXO

trials rarely accounted appropriately for the CRXO design, and that reporting of the design

and analysis aspects unique to CRXO trials was frequently incomplete. In this section,

issues relating to facilitating improvement in these areas are discussed.

The �rst shortcoming identi�ed in this thesis is that the statistical methods employed

in CRXO trials rarely accounted appropriately for the design. Four possible explanations

for the use of inappropriate methods are: 1) limited understanding amongst health re-

searchers of the need to use specialist methods for the sample size calculation and analysis

of CRXO trials; 2) lack of recognition of the availability of existing sample size and analysis

methodology, and knowledge of how to implement these methods; 3) limited availability

of the typical magnitude of the parameters required to perform a sample size calculation,

and uncertainty in the meaning of the parameters; and 4) lack of appropriate sample size

calculation and analysis methodology. Each of these explanations is now considered.

Limited understanding of the components of variation induced by the CRXO design may

lead to the use of inappropriate methodology. The tutorials presented in this thesis aim

to assist health researchers in employing appropriate statistical methodology by increasing

their understanding of the design. The development of a CONSORT statement extension

for CRXO trials may increase researchers' recognition of the methodological requirements

for this design. While reporting guidelines aim to improve the reporting of trial results,

they can provide an awareness of the unique methodological aspects of a particular design,

which health researchers can consider in the planning process. The work presented in this

thesis underpins the development of a reporting guideline for CRXO trials (Chapter 4).

The use of inappropriate methods may also occur because health researchers are unaware

that methodology exists for CRXO trials. Statistical methods for performing sample size

calculations were �rst published in 2008 [26] and for analysis in 2007 [5][6], but the research

in this thesis indicates that these methods are rarely used in practice (Chapter 3). These

methods were published in journals whose target audience is biostatisticians, and may

therefore not reach the readership of health researchers. Also, health researchers may �nd

the literature inaccessible and be uncertain how to implement the published methods. The

publications presented in this thesis attempt to bridge the gap between statisticians and

health researchers by providing worked examples of the sample size formulae. Chapters 5

and 6 contain published Stata do-�les that calculate the required sample size and power for

a CRXO trial. In addition, an online application has recently become available to estimate

the design e�ect, power or variance for CRXO trial [33]. Additional publications illustrating

appropriate analysis methods, and the development of software packages that perform the

calculations, may facilitate increased use of appropriate methodology.

Limited understanding of the meaning of the parameters required by the sample size

formulae, and limited availability of estimates of the parameters, may lead to the use of
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inappropriate sample size methodology. In these scenarios, health researchers may choose

inappropriate estimates of the required parameters, or employ formulae appropriate for

di�erent trial designs, such as formulae for parallel-group cluster randomised designs. These

issues are addressed in multiple ways in this thesis. Parameter estimates are provided for

trials evaluating the e�ect of routine interventions on all-cause mortality in the Australian

and New Zealand intensive care setting. Proposed items to be included in the CONSORT

CRXO extension aim to achieve reporting of the values of parameters required for sample

size calculation. Finally, an understanding of the parameters in the sample size formulae

is essential, because the parameters are dependent on the characteristics of the individual

trial. This thesis provides guidance and worked examples of the steps required to obtain

appropriate estimates. In the absence of data or published estimates to inform trial design,

it is hoped that these measures will enable health researchers to determine a conservative,

but appropriate, sample size estimate.

A �nal explanation for the use of inappropriate methodology is that appropriate method-

ology had not been established for the trial design. Publications were identi�ed for inclu-

sion in the systematic review during 2014, and at that time, analysis methodology had

been published only for two-period two-group cross-sectional designs, for continuous and

binary outcomes [5][6][38]. For sample size calculations, only continuous outcomes had

been considered [26]. These methods were appropriate for many of the trials included in

the systematic review, yet almost none of these trials employed the published methods.

This suggests that even when appropriate methodology exists, other factors, such as those

discussed in the previous paragraphs, inhibit the use of these methods.

Many of the trials included in the systematic review used more complex designs than

those investigated in the published methodology. The design of these trials can provide

motivating examples for future methodological work. Indeed, two papers have recently ad-

dressed sample size calculation and analysis of designs with more than two periods [33][40].

The discussion of future methodological development is continued in the future work sec-

tion.

The second shortcoming identi�ed by this thesis is that the reporting of CRXO trials

is frequently incomplete. This is a common �nding across randomised controlled trials

[2][43][50][51][52][53]. The CONSORT statement and its extensions were developed to im-

prove the quality of reporting for randomised controlled trials. The work presented in this

thesis showed that there is a need for an extension to CRXO trials. Because no published

reporting guidelines exist for CRXO trials, the research presented in this thesis simulta-

neously i) proposed possible reporting items, and indicated areas where items may need

to be developed; and ii) used these proposed items to determine the need for a separate

guideline. The recommended next steps include setting up a consensus process, including

participants with relevant expertise, to decide upon the speci�c items and their wording

[42]. The CONSORT statement extension for CRXO trials is under development with the

�rst Delphi and consensus meeting having taken place in August 2018. The reporting items

proposed in this thesis informed the item development that took place in this meeting.

Despite the introduction of the CONSORT statement for parallel-group randomised
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trials and extensions, there has only been modest improvement in reporting quality and

reporting quality remains below an acceptable level [2][51][54]. Journal endorsement of

the CONSORT statement may improve reporting [55][56][57]. However, such improvement

may be minimal without the addition of editorial policies that require authors to comply

with the guidelines as a condition of publication [58]. In a review the online `Instruction

for Authors' in high impact medical journals, as few as 14% required authors to comply

with guidelines as a condition of publication [59]. To bring about improvement in reporting

quality, there remains an urgent need to evaluate strategies to encourage compliance with

reporting guidelines at both the level of the journal editors and the publication authors.

7.4 Future research

In addition to the recommendations for future research presented in each of the chapters,

the following suggestions are presented:

• The identi�ed characteristics of trials using the CRXO design can be used to inform

future methodological development. The work presented in this thesis found that

the following trial design aspects were common: three interventions, more than two

periods, periods of variable time length, and cohort designs. There has been limited

development and evaluation of analysis and sample size methods for such designs

[33][39][40].

• The performance of published methods for CRXO trials with small numbers of clus-

ters has not been extensively studied. The median number of clusters in CRXO trials

was 9 [IQR: 4�21]. Based on recommendations for parallel-group cluster randomised

trials, trials using either generalised estimating equation or generalised linear model

methodology with robust standard errors might be appropriate with at least 30 clus-

ters [30]. However, recent research in CRXO designs does not provide such clear-cut

recommendations. A random e�ects model may require more than 30 clusters [32],

but with generalised estimating equations a lesser number may su�ce [53]. The

recommendations for both analysis methods were based on results from numerical

simulations, and therefore further work is required to clarify the distinctions between

the simulations and results.

• There has been limited evaluation of methods used to determine the sample size for

CRXO trials [24][36][39]. Prior research suggests that caution needs to be exercised

when the endpoint event rates are low (less than 6%) [24]. This work was for an

unstrati�ed CRXO design however, further work is required to determine recommen-

dations for the strati�ed design.

• The tutorial publications presented in this thesis focussed on improving understand-

ing of the components of variation in the CRXO design and performing appropriate

sample size calculations. Tutorial publications that address the use of inappropriate

analysis methodology may also improve the use of appropriate statistical analyses for
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this design. As future methodological research establishes best practise for analysis,

tutorials may help translate this research into practice.

• Identi�cation of biases that may be unique to the CRXO design is warranted. Knowl-

edge of these biases can then allows health researchers to minimise the impact of the

biases when planning trials. As an example of bias introduced by the trial design,

consider a cross-sectional design where ICUs form the clusters and the intervention is

administered for the duration of participants' stay in ICU. A participant may stay in

the ICU across multiple periods, especially if admitted near the time of a pre-planned

crossover. The participant may initially receive one intervention, but still be staying

in the ICU when the intervention assigned to the cluster is switched. In this situation,

the participant could either continue to receive the initial intervention, or cross over

to the subsequent intervention. Both options have the potential to introduce bias,

and require further consideration. One strategy to minimise the possibility of this

situation occurring is to use an appropriate washout period between periods or to

exclude patients within a certain time period prior to the crossover, for example, the

�nal week of a one month period.

• It is important to evaluate the e�ectiveness of publications that aim to improve the use

of a trial design. Such evaluation provides opportunity to re�ne strategies that did not

result in improvement and increased use of strategies that did lead to improvement.

The research conducted for this thesis led to �ve publications that aimed to improve

the use of the CRXO design, and informed item development for a CONSORT state-

ment extension for CRXO trials. Once the CONSORT extension is complete, the

impact of this on the use of the CRXO design could be assessed by performing a sub-

sequent review. The method used to assess the quality of reporting in stepped-wedge

cluster randomised trials following the recently published CONSORT statement ex-

tension for stepped-wedge cluster randomised trials could be employed [60].

• The published papers from this thesis motivated the inclusion of the CRXO design

in the Cochrane handbook for systematic reviews of interventions. Further work is

needed to develop an extension for the Cochrane risk of bias tool to include the CRXO

design.

• This thesis focussed on the use of the CRXO design in trials that evaluate health

interventions. However the CRXO design could feasibly be used in other disciplines,

including agricultural and environmental sciences, social, behavioural and educational

sciences. While each discipline will face speci�c challenges when implementing the

design, accounting for the cluster randomisation and cross over aspects of the design

in the design and analysis stages will always be required. Therefore, investigation into

the use of the CRXO design in other disciplines may suggest strategies to overcome

the shortcomings found in health research. In particular, novel methods for sample

size calculation and analysis may already be in use in other disciplines, and the

appropriateness of methods currently used in health research may have been evaluated
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in other contexts. A broad cross discipline systematic review of methodology and

trials may therefore be of value.
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 1 

CRXO systematic review data extraction form 

Date: 15 May 2014 

The unit of analysis for the review is study or trial, not article. In many cases a study will be split into 

multiple articles, i.e. a protocol or design article, an article reporting the primary outcome(s), and 

many other articles reporting secondary outcomes. 

The primary outcome for the study will be defined from the following hierarchy: 

• The first primary outcome in the protocol document or first published paper for the study if 

there is no protocol document. 

• The outcome used for the sample size calculation. 

• The first outcome listed in the methods section of the abstract. 

Section 1: Study Identifiers 

Study ID  (Autocompleted) 

Is the article a protocol 
paper? 

0=No, 1=Yes 

First Author Surname String 

Publication Year Integer, 1946 to 2014 

Journal  Categorical 

Reviewer's initials Categorical 

Date of review Date 

Notes Not to be analysed 

 

Section 2: Full Text Screening 

Does the article report a research trial that used or planned to use a CRXO design which 

incorporated the following design elements (The article will only be marked for inclusion if “yes” is 

answered to all): 

Outcomes were measured on humans in a study 
or trial at either cluster or individual level. 

(0=No, 1=Yes, 2=Unclear) 

Allocation of the intervention was at cluster level 
(The allocation does not have to be at random). 

(0=No, 1=Yes, 2=Unclear) 

Each cluster received each intervention, or at 
least some clusters crossed over from one 
intervention to another (e.g. two-intervention-
four-sequence designs AA, AB, BA, BB). 

(0=No, 1=Yes, 2=Unclear) 

Each cluster received each intervention in a 
sequence over time, rather than concurrently in 
time. 

(0=No, 1=Yes, 2=Unclear) 
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 2 

Section 3: Title and Abstract  

Rationale: To assess how CRXO trials are identified in the title and abstract. 

Title  

Is the trial identified as a cluster randomised 
crossover trial in title? (note words ‘cluster’ and 
‘crossover’ must be used, placement of hyphens 
is unimportant)  

(0=No, 1=Yes) 

Abstract   

Is the trial identified as a cluster randomised 
crossover trial in abstract? (note words ‘cluster’ 
and ‘crossover’ must be used, placement of 
hyphens is unimportant)  

(0=No, 1=Yes) 

If no, copy verbatim from abstract how the unit 
of randomisation was described in the abstract 

TEXT 

If no, copy verbatim from abstract how the cross 
over of interventions was described in the 
abstract 

TEXT 

 

Section 4: Justification for the CRXO design 

Rationale: To understand why researchers are using the CRXO design and how they justify that 

decision. 

Why was the CRXO design chosen? For each of the following points enter (0=Not Discussed, 1=Yes, 

2=Unclear). Select as many points as apply. 

Justification given by authors for cluster 
randomisation 

 

Intervention can only act at the cluster level, and 
therefore impossible to randomise individually 
(e.g. if the intervention is an educational 
program for health care practitioners, or a 
program implemented publicly via radio or 
newspaper, the intervention will reach a group of 
people). 

(0=Not Discussed, 1=Yes, 2=Unclear) 
 

Practical/ethical/cost/administrative difficulties 
with randomising at an individual level. 

(0=Not Discussed, 1=Yes, 2=Unclear) 
 

Contamination likely between participants at the 
level of person/people delivering the 
intervention (e.g. an educational intervention 
may be delivered to health care practitioners, 
and it may impossible for them to only apply the 
intervention to some individuals in their care and 
not others. Therefore contamination would occur 
in an individually randomised trial).  
 

(0=Not Discussed, 1=Yes, 2=Unclear) 
 

Contamination likely between participants in a 
cluster (e.g. a behavioural intervention may be 

(0=Not Discussed, 1=Yes, 2=Unclear) 
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delivered to schools, and it may be impossible to 
prevent primary caregivers from exchanging 
experiences, thereby contaminating each arm of 
the trial in an individually randomised trial).  

To ensure intervention is fully delivered (if it is 
expected that compliance with the trial protocol 
will be reduced if members of a cluster were 
individually randomised) 

(0=Not Discussed, 1=Yes, 2=Unclear) 
 

Outcome data only available at cluster level (0=Not Discussed, 1=Yes, 2=Unclear) 
 

Other, specify TEXT 

  

Justification given by authors for crossover 
design 

 

Increased efficiency to overcome loss of power 
through randomising in clusters (i.e. the authors 
specifically cite a reduction in precision/power 
due to cluster randomisation or the ‘design 
effect’ as the reason for the crossover element).  

(0=Not Discussed, 1=Yes, 2=Unclear) 
 

Reduced efficiency in estimating the intervention 
effect due to a limited number of clusters 
available for inclusion in the trial (i.e. the authors 
cite the limited number of clusters as the reason 
for the crossover element). 

(0=Not Discussed, 1=Yes, 2=Unclear) 
 

Clusters are expected to have very different 
characteristics from each other (i.e. the authors 
cite that they expect or wish to allow for clusters 
being very different in characteristics which 
might affect the outcome, and wish to crossover 
so that each cluster ‘acts as own control’) 

(0=Not Discussed, 1=Yes, 2=Unclear) 

Other, specify TEXT 

 

Section 5: Trial Objectives  

Rationale: What are the levels of the primary objective being addressed with the CRXO trial? 

Copy verbatim objective or hypothesis from 
Introduction 

TEXT 

Is the primary objective at the cluster level, 
individual level, or both 
 

1. Cluster level 
2. Individual level 
3. Both 
4. Not stated 
5. Not clear, explain 
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 4 

Section 6: Population Details 

Rationale: What settings are CRXO trial being used in? 

Disease or domain under study  
(can select multiple) 

1. Cancer 
2. Cardiovascular 
3. Central nervous system/musculoskeletal 
4. Digestive/endocrine 
5. Nutritional and metabolic 
6. Gynaecology 
7. Pregnancy and birth 
8. Infectious diseases 
9. Mental health and behavioural conditions 
10. Pathological conditions 
11. Symptoms and signs 
12. Respiratory disease 
13. Urogenital 
14. Blood and immune system 
15. Ear and nose 
16. Eye 
17. General health 
18. Genetic disorders 
19. Injuries 
20. Accidents and wounds 
21. Mouth and dental 
22. Skin 
23. Other 

Country of trial (List all if 5 or less, otherwise 
state multinational) 

TEXT  

Setting (select one) 1. Primary care practices/health care clinics 
2. Communities/geographical areas 
3. Households/families 
4. Aged care facility  
5. Hospital 
6. Schools 
7. Workplaces 
8. Other,specify 
 

Do the methods define the cluster unit? (0=No, 1=Yes, 2=Description unclear) 

Clusters receiving intervention (select one) 1. Primary care practices (practice includes 
multiple health care professionals) 

2. Individual health professional 
3. Communities/Residential areas 
4. Households/families 
5. Hospital, specify unit/ward type 
6. Nursing home/aged care 
7. Schools 
8. Worksites 
9. Other, specify 

Additional comments about clusters receiving 
intervention 

TEXT 
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 5 

 

Section 7: Study Design 

Rationale: This section is intended to capture both the key design features of the published CRXO 

trial and how the design features are reported. 

An answer of “yes” means that the design aspect could be reconstructed from the information 

provided in the article. 

The number of participating clusters Integer, 99 = Not reported 

The number of periods Integer, 99 = Not reported 

The number of interventions  

 Intervention treatments (active 
interventions) 

Integer, 99 = Not reported 

 Control treatments (e.g. no treatment, 
usual care. Enter 0 if all interventions are 
active) 

Integer, 99 = Not reported 

List the different unique intervention sequences, 
(i.e. AB, BA; or AA, BB, AB, BA. Copy verbatim 
from text) 

TEXT 

Do the authors discuss how many interventions 
each participant will receive, i.e. if the 
participant can remain in cluster for longer than 
one period? 

(0=Not Discussed, 1=Yes, 2=Unclear) 

Is each period designed to include the same or 
different participants? (i.e. are measurements 
repeated or not repeated on participants?)  

(0=Same participants, 1=Different participants, 
2=Not Stated) 

Are there any other relevant design features that 
may lead to additional correlation within the 
outcomes? E.g. hierarchical designs where there 
is clustering at different levels; wards within 
hospitals, GPs within general practices. (copy 
verbatim from text) 

TEXT 

 

Section 8: Carry over 

Rationale: To describe whether the risk of carry over being is acknowledged and managed. 

Do the authors discuss the possibility of carry 
over of intervention effects between periods? 

(0=Not Discussed, 1=Yes, 2=Unclear),  
Page and paragraph number 

Do the methods detail how the risk of carry over 
effects will be minimised by the study design 
(e.g. washout period, different subjects in each 
period) 

(0=No, 1=Yes-Sufficient to replicate, 2=Yes-
Insufficient to replicate description, 3=NA-Carry 
over not possible) 
Copy in text verbatim on the details. 
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 6 

Section 9: Blinding, bias and consent 

Rationale: To understand how randomisation or allocation of interventions was performed, the risk 

of bias in CRXO trials, and the adequacy of reporting.  

An answer of “yes” means that the design aspect could be reconstructed from the information 

provided in the article. 

Allocation sequence  

Was the allocation sequence randomly 
generated? 
(Where random is taken to mean: random 
number table, computer random number 
generator, coin tossing, shuffling cards or 
envelopes, throwing a dice, drawing of lots, 
minimisation) 

(0=No, 1=Yes-Sufficient to replicate, 2=Yes-
Insufficient to replicate, 3=Unclear) 
 

Selection bias   

Research team  

Do the people allocating the intervention 
sequence to the clusters know what the 
intervention sequence is? (Allocation 
concealment) 

(0=No, 1=Yes, 2=Unclear) 
 

Do the people recruiting/identifying participants 
know which intervention sequence has been 
assigned to the cluster? 

(0=No, 1=Yes, 2=Unclear, 3=All participants 
recruited/identified before cluster 
randomisation) 

Can the people recruiting/identifying 
participants influence which people are 
recruited/identified for inclusion in the study? 

(0=No, 1=Yes, 2=Unclear) 
Provide text to justify judgement – e.g. 
participants are identified systematically from 
administrative data so identifier cannot influence 
inclusion. 

  

Individual participants   

Who provides consent for the individual 
participant to receive intervention? 
 
 

1. Individual. Consent is given by individual prior 
to intervention. 
 
2. Cluster level. Individual participant does not 
give consent for intervention and cannot opt out 
of intervention. Consent is given by cluster 
spokesperson.  
 
3. Opt out. Individual participant does not give 
consent for intervention. Intervention will be 
given unless participant opts out of intervention. 
Consent is given by cluster spokesperson.  
 
4. Delayed consent. Consent is obtained from 
individual or their next of kin to continue 
intervention, but intervention is initiated without 
individual consent. Initial consent is given by 
cluster spokesperson.  
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5. Other 
 
6. Unclear 
 

If the individual participant provides consent 
does the participant have knowledge of the 
intervention they will receive prior to 
consenting? 

(0=No, 1=Yes, 2=Unclear, 3=NA (if option 2)) 
 

Is the intervention concealed to participants 
during the study? (I.e. is the intervention 
blinded?) 

(0=No, 1=Yes, 2=Unclear) 
 

  

Consent for data collection  

Does consent for data collection occur at the 
cluster level, individual level, or is not required?  

(0=Not stated, 1=cluster, 2=individual, 3=not 
required, 4=Unclear) 

  

Performance bias  

Was the intervention concealed at cluster level 
(i.e. were health care professionals delivering 
intervention blind to the intervention)?  

(0=No, 1=Yes, 2=Unclear) 
 

  

Detection bias  

Were any patient, or individual level, reported 
outcomes collected (e.g. pain, depression)? 

(0=No, 1=Yes, 2=Unclear) 

If yes, list patient or individual level reported 
outcomes 

TEXT 

Were any subjective outcomes (e.g. clinician 
rated depression, condition specific mortality) 
collected by study personnel, clinicians, or 
outcome assessors (i.e. not reported by the 
individual level participant)?  

(0=No, 1=Yes, 2=Unclear) 

If yes, list which outcomes you considered 
subjective 

TEXT 

If yes, were the study personnel, clinicians, or 
outcome assessors who were assessing the 
subjective outcomes blind to the intervention 
assignment?  

(0=No, 1=Yes, 2=Unclear) 

 

  

108 APPENDIX A. ADDITIONAL FILE 1 ACCOMPANYING CHAPTER 2



 8 

Section 10: Intervention  

Rationale: To describe the type of interventions being used in CRXO  

Type of experimental intervention (select all that apply. 0=No, 1=Yes, 2 =Unclear) 

Educational/quality improvement interventions 
targeted at health care professionals (e.g., 

distribution of educational materials, outreach visits, audit 
and feedback) 

(0=No, 1=Yes, 2 =Unclear) 

Quality improvement interventions targeted at 
the organisation of health care or health delivery 
service (e.g., financial, shifting of professional roles, multi-

disciplinary teams, integration of services, changes in 
setting or equipment, home visits by nurses) 

(0=No, 1=Yes, 2 =Unclear) 

Participant health promotion or educational 
intervention (e.g., promotion of breastfeeding, smoking 

cessation intervention, decision aid, disease screening 
promotion) 

(0=No, 1=Yes, 2 =Unclear) 

Direct participant therapeutic intervention (e.g., 

experimental intervention includes drug/vaccine/vitamin 
supplement, insecticide spraying, surgery, testing of new 
clinical pathway – distinguish from indirect changes to 
patient therapies as a result of guideline adherence) 

(0=No, 1=Yes, 2 =Unclear) 

Other, specify TEXT 

Details of experimental intervention  TEXT 

 

Control intervention (select one) 1. Not reported 
2. No active intervention, i.e. usual care 
3. Minimal application for experimental 

intervention 
4. Placebo intervention 
5. Other active intervention 
6. Other, specify 

Details of control intervention  TEXT 
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Section 11: Sample size  

Rationale: To assess how sample size calculations are being performed and justified 

Correlation terminology: 

Indiviudual i, Cluster j, Period k 

Within-cluster within-period correlation: Corr(y_ijk, y_i'jk) 

Within-cluster between-period correlation: Corr(y_ijk, y_i'jk') 

For the questions which ask for a justification, these are yes/no questions, either a justification was 

provided or it was not. However the “unclear” option remains because circumstances may arise 

where it isn’t clear if the question applies. 

Was a sample size/power calculation presented?  (0=No, 1=Yes-Sufficient to replicate, 2=Yes-
Insufficient to be reproduced, 3=Unclear) 

Which outcome was the sample size calculation 
based on? 

TEXT 

What was the scale of the outcome? 1. Continuous 
2. Binary 
3. Categorical 
4. Count 
5. Time to event 
6. Other, specify 

Was there a justification for number of periods?  (0=No, 1=Yes, 2=Unclear) 
Page and paragraph number 

Was there a justification for number of clusters? (0=No, 1=Yes, 2=Unclear) 
Page and paragraph number 

Was there a justification for number of 
participants per cluster? 

(0=No, 1=Yes, 2=Unclear) 
Page and paragraph number 

Were equal (as opposed to unequal) cluster sizes 
assumed in the calculation?  

(0=Unequal, 1=Equal, 2=Unclear) 
Page and paragraph number 

Was the within-cluster within-period clustering 
taken into consideration in the calculation?  

(0=No, 1=Yes, 2=Unclear) 
Page and paragraph number 

Please provide additional details about the 
cluster level clustering if "within-cluster within-
period" does not capture the type of clustering  

TEXT 

If yes, what was the scale of the value? 1=correlation  
2=variance components 
3=design effect 
4=other, specify 

If yes, what was the value? Float 

If yes, what was the reference or source for the 
value for the ICC? (e.g. pilot study, previous 
published research, best guess, unpublished 
research)  

TEXT 

Was the within-cluster between-period 
clustering taken into consideration in the 
calculation?  

(0=No, 1=Yes, 2=Unclear)   
TEXT 
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Please provide additional details about the 
period level clustering if "within-cluster 
between-period" does not capture the type of 
clustering  

TEXT 

If yes, what was the scale of the value? 1=correlation  
2=variance 
3=other, specify 

If yes, what was the value? Float 

If yes, what was the reference/source of the 
value for the ICC? (e.g. pilot study, previous 
published research, best guess, unpublished 
research) 
 

TEXT 

If a reference or method was provided for the 
sample size calculation, provide the reference or 
details of the method (copy verbatim from 
article) 

TEXT 

Any additional comments? TEXT 

 

Section 12: Outcomes and Results 

Rationale: To describe the outcome measures being assessed with the CRXO design, and how they 

were being assessed. 

For the primary outcome from the study, and the first secondary outcome that is reported in the 

abstract that is of a different data type to the primary outcome, answer the following: 

Specify outcome (copy verbatim from text) TEXT 

Classify how the outcome was identified from 
the study: 

Primary outcome: 
1. First primary outcome in the protocol 
document or published article  
2. The outcome used for the sample size 
calculation 
3. The first outcome listed in the article abstract 
Secondary outcomes: 
4. First outcome reported in abstract that is of a 
different data type to the primary outcome 

What type of data is the outcome? (select one) 1=Continuous 
2=Binary 
3=Categorical 
4=Count 
5=Time to event 
6=Other, specify 

How was the statistical analysis concerning the 
intervention effect performed for the outcome? 
(copy verbatim from text) 

TEXT 

Was a justification given for the choice of 
analysis? (E.g. Was a justification given for why 
they chose a multilevel individual level approach 
rather than a cluster level approach) 

(0=No, 1=Yes, 2=Unclear) 
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What references were provided for the statistical 
analysis and/or justification of the analysis? 

TEXT 

  

Was the within-cluster within-period clustering 
accounted for in the analysis of the outcome? 

(0=No, 1=Yes, 2=Unclear) 
 

Please provide additional details about the 
cluster level clustering if "within-cluster within-
period" does not capture the type of clustering  

TEXT 

If yes, what was the scale of the clustering 
measure? 

1=ICC 
2=variance components 
3=coefficient of variation 
4=not reported 
5=other, specify 

If yes, what was the value of the clustering 
measure? 

99=Not reported 

Was the within-cluster between-period 
clustering accounted for in the analysis of the 
outcome? 

(0=No, 1=Yes, 2=Unclear) 

Please provide additional details about the 
period level clustering if "within-cluster 
between-period" does not capture the type of 
clustering  

TEXT 

If yes, what was the scale of the clustering 
measure? 

1=ICC 
2=variance components 
3=coefficient of variation 
4=not reported 
5=other, specify 

If yes, what was the value of the clustering 
measure? 

99=Not Reported 

Were any other levels of clustering accounted 
for in the analysis? (copy verbatim from text) 

TEXT 

Was the intervention effect adjusted for any 
covariates?  

(0=No, 1=Yes, 2=Unclear) 

If yes, were the covariates individual or cluster 
level?  

(1=Individual, 2=Cluster, 3=Both, 4=Unclear) 

If yes, was the adjustment performed at 
individual or cluster level?  

(1=Individual, 2=Cluster, 3=Both, 4=Unclear) 

Provide details covariate adjustment (copy 
verbatim from article) 

TEXT 
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Section 13: Baseline Characteristics (Table 1) 

Rationale: To describe how the baseline characteristics were summarised (Table 1).  

In the following table, select all statements that apply. 

By intervention (i.e. separate summaries for the 
control and the intervention groups)  (NA if same 
participants are included in both interventions) 

(0=No, 1=Yes, 2=NA) 

By period (i.e. separate summaries for each 
period for each intervention)  (NA if same 
participants are included in both periods) 

(0=No, 1=Yes, 2=NA) 

By cluster (I.e. a separate summary for each 
cluster)  

(0=No, 1=Yes) 

Other, specify TEXT 

 

What were the sizes of the analysed clusters? If the values are not reported directly, but can be 

calculated from the supplied data, then perform the calculation and enter that value. I.e. 834 

participants from 18 clusters gives a mean cluster size of 46. 

What was the mean cluster size overall? (99 = 
Not determinable) 

Float 

Was an indication provided for the variation in 
cluster size between clusters?  

(0=No, 1=Yes) 

If yes – copy text verbatim from article  

  

What was the mean cluster size in each 
intervention? (99 = Not determinable) 

 

 Intervention 1 (name:) Float,  

 Insert rows for each intervention  

  

What was the mean cluster size in each period? 
(99 = Not determinable) 

 

 Period 1 (name:) Float,  

 Insert rows for each intervention  

  

What was the mean cluster size in each 
intervention and period (ie in each cluster 
period)? (99 = Not determinable) 

 

 Period 1, Intervention 1 Float 

 Insert rows for each period and 
 intervention 

 

Were any other summary statistics of the cluster 
sizes provided in the article? (Copy text verbatim 
from article) (e.g. coefficient of variation, 
harmonic mean) 

TEXT 

Was an indication provided for the variation in 
cluster size over time? (e.g. between periods) 

(0=No, 1=Yes) 

If yes – copy text verbatim from article TEXT 
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Section 14: Missing data 

Rationale: To summarise whether missing data is being reported in the CRXO trials, and how the 

data is being accounted for in analyses 

Was missing data discussed in the article?  (0=No, 1=Yes) 

How was missing data reported? (copy verbatim 
from text) 

TEXT 

How did the authors account for missing data in 
the analysis? (copy verbatim from text) 

TEXT 

 

114 APPENDIX A. ADDITIONAL FILE 1 ACCOMPANYING CHAPTER 2



Appendix B

Supplementary data accompanying

Chapter 3 - Supplementary tables S1

to S4, Systematic review data

extraction form, Reference list of

included trials

115



Supplementary Tables 

 

Table S1: Summary of changes in methods from protocol methods  

 

Protocol method Deviation from protocol 

method 

Justification 

Inclusion criteria   

The trial was undertaken in 

humans; the allocation of the 

intervention was to clusters of 

individuals rather than 

individuals themselves; each 

cluster received each 

intervention in a sequence over 

time (conventional crossover 

design), or at least some clusters 

crossed over from one 

intervention to another (such as 

two- treatment-four-sequence 

designs AA, AB, BA, and BB) 

At least some clusters crossed 

each way between at least two 

interventions. 

 

Type of deviation: Addition 

The intervention sequence in a 

CRXO design is randomly 

ordered to control for period 

effects. Several extracted trials 

applied a pre-post design to all 

clusters or applied a pre-post 

design to some clusters and a 

control intervention to the 

remaining clusters in all 

periods.  

The intervention given in the 

one period was not deliberately 

intended by design to affect 

individuals in subsequent 

periods. 

 

Type of deviation: Addition 

Several extracted trials used 

designs where it was intended 

that the interventions in each 

intervention sequence would be 

compared separately, rather than 

pooled, to evaluate any ordering 

effects.  

Full text review   

Two reviewers will assess the 

full text articles. 

All eligible articles were double 

screened along with 20% of 

articles that were initially 

determined to be ineligible by 

SA 

Type of deviation: Amendment 

The number of located CRXO 

trials was much greater than we 

had anticipated and we did not 

have the resources available for 

all full text articles to be double 

screened. We therefore 

amended our process to reduce 

the number full text articles that 

were double screened, but 

placed greater emphasis in this 

process on making the correct 

decision regarding non-

inclusion of ineligible trials. 

Data extraction form Changes to data extraction were 

made after further piloting of the 

original data extraction form. 

See additional file 1. 

Type of deviation: Amendment 

After piloting the original data 

extraction form, changes were 

required to improve the clarity 

of the questions and to ensure 

that all data was extracted as 

intended in the original data 

extraction form. 

Data extraction   

Two reviewers will 

independently extract data using 

an electronic data extraction 

form developed for this review 

 

One author (SA) extracted data 

from all trials, and data from 

20% of the trials was 

independently double extracted 

by the co-authors. Three of the 

five authors (SA, JM, AF) 

reviewed the discrepancies 

arising from the double data 

The number of located CRXO 

trials was much greater than we 

had anticipated and we did not 

have the resources available for 

all articles to have double data 

extraction. 
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extraction, and discussed 

processes for further reviewing 

items where there was 

inconsistency. 
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Table S2: Country where the trial was conducted 

Country 
 N = 91 

n (%) 

USA 30 (33%) 

UK 10 (11%) 

The Netherlands 9 (10%) 

More than 1 country 5 (5%) 

Canada 5 (5%) 

Australia 4 (4%) 

France 4 (4%) 

China 2 (2%) 

Denmark 2 (2%) 

Germany 2 (2%) 

Sweden 2 (2%) 

Thailand 2 (2%)  

Austria 1 (1%) 

Belgium 1 (1%) 

Estonia 1 (1%) 

Finland 1 (1%) 

Greece 1 (1%) 

Kenya 1 (1%) 

New Zealand 1 (1%) 

Pakistan 1 (1%) 

South Korea 1 (1%) 

South Africa 1 (1%) 

Switzerland 1 (1%) 

Taiwan 1 (1%) 

Tanzania 1 (1%) 

Zambia 1 (1%) 
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Table S3: Type of randomised cluster 

Randomised cluster type 
 N = 91 

n (%) 

Hospital or ward 45 (49%) 

 ICU 19 

 Other wards 26 

Individual health care 

provider 
13 (14%) 

School or class 13 (14%) 

 Class or classroom 7 

 School 5 

 Group of students 1 

Emergency medical team 6 (7%) 

Primary care practice 4 (4%) 

Individual (mouth, muscles) 2 (2%) 

Dementia unit or facility 2 (2%) 

Aged care facility 2 (2%) 

Community or geographical 

area 
1 (1%) 

Household or family group 1 (1%)  

Workplace 1 (1%) 

Outpatient clinic 1 (1%) 

ICU: Intensive care unit 
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Table S4: Justifications for cluster randomised crossover designs by type of cluster randomised 

 
All cluster 

types 
Type of cluster randomised 

 

N total 

 

N = 91 

Hospital 

 

N = 45 

School 

 

N = 13 

Health care 

provider 

N=13 

Other1 

 

N=20 

Justifications      

Justification for cluster 

randomisation 
36 (40%) 22 (49%) 4 (31%) 3 (23%) 7 (35%) 

Justification for cross-over 38 (42%) 22 (49%) 5 (39%) 7 (54%) 4 (20%) 

Cluster randomisation N = 36 N = 22 N = 4 N = 3 N= 7 

Contamination likely between 

participants at the level of 

person/people delivering the 

intervention  

11 (31%) 4 (18%) 1 (25%) 3 (100%) 3 (43%) 

Contamination likely between 

participants in a cluster 
11 (31%) 8 (36%) 2 (50%) 0 1 (14%) 

Practical/ethical/cost/administrati

ve difficulties with randomising at 

an individual level 

11 (31%) 6 (27%) 2 (50%) 1 (33%) 2 (29%) 

Ensure the intervention is fully 

delivered  
5 (14%) 3 (14%) 0 0 2 (29%) 

Reflective of how the intervention 

will be applied in practice 
4 (11%) 3 (14%) 0 0 1 (14%) 

Control for cluster level variation 

or achieve a balance of cluster 

covariates across interventions 

3 (8%) 1 (5%) 1 (25%) 0 1 (14%) 

Intervention only acts at the 

cluster level, impossible to 

randomise individually  

2 (6%) 2 (9%) 0 0 0 

Maximise the number of 

participants 
1 (3%) 1 (5%) 0 0 0 

Ensure blinding of participants is 

possible  
1 (3%) 1 (5%) 0 0 0 

Accepted trial design for school 

based interventions 
1 (3%) 0 1 (25%) 0 0 

Cross over N = 38 N = 22 N = 5 N = 7 N = 4 
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Clusters expected to have 

different characteristics or to 

account for cluster level 

confounding  

27 (71%) 17 (77%) 4 (80%) 4 (57%) 2 (50%) 

Reduced efficiency in estimating 

the intervention effect due to a 

limited number of clusters 

available for inclusion in the trial 

5 (13%) 2 (9%) 1 (20%) 1 (14%) 1 (25%) 

Increased efficiency to overcome 

loss of power through 

randomising in clusters 

4 (11%) 2 (9%) 2 (40%) 0 0 

Control period to "act as own 

control" (with no further 

justification) 

5 (13%) 4 (18%) 0 1 (14%) 0 

Allow for within cluster 

comparison (with no further 

justification) 

1 (3%) 1 (5%) 0 0 0 

Increase power or precision (no 

further justification) 
4 (11%) 1 (5%) 0 2 (29%) 1 (25%) 

Increase participation 3 (8%) 2 (10%) 1 (20%) 0 0 

Reduce bias as each cluster 

contributes the same number of 

participants in each period 

2 (5%) 1 (5%) 0 0 1 (25%) 

Allay ethical concerns by 

ensuring the intervention is 

received by all clusters 

1 (3%) 1 (5%)  0 0 0 

Allow for blinding of the 

allocation sequence. Participants 

would not know when they were 

in the control period 

1 (3%) 0 0 1 (14%) 0 

Permit historical and concurrent 

controls for each cluster 
1 (3%) 1 (5%)  0 0 0 

1 Other cluster types include: Aged care facilities, dementia facilities, primary care practices, and outpatient 

facilities; households and geographic regions; and worksite departments, emergency responder teams, and individual 

patients (units receiving treatment were individual teeth or muscles). 
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Additional files 

Additional file 1: Data extraction form 

CRXO systematic review data extraction form 

Date: 16 December 2014 

Section 1: Study Identifiers 

Study ID  (Autocompleted) 

1.1 Is the article a 
protocol paper? 

0=No, 1=Yes 

1.1b Are there any 
other papers 
associated with this 
study? List 
references 

String 

1.2 First Author 
Surname 

String 

1.3 Publication Year Integer, 1946 to 2014 

1.5 Reviewer's initials Categorical 

1.6 Date of review Date 

1.7 Notes Not to be analysed 

 

The unit of analysis for the review is study or trial, not article. In many cases a study will be split into 

multiple articles, i.e. a protocol or design article, an article reporting the primary outcome(s), and many 

other articles reporting secondary outcomes. 

The primary outcome for the study will be defined from the following hierarchy: 

• The first primary outcome in the protocol document or first published paper for the study if 

there is no protocol document. 

• The outcome used for the sample size calculation. 

• The first outcome listed in the methods section of the abstract. 
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Section 2: Full Text Screening 

Does the article report a research trial that used or planned to use a CRXO design which incorporated 

the following design elements (The article will only be marked for inclusion if “yes” is answered to all): 

2.1 Outcomes were measured on humans in a 
study or trial at either cluster or individual 
level. 

(0=No, 1=Yes, 2=Unclear) 

2.2 Allocation of the intervention was at 
cluster level (The allocation does not have to 
be at random). 

(0=No, 1=Yes, 2=Unclear) 

2.3 Each cluster received each intervention, or 
at least some clusters crossed over from one 
intervention to another (e.g. two-
intervention-four-sequence designs AA, AB, 
BA, BB). 

(0=No, 1=Yes, 2=Unclear) 

2.4 Each cluster received each intervention in 
a sequence over time, rather than 
concurrently in time. 

(0=No, 1=Yes, 2=Unclear) 

2.5 At least some clusters crossed each way 

between at least two interventions (e.g. one 

cluster received AB and one cluster 

received BA) 

(0=No, 1=Yes, 2=Unclear) 

2.6 The intervention given in the one 

period was not deliberately intended by 

design to affect individuals in subsequent 

periods (e.g. interventions intended to 

change the prescribing behaviour of health 

care provider, where patients form the 

cluster) 

(0=No, 1=Yes, 2=Unclear) 
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Section 3: Title and Abstract  

Rationale: To assess how CRXO trials are identified in the title and abstract. 

Title  

Is the trial identified as a cluster 
randomised crossover trial in title? 
(note words ‘cluster’ and 
‘crossover’ must be used, 
placement of hyphens is 
unimportant)  

(0=No, 1=Yes) 

Abstract   

Is the trial identified as a cluster 
randomised trial in abstract? (note 
words ‘cluster’ must be used, 
placement of hyphens is 
unimportant)  

(0=No, 1=Yes) 

If no, copy verbatim from abstract 
how the unit of randomisation was 
described in the abstract 

TEXT 

Is the trial identified as a crossover 
trial in abstract? (note words 
‘crossover’ must be used, 
placement of hyphens is 
unimportant) 

(0=No, 1=Yes) 

If no, copy verbatim from abstract 
how the cross over of 
interventions was described in the 
abstract 

TEXT 
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Section 4: Justification for the CRXO design 

Rationale: To understand why researchers are using the CRXO design and how they justify that decision. 

Why was the CRXO design chosen? For each of the following points enter (0=Not Discussed, 1=Yes, 

2=Unclear). Select as many points as apply. 

Justification given by authors for cluster 
randomisation 

 

Intervention can only act at the cluster 
level, and therefore impossible to 
randomise individually (e.g. if the 
intervention is an educational program for 
health care practitioners, or a program 
implemented publicly via radio or 
newspaper, the intervention will reach a 
group of people). 

(0=Not Discussed, 1=Yes, 
2=Unclear) 
 

Practical/ethical/cost/administrative 
difficulties with randomising at an 
individual level. 

(0=Not Discussed, 1=Yes, 
2=Unclear) 
 

Contamination likely between participants 
at the level of person/people delivering 
the intervention (e.g. an educational 
intervention may be delivered to health 
care practitioners, and it may impossible 
for them to only apply the intervention to 
some individuals in their care and not 
others. Therefore contamination would 
occur in an individually randomised trial).  
 

(0=Not Discussed, 1=Yes, 
2=Unclear) 
 

Contamination likely between participants 
in a cluster (e.g. a behavioural 
intervention may be delivered to schools, 
and it may be impossible to prevent 
primary caregivers from exchanging 
experiences, thereby contaminating each 
arm of the trial in an individually 
randomised trial).  

(0=Not Discussed, 1=Yes, 
2=Unclear) 
 

To ensure intervention is fully delivered (if 
it is expected that compliance with the 
trial protocol will be reduced if members 
of a cluster were individually randomised) 

(0=Not Discussed, 1=Yes, 
2=Unclear) 
 

Outcome data only available at cluster 
level 

(0=Not Discussed, 1=Yes, 
2=Unclear) 
 

Other, specify TEXT 
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Justification given by authors for crossover 
design 

 

Increased efficiency to overcome loss of 
power through randomising in clusters 
(i.e. the authors specifically cite a 
reduction in precision/power due to 
cluster randomisation or the ‘design 
effect’ as the reason for the crossover 
element).  

(0=Not Discussed, 1=Yes, 
2=Unclear) 
 

Reduced efficiency in estimating the 
intervention effect due to a limited 
number of clusters available for inclusion 
in the trial (i.e. the authors cite the limited 
number of clusters as the reason for the 
crossover element). 

(0=Not Discussed, 1=Yes, 
2=Unclear) 
 

Clusters are expected to have different 
characteristics from each other or to 
account for cluster level confounding (i.e. 
the authors cite that they expect or wish 
to allow for clusters being very different in 
characteristics which might affect the 
outcome, and wish to crossover so that 
each cluster ‘acts as own control’) 

(0=Not Discussed, 1=Yes, 
2=Unclear) 

Other, specify TEXT 

 

Section 5: Trial Objectives  

Rationale: What are the levels of the primary objective being addressed with the CRXO trial? 

Copy verbatim objective or 
hypothesis from Introduction 

TEXT 
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Section 6: Population Details 

Rationale: What settings/conditions are CRXO trials being used in? 

Disease or domain under study  
(can select multiple) 

1. Cancer 
2. Cardiovascular 
3. Central nervous 
system/musculoskeletal 
4. Digestive/endocrine 
5. Nutritional and metabolic 
6. Gynaecology 
7. Pregnancy and birth and paediatrics 
8. Infectious diseases 
9. Mental health and behavioural 
conditions 
10. Pathological conditions 
11. Symptoms and signs 
12. Respiratory disease 
13. Urogenital 
14. Blood and immune system 
15. Ear and nose 
16. Eye 
17. General health / public health 
18. Genetic disorders 
19. Injuries 
20. Accidents and wounds 
21. Mouth and dental 
22. Skin 
23. Other 

Country of trial (List all if 5 or 
less, otherwise state 
multinational) 

TEXT  

Setting (select one) 1. Primary care practices/health care 
clinics 
2. Communities/geographical areas 
3. Households/families 
4. Aged care facility  
5. Hospital 
6. Schools 
7. Workplaces 
8. Other,specify 
 

List if setting is other TEXT 

Do the methods define the 
cluster unit? 

(0=No, 1=Yes, 2=Description unclear) 

Clusters receiving intervention 
(select one) 

1. Primary care practices (practice 
includes multiple health care 
professionals) 
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2. Individual health professional 
3. Communities/Residential areas 
4. Households/families 
5. Hospital, specify unit/ward type 
6. Nursing home/aged care 
7. Schools 
8. Worksites 
9. Other, specify 

If hospital, specify ward or unit TEXT 

If other, specify TEXT 

Additional comments about 
clusters receiving intervention 

TEXT 
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Section 7: Study Design 

Rationale: This section is intended to capture both the key design features of the published CRXO trial 

and how the design features are reported. 

An answer of “yes” means that the design aspect could be reconstructed from the information provided 

in the article. 

The number of participating clusters Integer, 99 = Not reported 

The number of periods Integer, 99 = Not reported 

The number of interventions  

 Intervention treatments 
(active interventions) 

Integer, 99 = Not reported 

 Control treatments (e.g. no 
treatment, usual care. Enter 0 
if all interventions are active) 

Integer, 99 = Not reported 

List the different unique intervention 
sequences, (i.e. AB, BA; or AA, BB, AB, 
BA.) 

TEXT 

Is a diagram included to describe 
design? 

(0=No, 1=Yes-complete, 
2=Yes-incomplete/unclear) 

Is each period designed to include the 
same or different participants in each 
period? (i.e. are measurements 
repeated or not repeated on 
participants?)  

(0=Same participants, 
1=Different participants, 
2=Mix of same and different 
participants, 3=Unclear)  

Do the authors discuss how many 
interventions each participant can 
receive, i.e. if the participant can 
remain in cluster for longer than one 
period or could be included again in a 
later period? 

(0=Not Discussed, 1=Yes, 
2=Unclear, 3=NA) 

If the study is designed to include 
different participants in each period, 
does the study design make it possible 
for participants to be included in more 
than one period?  

(0=No, 1=Yes, 2=Unclear) 

Describe why you think it is possible 
that participants are in more than one 
period 

TEXT 

Are there any other relevant design 
features that may lead to additional 
correlation within the outcomes? E.g. 
hierarchical designs where there is 
clustering at different levels; wards 
within hospitals, GPs within general 
practices. (copy verbatim from text) 

TEXT 

129



 

  

130 APPENDIX B. SUPPLEMENTARY DATA ACCOMPANYING CHAPTER 3



Section 8: Carry over 

Rationale: To describe whether the risk of carry over being is acknowledged and managed. 

Do the authors discuss the 
possibility of carry over of 
intervention effects between 
periods? 

(0=Not Discussed, 1=Yes, 
2=Unclear),  
Page and paragraph number 

Is a washout period included? (0=No and absence not 
explained, 1=Yes or absence 
explained, 2 = Not clear) 

Was carry over managed in any 
other way? 

(0=None listed, 1=Yes, text 
copied below) 

Copy verbatim other ways in which 
carry over was managed 

TEXT 

If carry over possible, assess the 
risk of carry over effects (select 
one) 
 

1=Unlikely 
2=Possible 
3=Likely 
4=Unclear 

Describe your rationale for the 
assessment of the risk of carry over 
in above question 

TEXT 
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Section 9: Blinding, selection bias and consent 

Rationale: To understand how randomisation or allocation of interventions was performed, the risk of 

bias in CRXO trials, and the adequacy of reporting.  

An answer of “yes” means that the design aspect could be reconstructed from the information provided 

in the article. 

Allocation sequence  

Was the allocation sequence 
randomly generated? 
(Where random is taken to mean: 
random number table, computer 
random number generator, coin 
tossing, shuffling cards or 
envelopes, throwing a dice, 
drawing of lots, minimisation) 

(0=No, 1=Yes-Sufficient to 
replicate, 2=Yes-Insufficient to 
replicate, 3=Unclear)  
 

Were any covariates used in the 
randomisation scheme? (ie 
stratification, minimisation, 
matching based on one or more 
covariates?) 

(0=None listed, 1=Yes, 2=Unclear) 

If yes, complete for each covariate 
used in sample size calculation 

 

Covariate name: 
(seccova_covname) 

Covariate level (1=individual, 
2=cluster, 3=both, 4=unclear): 
(seccova_level) 

  

Selection bias   

Research team  

Is the allocation sequence known 
to the people allocating the 
intervention sequence to the 
clusters? I.e. can particular 
intervention sequences be 
deliberately matched to the 
clusters? (Allocation concealment) 

(0=No, 1=Yes, 2=Unclear) 
 

Do the people 
recruiting/identifying participants 
know which intervention sequence 
has been assigned to the cluster? 

(0=No, 1=Yes, 2=Unclear, 3=NA-All 
participants recruited/identified 
before cluster randomisation, 
4=NA-no 
recruitment/identification takes 
place) 

Can the people 
recruiting/identifying participants 
influence which people are 
recruited/identified for inclusion in 

(0=No, 1=Yes, 2=Unclear) 
Provide text to justify judgement – 
e.g. participants are identified 
systematically from administrative 
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the study? data so identifier cannot influence 
inclusion. 

Provide text to justify judgement TEXT 

Individual participants   

Who provides consent for the 
individual participant to receive 
intervention? 
 
 

1. Individual. Consent is given by 
individual prior to intervention. 
 
2. Cluster level. Individual 
participant does not give consent 
for intervention and cannot opt 
out of intervention. Consent is 
given by cluster spokesperson.  
 
3. Opt out. Individual participant 
does not give consent for 
intervention. Intervention will be 
given unless participant opts out 
of intervention. Consent is given 
by cluster spokesperson.  
 
4. Delayed consent. Consent is 
obtained from individual or their 
next of kin to continue 
intervention, but intervention is 
initiated without individual 
consent. Initial consent is given by 
cluster spokesperson.  
 
5. Other 
 
6. Unclear 
 

Provide details if 'other' or 
‘unclear’ is selected 

TEXT 

If the individual participant (or 
other person on their behalf) 
provides consent, does the 
participant have knowledge of the 
intervention to be receive first, 
prior to consenting? I.e. can the 
participant choose to take part 
because of the intervention they 
will receive first? 

(0=No/unlikely, 1=Yes/possible, 
2=Unclear, 3=NA (if option 2)) 
 

Is the intervention concealed to 
participants during the study? (I.e. 
is the intervention blinded?) 

(0=No, 1=Yes, 2=Unclear) 
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Consent for data collection  

If the individual (or person on their 
behalf) does not provide consent, 
does consent for data collection 
occur at the cluster level, individual 
level, or is not required?  

(0=Not reported, 1=cluster, 
2=individual, 3=not required, 
4=Reported but unclear) 

  

Performance bias  

Was the intervention concealed at 
cluster level (i.e. were health care 
professionals delivering 
intervention blind to the 
intervention)?  

(0=No, 1=Yes, 2=Unclear) 
 

  

Detection bias  

Were any outcomes reported by 
the patient or individual collected 
(e.g. pain, depression)? (e.g. pain, 
depression)? 

(0=No, 1=Yes, 2=Unclear) 

If yes, list patient or individual level 
reported outcomes 

TEXT 

Were any subjective outcomes (e.g. 
clinician rated depression, 
condition specific mortality) 
collected by study personnel, 
clinicians, or outcome assessors 
(i.e. not reported by the individual 
level participant)?  

(0=No, 1=Yes, 2=Unclear) 

If yes, list which outcomes you 
considered subjective 

TEXT 

If yes, were the study personnel, 
clinicians, or outcome assessors 
who were assessing the subjective 
outcomes blind to the intervention 
assignment?  

(0=No, 1=Yes, 2=Unclear) 
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Section 10: Intervention  

Rationale: To describe the type of interventions being used in CRXO  

Type of experimental intervention (select all that apply. 0=No, 1=Yes, 2 =Unclear) 

Educational interventions that are targeted at health care 
professionals (e.g., distribution of educational materials, outreach visits, audit and 

feedback) 

(0=No, 1=Yes, 2 =Unclear) 

Quality improvement interventions targeted at the organisation of 
health care or health delivery service. The intervention is a new 
method for delivering or organising an existing health care service (e.g. 2 

week vs 4 week attending physician rotation with trainees (change in delivery of 
medical training), daily vs on demand radiographs for mechanically ventilated 
patients (change in delivery of routine procedure), rapid detection test vs culture test 
of screening for MRSA carriage on admission (change in method of performing 
routine screening), financial, shifting of professional roles, multi-disciplinary teams, 

integration of services, changes in setting or equipment.) Distinguish from 
interventions to assess the effectiveness of a method or service that is 
performed or delivered at the level of the health care provider. 

(0=No, 1=Yes, 2 =Unclear) 

Intervention is targeted at the health care professional to indirectly 
alter patient outcomes. The intervention involves a change in the 
practise or behaviour of the health care professional (e.g. gloving 

procedure during venipuncture, hand and forearm cleaning for surgery.) 
Distinguish from quality improvement interventions where the 
intervention is intended to change the process of delivery of an 
existing health care service. 

 

Intervention is targeted at the cluster environment rather than 
individuals within the cluster. The intervention indirectly affects the 
individuals within the cluster through changes in the environment. E.g. 

ward cleaning regime, air quality maintenance. 

 

Participant health promotion or educational intervention. 
Intervention is delivered directly to individual. (e.g., promotion of 

breastfeeding, smoking cessation intervention, decision aid, disease screening 
promotion) 

(0=No, 1=Yes, 2 =Unclear) 

Intervention is delivered directly to participants in the cluster (e.g. 

change in drug or drug regime within ward for a given health condition, music 
therapy, exercise program, vitamin supplementation, insecticide spraying) 

Direct participant therapeutic intervention) Distinguish from indirect changes 
to patient therapies as a result of guideline adherence or changes at level 
of those delivering the intervention. 

(0=No, 1=Yes, 2 =Unclear) 

Other, specify TEXT 

Details of experimental intervention  TEXT 

Control intervention (select one) 1. Not reported 
2. No active intervention, i.e. 

usual care 
3. Minimal application for 

experimental intervention 
4. Placebo intervention 
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5. Other active intervention 
6. Other, specify 

Specify if other: TEXT 

Details of control intervention  TEXT 

Section 11: Sample size  

Rationale: To assess how sample size calculations are being performed and justified 

Correlation terminology: 

Indiviudual i, Cluster j, Period k 

Within-cluster within-period correlation: Corr(y_ijk, y_i'jk) 

Within-cluster between-period correlation: Corr(y_ijk, y_i'jk') 

 

For the questions which ask for a justification, these are yes/no questions, either a justification was 

provided or it was not. However the “unclear” option remains because circumstances may arise where it 

isn’t clear if the question applies. 

Was a sample size/power calculation 
presented?  

(0=No, 1=Yes-Sufficient to replicate, 2=Yes-
Insufficient to be reproduced, 3=Unclear 
4=Reason given for no sample size calculation) 

If a reference or method was provided for the 
sample size calculation, provide the reference 
or details of the method (copy verbatim from 
article) 

TEXT 

Was there a justification for number of 
periods? Ie did the authors state why they used 
the number of periods. 

(0=No, 1=Yes, 2=Unclear, 3=Not justified but set 
by number available) 
 

Was there a justification for number of 
clusters? Ie did the authors state why they used 
the number of clusters, e.g. only 10 clusters 
available in region 

(0=No, 1=Yes, 2=Unclear, 3=Not justified but set 
by number available) 
 

Was there a justification for number of 
participants per cluster? Ie did the authors state 
why they used the number of participants, e.g. 
sample size calculation, all that were available 
in class. 

(0=No, 1=Yes, 2=Unclear, 3=Not justified but set 
by number available) 
 

Which outcome was the sample size calculation 
based on? 

TEXT 

What was the scale of the outcome? 1. Continuous 
2. Binary 
3. Categorical 
4. Count 
5. Time to event 
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6. Other, specify 

If "other" provide details TEXT 

Were equal (as opposed to unequal) cluster 
sizes assumed in the calculation?  

(0=Unequal, 1=Equal, 2=Unclear) 

Was the within-cluster within-period clustering 
taken into consideration in the calculation?  

(0=No, 1=Yes, 2=Unclear) 

Please provide additional details about the 
cluster level clustering if you selected unclear 
or if you feel that clustering was adequately 
accounted for but "within-cluster within-
period" does not capture the type of clustering 

TEXT 

If yes, what was the scale of the value? 1=correlation  
2=variance components 
3=design effect 
4=other, specify 

If other, specify TEXT 

If yes, what was the value? Float 

If yes, what was the reference or source for the 
value for the ICC? (e.g. pilot study, previous 
published research, best guess, unpublished 
research)  

TEXT 

Was the within-cluster between-period 
clustering taken into consideration in the 
calculation?  

(0=No, 1=Yes, 2=Unclear)   
TEXT 

Please provide additional details about the 
period level clustering if "within-cluster 
between-period" does not capture the type of 
clustering  

TEXT 

If yes, what was the scale of the value? 1=correlation  
2=variance 
3=other, specify 

If "other", please specify TEXT 

If yes, what was the value? Float 

If yes, what was the reference/source of the 
value for the ICC? (e.g. pilot study, previous 
published research, best guess, unpublished 
research) 
 

TEXT 

Were any covariates included in the sample size 
calculation?  

(0=No, 1=Yes, 2=Unclear) 

If yes, complete for each covariate used in 
sample size calculation 

 

Covariate name: 
(seccovc_covname) 

Covariate level (1=individual, 2=cluster, 3=both, 
4=unclear): 
(seccovc_level) 

Any additional comments? TEXT 

 

137



  

138 APPENDIX B. SUPPLEMENTARY DATA ACCOMPANYING CHAPTER 3



Section 12: Outcomes and Results 

Rationale: To describe the outcome measures being assessed with the CRXO design, and how they were 

being assessed. 

Complete this table for each of the following: 

• The primary outcome from the study (or outcome used in sample size or first outcome listed in 

article abstract methods or otherwise elsewhere in the abstract) 

• The first secondary outcome that is reported in the abstract that is of a different data type to 

the primary outcome 

• The first secondary outcome that is reported in the abstract that is of the same data type but 

analysed by a different method 

• The first secondary outcome that is reported in the article that is of a different data type or 

analysed by a different method 

Specify outcome (copy verbatim from text) TEXT 

Classify how the outcome was identified 
from the study: 

Primary outcome: 
1. First primary outcome in the protocol document 
or published article  
2. The outcome used for the sample size 
calculation 
3. The first outcome listed in the article abstract 
Secondary outcomes: 
4. First outcome reported in abstract/protocol that 
is of a different data type to the primary outcome 
5. First outcome reported in article that is of 
different data type or analysis  

What type of data is the outcome? (select 
one) 

1=Continuous 
2=Binary 
3=Categorical 
4=Count 
5=Time to event 
6=Other, specify 

If “other” describe TEXT 

How was the statistical analysis concerning 
the intervention effect performed for the 
outcome? (copy verbatim from text) 

TEXT 

Was a justification given for the choice of 
analysis? (E.g. Was a justification given for 
why they chose a multilevel individual level 
approach rather than a cluster level 
approach) 

(0=No, 1=Yes, 2=Unclear) 

What justification was given for the choice 
of analysis? Copy verbatim: 

TEXT 

What references were provided for the 
statistical analysis and/or justification of the 

TEXT 
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analysis? 

  

Was the within-cluster within-period 
clustering accounted for in the analysis of 
the outcome? 

(0=No, 1=Yes, 2=Unclear) 
 

Please provide additional details about the 
cluster level clustering if "within-cluster 
within-period" does not capture the type of 
clustering  

TEXT 

If reported, what was the scale of the 
clustering measure? 

1=ICC 
2=variance components 
3=coefficient of variation 
4=not reported 
5=other, specify 

If "other" please specify TEXT 

If yes, what was the value of the clustering 
measure? 

99=Not reported 

Was the within-cluster between-period 
clustering accounted for in the analysis of 
the outcome? 

(0=No, 1=Yes, 2=Unclear) 

Please provide additional details about the 
period level clustering if "within-cluster 
between-period" does not capture the type 
of clustering  

TEXT 

If reported, what was the scale of the 
clustering measure? 

1=ICC 
2=variance components 
3=coefficient of variation 
4=not reported 
5=other, specify 

If "other" please specify  

If yes, what was the value of the clustering 
measure? 

99=Not Reported 

Were any other levels of clustering 
accounted for in the analysis? (copy 
verbatim from text, e.g. repeated 
measurements on the same participant in a 
period) 

TEXT 

Was the intervention effect adjusted for any 
covariates? 

(0=No, 1=Yes, 2=Unclear) 

Complete for each covariate used in 
analysis: 

 

Covariate name: 
(seccovb_covname) 

Which level is the covariate measured at: 
(1=individual, 2=cluster, 3=both, 4=unclear): 
(seccova_measlevel) 
 
Which level was the adjustment performed 
at:(1=individual, 2=cluster, 3=both, 4=unclear): 
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(seccova_analysislevel) 

Provide details covariate adjustment (copy 
verbatim from article) 

TEXT 

Were the covariates used in randomisation 
included in the analysis? 

(0=No, 1=Yes, 2=NA-none used in randomisation, 
3=Unclear) 

Any additional comments? TEXT 

 

Section 13: Baseline Characteristics (Table 1) 

Rationale: To describe how the baseline characteristics were summarised (Table 1).  

In the following table, select all statements that apply. 

By intervention (i.e. separate 
summaries for the control and the 
intervention groups)  (NA if same 
participants are included in both 
interventions) 

(0=No, 1=Yes, 2=NA) 

By period (i.e. separate summaries 
for each period for each 
intervention)  (NA if same 
participants are included in both 
periods) 

(0=No, 1=Yes, 2=NA) 

By cluster (I.e. a separate summary 
for each cluster)  

(0=No, 1=Yes) 

By intervention sequence (I.e. a 
separate summary for each unique 
sequence of interventions) 

(0=No, 1=Yes) 

By total (I.e. a total summary for all 
participants)  

(0=No, 1=Yes) 

Other, specify TEXT 

 

Were the covariates used for 
randomisation reported in Table 1 
(or a separate table)? 

0=No, 1=Yes-some, 2=Yes-all, 
3=NA, 4=Unclear, 5=No table 1 

Were the covariates used for the 
sample size reported in Table 1 (or 
a separate table)? 

0=No, 1=Yes-some, 2=Yes-all, 
3=NA, 4=Unclear, 5=No table 1 

Were the covariates used for 
analysis reported in Table 1 (or a 
separate table)? 

0=No, 1=Yes-some, 2=Yes-all, 
3=NA, 4=Unclear, 5=No table 1 

 

141



What were the sizes of the analysed clusters? If the values are not reported directly, but can be 

calculated from the supplied data, then perform the calculation and enter that value. I.e. 834 

participants from 18 clusters gives a mean cluster size of 46. 

What was the mean number of 
participants in the cluster period? If 
multiple measurements are taken on 
each participant, report mean number 
of participants, not measurments.  (99 = 
Not determinable) 

Float 

Was an indication provided for the 
variation in cluster size between 
clusters?  

(0=No, 1=Yes, 2= No 
variation) 

If yes – copy text verbatim from article TEXT 

Were any other summary statistics of 
the cluster sizes provided in the article? 
(Copy text verbatim from article) (e.g. 
coefficient of variation, harmonic mean) 

TEXT 

Was an indication provided for the 
variation in cluster size over time? (e.g. 
between periods) 

(0=No, 1=Yes, 2 = No 
variation) 

If yes – copy text verbatim from article TEXT 

 

Section: Missing data 

Rationale: To summarise whether missing data is being reported in the CRXO trials, and how the data is 

being accounted for in analyses 

Was missing data discussed in 
the article?  

(0=No, 1=Yes, 2= Unlikely to be 
missing data) 

How was missing data reported? 
(summarize, eg in text, diagram, 
poorly described, unclear): (copy 
verbatim from text) 

TEXT 

How did the authors account for 
missing data in the analysis? 
(copy verbatim from text) 

TEXT 
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Additional file 2: Reference list of trials included in systematic review 
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Search strategies 

Ovid MEDLINE search 

CROSS OVER TERMS 

1. (cross-over or cross?over or "cross* over").tw. 

2. (switch-over or switch?over or "switch* over" or switch-back or switch?back or "switch* back" or 

switched).tw. 

3. ((change-over or change?over or "change* over") not ((change-over or change?over or "change* 

over") adj1 time)).tw. 

4. (ab*ba* adj3 design*).tw. 

5. exp Cross-Over Studies/ 

6. 1 or 2 or 3 or 4 or 5 

 

CLUSTER ALLOCATION TERMS 

7. ((unit$1 or school$1 or hospital$1 or cluster* or region$1 or ward* or practice* or communit* or 

population* or facility or facilities or practitioner*) adj15 random*).tw. 

8. ((unit$1 or school$1 or hospital$1 or cluster* or region$1 or ward* or practice* or communit* or 

population* or facility or facilities or practitioner*) adj15 interven*).tw. 

9. ((group* adj random*) or (group* adj interven*)).tw. 

10. 7 or 8 or 9 

 

HUMANS ONLY 

11. Humans/ 

12. Animals/ 

13. 12 not 11 

 

COMBINE CONCEPTS 

14. 6 and 10 

15. 14 not 13 

 

PubMed search 

 

CROSS OVER TERMS 
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1. "cross-over"[tiab] OR crossover[tiab] OR "cross over" [tiab] OR "crossed over"[tiab]  

2. "switch-over"[tiab] OR switchover[tiab] OR "switch over"[tiab] OR "switch-back"[tiab] OR 

switchback[tiab] OR "switch back"[tiab] OR switched[tiab]  

3. (change-over[tiab] OR changeover[tiab] OR "change over"[tiab] OR "changed over"[tiab] OR 

"changes over"[tiab]) not ("change-over time"[tiab] OR "changeover time"[tiab] OR "change over 

time"[tiab] OR "changed over time"[tiab] OR "changes over time"[tiab]) 

4. ab*ba[tiab]  

5. Cross-Over Studies[mh] 

6. #1 OR #2 OR #3 OR #4 OR #5 

 

CLUSTER ALLOCATION TERMS 

7. (cluster-randomi*[tiab] OR “cluster randomised”[tiab] OR “cluster randomized”[tiab] OR “cluster 

randomization”[tiab] OR “cluster randomisation”[tiab])  

 

HUMANS ONLY 

8. (Animals[mh] NOT Humans[mh]) 

 

COMBINE CONCEPTS 

9. #6 AND #7 

10.#9 NOT 8 

11.#10 NOT MEDLINE[sb] 

 

EMBASE search via embase.com 

 

CROSS OVER TERMS 

1. (cross-over or crossover or "cross over" or "crosses over" or "crossed over" or "crossing 

over"):ti:ab 

 

2. (switch-over or switchover or "switch over" or "switches over" or "switched over" or switch-back 

or "switchback" or "switch back" or "switches back" or "switched back" or switched):ti:ab 

 

3. ((change-over or changeover or "change over" or "changes over" or "changed over") not ((change-

over or changeover or "change over" or "changes over" or "changed over") near/1 time)):ti:ab 
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4. (abba near/3 design):ti:ab or (abba near/3 designs):ti:ab 

 

5. “crossover procedure”/exp 

 

6. #1 or #2 or #3 or #4 or #5 

 

CLUSTER ALLOCATION TERMS 

7. ((unit or units or school or schools or hospital or hospitals or cluster or clusters or region or 

regions or ward or wards or practice or practices or community or communities or population or 

populations or facility or facilities or practitioner or practitioners) near/15 (random or randomly or 

randomise or randomize or randomised or randomized or randomises or randomizes or 

randomisation or randomization)):ti:ab 

 

8. ((unit or units or school or schools or hospital or hospitals or cluster or clusters or region or 

regions or ward or wards or practice or practices or community or communities or population or 

populations or facility or facilities or practitioner or practitioners) near/15 (intervene or intervention 

or interventions)):ti:ab 

 

9. ((group or groups or grouped) near/1 (random or randomly or randomise or randomize or 

randomised or randomized or randomises or randomizes or randomisation or randomization)):ti:ab 

or ((group or groups or grouped) near/1 (intervene or intervention or interventions)):ti:ab 

 

10. #7 or #8 or #9 

 

HUMANS ONLY 

11. ‘animal’ not ‘human’ 

 

COMBINE CONCEPTS 

12. #6 and #10 

13. #12 not #11 

14. #13 not ‘medline’ 

 

CINAHL Plus search 
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CROSS OVER TERMS 

1. TI ( ("cross-over" or "cross?over" or "cross* over") ) OR AB ( ("cross-over" or "cross?over" or 

"cross* over") ) 

2. TI ( ("switch-over" or "switch?over" or "switch* over" or "switch-back" or "switch?back" or 

"switch* back" or switched) ) OR AB ( ("switch-over" or "switch?over" or "switch* over" or "switch-

back" or "switch?back" or "switch* back" or switched) ) 

3. TI ( (("change-over" or "change?over" or "change* over") not (("change-over" or "change?over" or 

"change* over") n1 time)) ) OR AB ( (("change-over" or "change?over" or "change* over") not 

(("change-over" or "change?over" or "change* over") n1 time)) ) 

4. TI (ab*ba* n3 design*) OR AB (ab*ba* n3 design*) 

5. (MH "Crossover Design")  

6. S1 or S2 or S3 or S4 or S5 

 

CLUSTER ALLOCATION TERMS 

7. TI ( ((unit or units or school or schools or hospital or hospitals or cluster or clusters or region or 

regions or ward or wards or practice or practices or community or communities or population or 

populations or facility or facilities or practitioner or practitioners) n15 random*) ) OR AB ( ((unit or 

units or school or schools or hospital or hospitals or cluster or clusters or region or regions or ward 

or wards or practice or practices or community or communities or population or populations or 

facility or facilities or practitioner or practitioners) n15 random*) ) 

 

8. TI ( ((unit or units or school or schools or hospital or hospitals or cluster or clusters or region or 

regions or ward or wards or practice or practices or community or communities or population or 

populations or facility or facilities or practitioner or practitioners) n15 interven*) ) OR AB ( ((unit or 

units or school or schools or hospital or hospitals or cluster or clusters or region or regions or ward 

or wards or practice or practices or community or communities or population or populations or 

facility or facilities or practitioner or practitioners) n15 interven*) ) 

 

9. TI ( ((group* n1 random*) or (group* n1 interven*)) ) OR AB ( ((group* n1 random*) or (group* n1 

interven*)) ) 

 

10. S7 or S8 or S9 

 

HUMANS ONLY 

11. (MH "Human")  

12. (MH "Animals")  
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13. S12 not S11 

 

COMBINE CONCEPTS 

14. S6 and S10 

15. S14 not S13 

16. Exclude MEDLINE 
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Table S1: Country where the trial was conducted 

Country 
n (%) 

(N = 83) 

USA 29 (35%) 

UK 10 (12%) 

The Netherlands 8 (10%) 

Canada 5 (6%) 

More than 1 country 3 (4%) 

Australia 3 (4%) 

France 3 (4%) 

China 2 (2%) 

Denmark 2 (2%) 

Germany 2 (2%) 

Sweden 2 (2%) 

Austria 1 (1%) 

Belgium 1 (1%) 

Estonia 1 (1%) 

Finland 1 (1%) 

Greece 1 (1%) 

Kenya* 1 (1%) 

Pakistan 1 (1%) 

South Korea 1 (1%) 

South Africa 1 (1%) 

Switzerland 1 (1%) 

Taiwan 1 (1%) 

Tanzania* 1 (1%) 

Thailand* 1 (1%)  

Zambia* 1 (1%) 

* Developing countries as classified by the International Monetary Fund, 2015 
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Table S2: Type of randomised cluster 

Randomised cluster type 
n (%) 

(N = 83) 

Hospital or ward 40 (48%) 

 ICU 17 

 Other wards 23 

Individual health care 

provider 
13 (16%) 

School or class 11 (13%) 

 Class or classroom 7 

 School 3 

 Group of students 1 

Emergency medical team 6 (7%) 

Primary care practice 3 (4%) 

Individual (mouth, 

muscles) 
2 (2%) 

Dementia unit or facility 2 (2%) 

Aged care facility 2 (2%) 

Community or 

geographical area 
1 (1%) 

Household or family group 1 (1%)  

Workplace 1 (1%) 

Outpatient clinic 1 (1%) 

ICU: Intensive care unit 
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Appendix D

Blog article accompanying Chapter 4

- A call for cluster randomized

cross-over trial reporting guidelines
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A call for cluster randomized cross-over
trial reporting guidelines - On Medicine

Sarah Arnup & Joanne McKenzie 7 Dec 2016

When asking a research question, you need to ensure the trial design you choose is
the most appropriate for that particular question. All have particular benefits and
pitfalls that need to be considered and addressed when it comes to reporting. The
cluster randomized cross-over trial is one of these potential choices and here,
Sarah Arnup and Joanne McKenzie discuss their research into the reporting of
this trial design, published today in Trials, and highlight the need for a CONSORT
extension.

Depending on your research question, a cluster randomised cross-over trial might
be the best choice but what should you ensure to cover during reporting?

Geralt

To be able to determine whether a healthcare intervention is effective, we need
randomized trials that are appropriately designed and conducted. But, appropriate
design and conduct of a trial in and of itself is not enough.

The trial’s methods, conduct and results need to be comprehensively reported to
convince others of the validity of the results, allow replication of the trial
methodology, and the incorporation of the results in synthesis products such as
meta-analysis.
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Benefits and pitfalls of the cluster randomized cross-over
trial design

The cluster randomized cross-over (CRXO) design provides an exciting
opportunity to evaluate interventions in settings where cluster
randomization is required, but a parallel group cluster randomized
design is not feasible…

The cluster randomized cross-over (CRXO) design (see here and here) provides an
exciting opportunity to evaluate interventions in settings where cluster
randomization is required, but a parallel group cluster randomized design is not
feasible because the number of required clusters is prohibitively large.

In a CRXO trial, schools, hospitals or other groups of individuals (“clusters”) are
assigned to a sequence of interventions. This design differs to a parallel group
cluster randomized design where each cluster is assigned to just one intervention.
The CRXO design incorporates a cross-over of interventions at the level of the
cluster.

The cross-over aspect means that the interventions are compared within cluster,
and hence the between cluster variation is removed from the estimate of the
difference between the interventions. As a result, the design generally requires
fewer participants than the parallel group cluster randomised design.

While the CRXO design has the potential benefit of requiring fewer participants,
the design is not always appropriate for evaluating interventions (e.g. where it is
not possible to ‘remove’ an intervention, such as an educational intervention
targeted at clinicians within a hospital); has greater potential for bias than other
designs (e.g. through carry-over effects, identification/recruitment of participants
into the trial); and, has more complexity in the sample size calculations and
statistical methods.

But there’s huge room for improvement when it comes to reporting

Our previous research found that in a cohort of CRXO trials, appropriate
statistical methods for sample size calculations and statistical analyses were rarely
used.

In our paper published today in Trials, we examined the completeness of
reporting of CRXO trials, and found that they are not well reported. Specifically:

The justification for using the design was infrequently stated.

Inconsistent language was used in the title and abstract to describe the trial
design. As a result, many CRXO trials may not be indexed appropriately in
electronic databases.
The justification for using the design was infrequently stated. This
information is essential to determine if the CRXO design is best suited to
address the research question.
The potential for carryover was infrequently discussed. Clear reporting of the
method used to reduce the risk of carryover is required to allow readers to
assess the risk of bias to the intervention effect arising from the potential
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carryover.
A justification for the sample size was presented in only half of the trials, and
incomplete reporting of the sample size calculation within those trials was
common. Clear sample size reporting is important for replicability,
transparency and ethical reasons.
Reporting of which researchers and participants were aware of the allocated
interventions was incomplete. The trial is at risk of selection bias (a
systematic difference in the characteristics of the groups of individuals that
are compared between interventions) if: the person assigning the
intervention sequences to clusters is aware of the intervention sequence; the
person responsible for recruiting participants knew which intervention
sequence had been assigned to the cluster; or individuals within a cluster are
aware of the cluster allocation before giving consent.

A justification for the sample size was presented in only half of the
trials, and incomplete reporting of the sample size calculation within
those trials was common.

Our findings are not unsurprising; they are aligned with a large body of evidence
that has consistently demonstrated sub-optimal reporting of randomized trials
(see here, here and here).

However, there is evidence to suggest that reporting guidelines improve the
completeness of reporting.

What next for cluster randomized cross-over trial reporting?

A potential explanation for the incomplete reporting in the case of CRXO trials is
that there are no reporting guidelines that address the unique features of this
design.

As part of our research, we therefore proposed reporting items for the CRXO trial
design. We based our proposed items on the 2012 cluster randomized trials
extension to the CONSORT statement  and relevant items that have been proposed
for reporting a related design, the stepped wedge design.

A potential explanation for the incomplete reporting in the case of
CRXO trials is that there are no reporting guidelines that address the
unique features of this design.

The results of our study highlight the need for a CONSORT extension for CRXO
trials, with the items proposed in our paper providing the starting point for such
an extension. However, even with such an extension, there is no guarantee that
these guidelines will be used.

This raises the broader question, how do we get researchers to use reporting
guidelines? While there is some evidence to suggest that journal endorsement of
the CONSORT Statement improves adherence to reporting guidelines, reporting is
still below acceptable levels. Research on the barriers and enablers to appropriate
reporting would be valuable, as would evaluations of interventions to improve
design, conduct and reporting of randomized trials.

View the latest posts on the On Medicine homepage
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Appendix E

Additional �les accompanying

Chapter 5 - Sample size Stata do �les

for continous and binary outcomes

Stata do �le for continous outcomes sample size calculation

version 13

clear all

set more off

*** INPUT PARAMETERS ***

****************************************************************************

local rho = 0.032 // <--- INPUT Estimate of the within-cluster

within-period correlation

local eta = 0.028 // <--- INPUT Estimate of the within-cluster

between-period correlation

local sigma_t = 1.2 // <--- INPUT Estimate of standard deviation

of outcome data

local m = 200 // <--- INPUT number of patients

PER CLUSTER-PERIOD

local diff = 0.1 // <--- INPUT treatment difference

local za = 1.96 // Type I error rate 5%

(To replicate paper values, set to 1.96)
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local zb = 0.84 // Power 80%

(To replicate paper values, set to 0.84)

/*

local za = invnormal(0.975) // Type I error rate 5%

local zb = invnormal(0.8) // Power 80%

*/

****************************************************************************

* CALCULATIONS

* Individually Randomised Controlled Trial

local irct = 2 * (`za'+`zb')^2 * ///

( (2*(`sigma_t')^2) / (`diff')^2 ) * (1-`rho')

local irct_clusters = `irct' / `m'

* Cluster Randomised Controlled Trial

local crct = 2 * (`za'+`zb')^2 * ///

( (2*(`sigma_t')^2) / (`diff')^2 ) * (1+(`m'-1)*`rho') + 2*`m'

local crct_clusters = `crct' / `m'

* Cluster Randomised Crossover Trial

local crxo = 2 *(`za'+`zb')^2 * ///

( (2*(`sigma_t')^2) / (`diff')^2 ) ///

* (1+(`m'-1)*`rho'-`m'*`eta') + 4*`m'

local crxo_clusters = `crxo' / (2 * `m')

****************************************************************************

* OUTPUT

* Individually Randomised Controlled Trial

* Number of required individuals:

di ceil(`irct')

* Number of required clusters:

di ceil(`irct_clusters')
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* Cluster Randomised Controlled Trial

* Number of required individuals:

di ceil(`crct')

* Number of required clusters:

di ceil(`crct_clusters')

* Cluster Randomised Crossover Trial

* Number of required individuals:

di ceil(`crxo')

* Number of required clusters:

di ceil(`crxo_clusters')

exit
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Stata do �le for binary outcomes sample size calculation

version 13

clear all

set more off

****************************************************************************

*** INPUT PARAMETERS ***

****************************************************************************

local rho = 0.011 // <--- INPUT Estimate of the within-cluster

within-period correlation

local eta = 0.008 // <--- INPUT Estimate of the within-cluster

between-period correlation

local m = 1200 // <--- INPUT number of patients

PER CLUSTER-PERIOD

local p1 = 0.089 // <--- INPUT event rate for treatment 1

local p2 = 0.074 // <--- INPUT event rate for treatment 2

local za = 1.96 // Type I error rate 5%

(To replicate paper values, set to 1.96)

local zb = 0.84 // Power 80%

(To replicate paper values, set to 0.84)

/*

local za = invnormal(0.975) // Type I error rate 5%

local zb = invnormal(0.8) // Power 80%

*/

****************************************************************************

* CALCULATIONS

* Individually Randomised Controlled Trial

local irct = 2 * (`za'+`zb')^2 * ///

( (`p1'*(1-`p1') + `p2'*(1-`p2')) / (`p1'-`p2')^2 ) * (1-`rho')

local irct_clusters = `irct' / `m'

* Cluster Randomised Controlled Trial

local crct = 2 * (`za'+`zb')^2 * ///
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( (`p1'*(1-`p1') + `p2'*(1-`p2')) / (`p1'-`p2')^2 ) ///

* (1+(`m'-1)*`rho') + 2*`m'

local crct_clusters = `crct' / `m'

* Cluster Randomised Crossover Trial

local crxo = 2 *(`za'+`zb')^2 * ///

( (`p1'*(1-`p1') + `p2'*(1-`p2')) / (`p1'-`p2')^2 ) ///

* (1+(`m'-1)*`rho'-`m'*`eta') + 4*`m'

local crxo_clusters = `crxo' / (2 * `m')

****************************************************************************

* OUTPUT

* Individually Randomised Controlled Trial

* Number of required individuals:

di ceil(`irct')

* Number of required clusters:

di ceil(`irct_clusters')

* Cluster Randomised Controlled Trial

* Number of required individuals:

di ceil(`crct')

* Number of required clusters:

di ceil(`crct_clusters')

* Cluster Randomised Crossover Trial

* Number of required individuals:

di ceil(`crxo')

* Number of required clusters:

di ceil(`crxo_clusters')

exit
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Appendix F

Supplementary material

accompanying Chapter 6 -

Appendices I to IV, Stata ado �le
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Appendix I: This appendix was part of the submitted manuscript and has been peer reviewed. It is 

posted as supplied by the authors. 

 

Unstratified sample size formula for risk ratio in cluster randomised crossover trials  

The number of ICUs required to detect a risk ratio (RR) with power 1-β between two interventions with 

significance level α, is: 

 

𝑁𝐼𝐶𝑈 =
(𝑧𝛼/2+𝑧𝛽 )

2

log(𝑅𝑅) 2

𝑝̅(1−𝑝̅)

𝑝𝐴
2

(1+ 𝑅𝑅2 )

𝑅𝑅2  𝑛ℎ
( 1 + (𝑛ℎ − 1)𝜌 −

(2 𝑅𝑅  𝑛ℎ)

(1+ 𝑅𝑅2 )
𝜂)    Equation 1 

 

where 𝑧𝛼/2  and  𝑧𝛽 are the standard normal values corresponding to the upper tail probabilities of α/2 

and β, respectively; RR =  
𝑝𝐵

𝑝𝐴
 is the specified risk ratio, where 𝑝𝐴 and 𝑝𝐵 are the outcome rates for arms 

A and B respectively; 𝑝̅ = 0.5 (𝑝𝐴 +  𝑝𝐵); 𝜌 is the within-cluster within-period correlation; 𝜂 is the 

within-cluster between-period correlation; and 𝑛ℎ = 𝑚/∑
1

𝑛𝑖

𝑚
𝑖=1  is the harmonic mean ICU size, where 

𝑚 is the number of ICUs used in the calculation and 𝑛𝑖 is the number of admissions in ICU i. 

 

Unstratified sample size formula for risk ratio in parallel-group cluster randomised trials  

The number of ICUs required to detect a risk ratio (RR) with power 1-β between two interventions with 

significance level α, is: 

 

𝑁𝐼𝐶𝑈 =
(𝑧𝛼/2+𝑧𝛽)

2

log(𝑅𝑅)2

𝑝̅(1−𝑝̅)

𝑝𝐴
2

(1+ 𝑅𝑅2)

𝑅𝑅2 𝑛ℎ
( 1 + (𝑛ℎ − 1)𝜌)       Equation 2 

 

where 𝑧𝛼/2 and  𝑧𝛽 are the standard normal values corresponding to the upper tail probabilities of α/2 

and β, respectively; RR =  
𝑝𝐵

𝑝𝐴
 is the specified risk ratio, where 𝑝𝐴 and 𝑝𝐵 are the outcome rates for arms 

A and B respectively; 𝑝̅ = 0.5 (𝑝𝐴 +  𝑝𝐵);  𝜌 is the within-cluster correlation; and 𝑛ℎ = 𝑚/ ∑
1

𝑛𝑖

𝑚
𝑖=1  is 

the harmonic mean ICU size, where 𝑚 is the number of ICUs used in the calculation and 𝑛𝑖 is the 

number of admissions in ICU i. 

 

Stratified sample size formula for risk ratio in cluster randomised crossover trials  
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The number of ICUs required to achieve power (1-β) to detect a risk ratio (RR) between two 

interventions with significance level α, is: 

 

𝑁𝐼𝐶𝑈 =
(𝑧𝛼/2+𝑧𝛽)

2

log(𝑅𝑅)2
∑ 𝑓𝑠 𝑉𝑠𝑠          Equation 3 

 

where 𝑧𝛼/2 and  𝑧𝛽 are the standard normal values corresponding to the upper tail probabilities of α/2 

and β, respectively; RR =  
𝑝𝐵𝑠

𝑝𝐴𝑠

 is the specified risk ratio, where 𝑝𝐴𝑠
 and 𝑝𝐵𝑠

 are the outcome rates for 

arms A and B respectively in stratum 𝑠; and 𝑓𝑠 is the fraction of total ICUs recruited from stratum s. 

 

Vs is the variance of the outcome in strata s, and is given by: 

 

𝑉𝑠 =
𝑝̅𝑠(1−𝑝̅𝑠)

𝑝𝐴𝑠
2  

(1+ 𝑅𝑅2)

𝑅𝑅2 𝑛ℎ𝑠

( 1 + (𝑛ℎ𝑠
− 1)𝜌𝑠 −

(2 𝑅𝑅 𝑛ℎ𝑠
)

(1+ 𝑅𝑅2)
𝜂𝑠)  

 

where 𝑝𝑠̅  = 0.5 (𝑝𝐴𝑠
+ 𝑝𝐵𝑠

);  𝜌𝑠  is the within-cluster within-period correlation (WPC) in stratum s; 𝜂𝑠 

is the within-cluster between-period correlation (BPC) in stratum s; and 𝑛ℎ𝑠
= 𝑚𝑠/∑

1

𝑛𝑠𝑖

𝑚𝑠
𝑖=1  is the 

harmonic mean ICU size for strata s, 𝑚𝑠 is the number of ICUs used in the calculation from strata s, 

and 𝑛𝑠𝑖 is the number of admissions in ICU in stratum s. 
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Appendix II: This appendix was part of the submitted manuscript and has been peer reviewed. It is 

posted as supplied by the authors. 

 

In this section we describe the methods used to obtain the data required to perform sample size 

calculations for a CRXO trial. 

 

Data inclusion 

We extracted data from ICUs with a minimum of 200 admissions during each year from 2010 to 2015 

inclusive. ICUs with fewer admissions would not typically be invited to participate in a clinical trial.  

Admissions with diagnoses of coronary artery bypass grafts and cardiac valve surgery were excluded 

also, consistent with the exclusion criteria for many clinical trials conducted within intensive care. In 

addition, to remove potentially unreliable data, we excluded the following data: sites with large 

fluctuations in admission totals where the reason for the fluctuations were not known; and individual 

patient records with inconsistencies in admission and discharge times; or individual patient records with 

inconsistencies between ICU and hospital mortality outcomes.  

Patient records from 115 of the 172 ICUs that submitted data during 2010 to 2015 were analysed. All 

except four excluded ICUs had less than 200 annual admissions. 

 

Analysis 

We present the within-period correlation (WPC) and between-period correlation (BPC) for all cause in-

hospital mortality, the annual number of ICU admissions, and baseline mortality rates for a 12-month 

period length. These data are presented both for all patient records meeting the inclusion requirements; 

and, additionally, for patients receiving ventilation.  

When there is variability in number of admissions between ICUs, the appropriate statistic for 

summarising ICU size to perform a sample size calculation for the number of ICU required is the 

harmonic mean rather than the arithmetic mean. We report both the arithmetic and harmonic mean in 

Tables 1 and 2. 

We assume that the number of patients per ICU is the same in both periods of the design. Although this 

is likely to be approximately correct, when the number of patients differ across the periods, and hence 

the harmonic mean cluster-period size differs across the periods, a pragmatic approximation approach 

is to use the average of the harmonic means in the sample size formula. 
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We estimate the values of the WPC and BPC by applying previously published methods for binary 

outcomes to the mortality data 2,17: the WPC is estimated by fitting the analysis of variance (ANOVA) 

estimator for the intracluster correlation; and the BPC by fitting the Pearson pairwise estimator. The 

WPC is a weighted mean of 2010 to 2015 period, while the BPC is taken as the arithmetic mean of the 

three adjacent pairs of 12 month periods in 2010 to 2015.  

Although we stated earlier (Section 2) that the maximum value of the BPC is equal to the WPC, the 

WPC and the BPC are computed independently from the data. As a result, the estimate of the BPC can 

be greater than the WPC. This scenario is likely to be due to sampling variation in the estimation of the 

WPC and the BPC, rather than the BPC truly being greater than the WPC. In cases where the estimated 

BPC is greater than the WPC, we recommend setting the BPC as equal to the WPC.  

All calculations were performed in Stata 14.2 (StataCorp. 2015. Stata Statistical Software: Release 14. 

College Station, TX: StataCorp LP.). 
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Appendix III: This appendix was part of the submitted manuscript and has been peer reviewed. It is 

posted as supplied by the authors. 

 

Suppose a CRXO trial is being planned to compare usual infection control with selective digestive 

decontamination in all patients receiving mechanical ventilation. The effect to be detected is a 10% 

reduction in all cause in-hospital mortality (RR = 0.90). The investigators wish to detect this effect with 

90% power, assuming a 5% significance level. The trial is restricted to patients admitted to tertiary 

ICUs. 

 

The sample size formula requires values of: the harmonic mean number of patients per ICU per 12-

month period (see Appendix I for definition); the event rate of the outcome, in this example, mortality; 

and the WPC and the BPC. Using the estimates of these values calculated from the APD data (see the 

combined row in Table 2), gives a sample size requirement of 61 ICUs. 

 

ICU Strata Ventilated (% 

of total 

admissions) 

Average 

mean annual 

number of 

admissions 

Harmonic 

mean annual 

number of 

admissions 

Mortality 

Rate 

WPC  BPC 

Tertiary 45.3% 614 455 15.3% 0.008 0.007 

Metro/Rural 25.4% 165 65 15.4% 0.008 0.007 

Combined 36.9% 227 97 15.3% 0.008 0.007 

Table 2: The percentage of total admissions where the patient required mechanical ventilation, annual 

number of admissions, harmonic mean annual number of admissions, mortality rate, and within-period 

correlation (WPC) and between-period correlation (BPC) for 12-month period length for all included 

patients, by ICU strata and combined across all strata.  
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Appendix IV: This appendix was part of the submitted manuscript and has been peer reviewed. It is 

posted as supplied by the authors. 

 

In this section, we expand the sample size calculation presented in Section 3 to allow for the differences 

in the estimates of annual number of admissions, mortality rates, and correlations (WPC, BPC) between 

the tertiary and metropolitan/rural ICU strata. Again, the effect to be detected is a 10% reduction in all 

cause in-hospital mortality (RR = 0.90). The investigators wish to detect this effect with 90% power, 

assuming a 5% significance level. The sample size formula for the required number of ICUs is provided 

by Equation 3 (Appendix I). 

 

The sample size formula requires values, in each stratum, of: the harmonic mean number of patients 

per ICU per 12-month period (see Appendix I for definition); the event rate of the outcome, in this 

example, mortality; and the WPC and the BPC for both the tertiary and the metropolitan/rural ICU 

strata. Using the estimates of these values calculated from the APD data (see Table 1), Figure 2 gives 

the sample size requirement for the total number of ICUs, and the number of ICUs from each strata, for 

different combinations of numbers of ICUs from each strata. For example, if only tertiary ICUs are 

included in the trial, the total required number of ICUs is 39 (Combination 1). Alternatively, 32 tertiary 

ICUs and 25 metropolitan/rural ICUs, giving a total of 57 ICUs, could be included in the trial 

(Combination 8). 
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Stata ado �le

/*

Program to estimate the power achieved to detect a specified Relative Risk

when the sample size parameters vary across multiple strata.

Example call:

crxopower, strata(2) rr(0.85) rho(0.01, 0.01) eta(0.005, 0.005) ///

pa(0.12, 0.12) hmean(840, 840) numclus(14, 14)

Options:

strata: The number of strata.

rr: The Relative Risk of between the event rate between two

interventions.

rho: A list of the within-cluster within-period ICC for each strata.

eta: A list of the within-cluster between-period ICC for each strata.

pa: A list of the event rate in the control intervention for each

strata.

hmean: A list of the harmonic mean cluster size for each strata.

numclus: A list of the number of clusters to be included from each

strata.

Optional options:

alpha: Two-sided Type I error rate, default value is 0.05

History:

12 Dec 2017, Sarah Arnup: First version

*/

capture program drop crxopower

program define crxopower

version 14.2

syntax, strata(integer) rr(real) ///

rho(numlist) eta(numlist) pa(numlist) hmean(numlist) numclus(numlist) ///

[alpha(real 0.05)] [beta(real 0.9)]
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*****************************************************************************

* error checking

*****************************************************************************

if `strata' < 1 {

di _newline in red ///

"Strata must be greater than 0, current value is `strata' "

exit

}

if `rr' < 0 {

di _newline in red ///

"Relative Risk must be greater than 0, current value is `rr' "

exit

}

foreach v in rho eta pa hmean numclus {

local temp: word count ``v''

if `temp' != `strata' {

di _newline in red "Invalid number of entries in `v' "

di _newline in red "There are `strata' strata, but `temp' entries in `v' "

exit

}

}

foreach v in rho eta pa {

forval s=1/`strata' {

local b: word `s' of ``v''

if (`b' < 0) | (`b' > 1) {

di _newline in red "`v' must be between 0 and 1. Strata `s' `v' is `b' "

exit

}

}

}

foreach v in hmean numclus {

forval s=1/`strata' {

local b: word `s' of ``v''

if (`b' < 1) {

di _newline in red "`v' must be greater than 1. Strata `s' `v' is `b' "

exit

}
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}

}

forval s=1/`strata' {

local b1: word `s' of `rho'

local b2: word `s' of `eta'

if (`b1' < `b2') {

di _newline in red ///

"eta must not be greater than rho. Strata `s' rho is `b1', eta is `b2' "

exit

}

}

if (`alpha' < 0) | (`alpha' > 1) {

di _newline in red "Alpha must be between 0 and 1, current value `alpha' "

exit

}

if (`beta' < 0) | (`beta' > 1) {

di _newline in red "Beta must be between 0 and 1, current value `beta' "

exit

}

*****************************************************************************

* define parameters

*****************************************************************************

* power, type 1 error, relative risk

local z_alpha = `alpha'/2

local z_beta = `beta'

local betarr = log(`rr')

* rho, eta, event rate, cluster size, number of clusters

forval s=1/`strata' {

local rho_`s': word `s' of `rho'

local eta_`s': word `s' of `eta'

local pa_`s': word `s' of `pa'

local pb_`s'= `rr' * `pa_`s''

local pbar_`s' = (`pa_`s'' + `pb_`s'')/2

local n_`s': word `s' of `hmean'

local c_`s': word `s' of `numclus'

}
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* total number of clusters

local c_sum = 0 // initial value

forval s=1/`strata' {

local c_sum = `c_sum' + `c_`s''

}

* strata weighting

forval s=1/`strata' {

local f_`s' = `c_`s'' / `c_sum'

}

*****************************************************************************

* power formula

*****************************************************************************

* variance in each strata

forval s=1/`strata' {

local term1_`s' = ///

(2 * `pbar_`s'' * (1 - `pbar_`s'')) / (`pa_`s'' * `pb_`s'' * `c_`s'')

local term2_`s' = ///

((1 - `rho_`s'') * ((`pa_`s'')^2 ///

+ (`pb_`s'')^2)) / (2 * `n_`s'' * `pa_`s'' * `pb_`s'')

local term3_`s' = ///

`rho_`s'' * (((`pa_`s'')^2 + (`pb_`s'')^2) / (2 * `pa_`s'' * `pb_`s''))

local v_`s' = `term1_`s'' * (`term2_`s'' + `term3_`s'' - `eta_`s'')

}

* total variance

local v = 0 // initial value

forval s=1/`strata' {

local v = `v' + ((`f_`s'')^2 * `v_`s'')

}

* power

local power = (normal(invnormal(`z_alpha')-sqrt(((`betarr')^2) / (`v'))) ///

+ normal(invnormal(`z_alpha')+sqrt(((`betarr')^2) / (`v'))))*100
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*****************************************************************************

* output results

*****************************************************************************

di "Relative Risk: `rr'"

di "Two-sided Type 1 error: `alpha'"

di "Power: " round(`power',0.1) "%"

di "Total number of clusters: `c_sum'"

forval s=1/`strata' {

di "Strata `s'"

di "Rho: `rho_`s''"

di "Eta: `eta_`s''"

di "Event rate in Group A: `pa_`s''"

di "Event rate in Group B: `pb_`s''"

di "Harmonic mean of cluster size: `n_`s''"

di "Number of clusters: `c_`s''"

di "Fraction of total clusters: `f_`s''"

}

end



Appendix G

Sample size formulae for the risk

ratio in strati�ed cluster randomised

crossover trials

In this appendix, details for the derivation of the sample size formulae presented in Appen-

dices F are provided. These derivations have not been previously published.

G.1 Model for the probability of an event in a strati�ed clus-

ter randomised crossover trial

Consider a cluster randomised crossover trial designed to estimate the e�ect of an inter-

vention on a binary outcome. Assume there are s = 1, ..., S strata with i = 1, ..., cs clusters

in each strata. Each cluster has j = 1, 2 periods and k = 1, ..., nsij individuals in each

cluster-period in stratum s. There are two interventions xij = 0, xij = 1. For simplicity,

assume there are no �xed period e�ects. The probability of the event of interest can be

modelled with the following marginal binomial-log link model

logP (Ysijk = 1) = α+ γs + βxsij ,

Corr(Ysijk, Ysijk′) = ρs,

Corr(Ysijk, Ysij′k′) = ηs,

and Corr(Ysijk, Ys′i′j′k′) = 0, for s 6= s′ or i 6= i′.

where γs are �xed e�ects for stratum s = 1, ...S, with γs = 0 for identi�ability, and β

is the �xed e�ect corresponding to x = 1.

Let πsl = P (Ysijk = 1|Xsij = l) = eα+γs+βl be the marginal probability of the event of

interest in the s'th stratum under treatment condition Xsij = l. Then, the parameter of

interest is the marginal risk ratio ψ = πs1/πs0 = eβ .
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G.2 Estimating the intervention e�ect

The parameter β = log(ψ) can be estimated within each cluster, within each stratum, by

the di�erence in the log of the observed proportions under each treatment condition psij ,

such that β̂si = log(psi1/psi0).

G.2.1 Stratum-speci�c estimator of the intervention e�ect

By analogy with Forbes(2015) [24] we obtain a stratum-speci�c estimate of β using an

unweighted average of cluster-speci�c estimates

β̂s =

∑cs
i=1 β̂si
cs

We can also de�ne a stratum-speci�c estimate of β using a weighted average of cluster-

speci�c estimates with

β̂sw =

∑cs
i=1wsiβ̂si∑cs
i=1wsi

where the cluster-speci�c weights are given by wsi. Following Forbes(2015) [24], if

wsi = 1, then we obtain the unweighted stratum-speci�c estimate β̂s. In the following

we consider the unweighted estimator β̂s, shown to be near optimal with reasonably large

cluster sizes, as is the case in ICUs.

G.2.2 Overall pooled estimator of the intervention e�ect

We can obtain an estimate of β by combining the unweighted stratum-speci�c estimates,

using a weighted average of the stratum-speci�c estimates, with

β̂ =
S∑
s=1

fsβ̂s

=

S∑
s=1

fs

∑cs
i=1 β̂si
cs

(G.1)

where the stratum-speci�c weights are given by fs, and
∑S

s=1 fs = 1.
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G.2.3 Variance of the intervention e�ect estimator β̂s

The variance of the intervention e�ect estimator given in Eqn G.1 is given by

V (β̂) =
S∑
s=1

f2
s V (β̂s)

=

S∑
s=1

f2
s

∑cs
i=1 V (β̂si)

c2
s

(G.2)

Hence we need to determine the variance of the cluster-speci�c intervention e�ect estima-

tors,

V (β̂si) = V (log(psi1)− log(psi0))

= V (log(psi1)) + V (log(psi0))− 2× Cov(log(psi1), log(psi0)) (G.3)

Using the multivariate Delta Method to �nd the variances of the logarithmic terms,

log p = log π + (p− π) log′(π)

V (log p) = V (p log′(π))

V (log p) = (log′(π))2V (p)

V (log p) =
1

π2
V (p)

and therefore,

V (log psil) =
1

πsl2
V (psil),

and Cov(log(psi1), log(psi0)) =
1

πs1πs0
Cov (psi1, psi0)

Following Forbes (2015) [24], the variance V (psil) and covariance Cov(psi1, psi0) are given

by

V (psil) =
πsl(1− πsl)

nsil
(1 + (nsil − 1)ρs) ,

and Cov(psi1, psi0) = ηs
√
πs1(1− πs1)πs0(1− πs0).

We also make the approximation πs0(1 − πs0) ≈ πs1(1 − πs1) ≈ π̄s(1 − π̄s), where π̄s =

(πs1+πs0)/2. Furthermore, we assume approximately equal cluster-period sizes within each

cluster, i.e., nsi1 ≈ nsi0 = nsi. Note that cluster sizes can vary between clusters, nsi 6= nsi′ .
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Then, Eqn G.3 can be expressed as

V (β̂si) =
π̄s(1− π̄s)
nsiπs1πs0

[
(1 + (nsi − 1)ρs)

π2
s1 + π2

s0

πs1πs0
− 2nsiηs

]

It follows that

V (β̂s) =

∑cs
i=1 V (β̂si)

c2
s

=
2 π̄s(1−π̄s)

πs1πs0

(
(1−ρs)(π2

s1+π2
s0)

2πs1πs0

∑cs
i=1

1
nsi

+ cs

[
π2
s1+π2

s0
2πs1πs0

ρs − ηs
])

c2
s

=
2π̄s(1− π̄s)
πs1πs0cs

(
(1− ρs)(π2

s1 + π2
s0)

2n̄hsπs1πs0
+
π2
s1 + π2

s0

2πs1πs0
ρs − ηs

)
=
π̄s(1− π̄s)
csπ2

s0

1 + ψ2

ψ2nhs

(
1 + (nhs − 1)ρs −

2ψnhs
1 + ψ2

ηs

)

where n̄hs is the harmonic mean cluster-period size in stratum s, de�ned as n̄hs =
cs∑cs

i=1
1

nsi

.

By noting that fs = cs/
∑S

s=1 cs = cs/N , we then obtain

V (β̂) =
1

N

S∑
s=1

fs
π̄s(1− π̄s)

π2
s0

1 + ψ2

ψ2nhs

(
1 + (nhs − 1)ρs −

2ψnhs
1 + ψ2

ηs

)
(G.4)

where N is the total number of clusters.

G.3 Sample size formulae

The sample size required to detect a di�erence of β = logψ between two interventions, with

power 1− b and signi�cance level α, can be determined by satisfying

zα/2

√
Vh0(β̂) = −z1−b

√
Vha(β̂) + β

where Vh0(β̂) and Vha(β̂) are the variances of β under the null hypothesis and alternative

hypothesis, respectively; and zα/2 and z1−b are the standard normal values corresponding

to the upper tail probabilities of α/2 and b, respectively.

If we further assume that the variance of β̂ is the same under the null and the alternative
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hypotheses, such that V (β̂) = Vh0(β̂) = Vha(β̂), then we obtain

V (β̂) =
β2

(z1−b + zα/2)2
, (G.5)

where the variance V (β̂) is given by Eqn G.4. Equation G.5 is then solved to calculate the

required number of clusters N .

G.3.1 Strati�ed sample size formula for the risk ratio in cluster ran-

domised crossover trials

Using Eqns G.4 and G.5, the required number of clusters, N , to detect a risk ratio with

power 1− b and signi�cance level α, is given by

N =
(z1−b + zα/2)2

log(ψ)2

S∑
s=1

fs
π̄s(1− π̄s)

π2
s0

1 + ψ2

ψ2nhs

(
1 + (nhs − 1)ρs −

2ψnhs
1 + ψ2

ηs

)

G.3.2 Unstrati�ed sample size formula for the risk ratio in cluster ran-

domised crossover trials

An unstrati�ed trial is equivalent to a trial conducted within a single strata S = 1. There-

fore, the required number of clusters, N , to detect a risk ratio ψ with power 1 − b and

signi�cance level α is

N =
(z1−b + zα/2)2

log(ψ)2

π̄(1− π̄)

π2
0

1 + ψ2

ψ2nh

(
1 + (nh − 1)ρ− 2ψnh

1 + ψ2
η

)

where n̄h is the harmonic mean cluster-period size, de�ned as n̄h = c∑c
i=1

1
ni

.

G.3.3 Unstrati�ed sample size formula for risk ratio in parallel-group

cluster randomised trials

The sample size formula for a parallel-group trial can be determined by assuming η = 0.

The required number of clusters, c, to detect a risk ratio with power 1− b and signi�cance

level α is then

N =
(z1−b + zα/2)2

log(ψ)2

π̄(1− π̄)

π1

1 + ψ2

ψ2nh
(1 + (nh − 1)ρ)


