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Abstract

Spatial databases have become a critical part of modern applications. Some important

applications of a spatial database include Geographic Information System (GIS),

Computer Aided Design(CAD), image processing and robotics. Spatial queries

retrieve the required geographic data from spatial databases. In this thesis, we

classify spatial queries into two categories based on their objective with regards to

the notion of influence. The first category consists of the queries that aim to find the

important/influential facilities. Some queries that fall into this category include range

queries, k nearest neighbor queries, top-k queries and skyline queries. The second

category is to find the influenced users. Queries in this category include reverse k

nearest neighbor (RkNN) queries, reverse top-k queries and reverse skyline queries.

In this thesis, we present efficient algorithms to solve queries in both categories.

Below, we briefly describe our contributions.

We propose reverse approximate nearest neighbors (RANN) query to comple-

ment the RkNN query. This query considers relative distance between users and

facilities. We propose tight and non-trivial pruning techniques to replace the existing

pruning techniques which are not applicable for the RANN problem. Our extensive

experimental study demonstrates that our algorithm is several orders of magnitude

better than a näıve algorithm as well as a significantly improved version of the näıve

algorithm.

We extend our RANN algorithm for continuous monitoring of RANN queries for

the case when users are continuously moving. We propose a Voronoi based algorithm

that verifies RANNs of a query using only one facility. The experiments show that

our Voronoi-based algorithm is two to three orders of magnitude better than the

extended state-of-the-art RkNN monitoring algorithm.

We present a safe zone based approach to efficiently monitor the result of moving

top-k queries. We introduce non-trivial pruning techniques that are applicable for

any monotonic scoring function. We use the techniques in our algorithm to efficiently

compute the safe zone of queries. The experimental results on real data sets show

that the performance of our algorithm is up to two orders of magnitude better than

a näıve algorithm.

We are the first to present a generic algorithm that focuses on reducing the

communication cost of a variety of continuous spatial queries. We propose a quiet

zone for each object such that the moving object does not need to communicate with

the server as long as it is inside its quiet zone. We show that the cost at objects is

vii



reasonably low and our approach is feasible for devices with limited resources. The

experiments show that our quiet zone approach reduces the communication cost by

up to two orders of magnitude.
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Chapter 1

Introduction

A spatial database can be defined as an optimized database to store data that defines

the geographic space, such as points, lines and regions. It supports spatial data types

and provides at least spatial indexing and efficient spatial join operations [7]. Some

applications of spatial databases include Geographic Information Systems (GIS),

image processing, Computer Aided Design (CAD), Very Large Scale Integration

(VLSI) and robotics.

Spatial databases have become a critical part of modern applications. This is

due to the rapid development of new technology to collect and store geographic

data as well as the increased demand for analysis and utilization of this data. Many

spatial queries have been introduced to retrieve the geographic objects from spatial

databases. Spatial queries differ from other database queries in two aspects. First,

they support geometric data types, such as points, lines and polygons. Second, these

queries consider spatial relationship between the geographic objects, such as a point

inside a polygon or a line that intersects another line [8]. Some spatial queries

retrieve geographic objects that meet a specific requirement, such as finding closest

objects to a given point or finding all objects within a given region.

In this thesis, we classify spatial queries into two categories. In the first category,

the objective is to find the points in the database that are important for a given

query point. We call these points as the influential points for the query. The notion

of importance can be defined in several different ways depending on the applications.

Assume that a point p is considered to be important for a point q if p is the closest

point to q. In this context, a nearest neighbor query aims to retrieve an important

or an influential data point, i.e., the closest data point to the query point.

In the second category, the objective of the query is to find every point p for

which the query point q is an important point. Since q is an influential/important

point for p, we say that p is influenced by q. In other words, the queries in this

category aim to find the points that are influenced by a given query point. Queries

1



in this category are called reverse queries. For example, a reverse nearest neighbor

query finds every data point p for which q is its nearest neighbor (i.e., closest point).

Reverse queries have attracted significant research attention in the recent years due

to its significance in many fields such as cluster and outlier analysis, decision support

systems and location-based services [9, 10].

Although reverse queries have a broad range of applications for different types of

data sets, for the ease of presentation, in this thesis we discuss these queries in the

context of the data sets that consist of two types of points: facilities and users. A

facility refers to a point of interest (POI) that provides some service to the users,

e.g., a fuel station, a restaurant or a market. A user refers to a data point that uses

the service, e.g., a driver, a diner or a shopper. Next, we present these two types of

queries in detail.

1.1 Finding Important/Influential Facilities

From a user’s perspective, finding the most important facilities (e.g., closest fuel

stations, 3 cheapest nearby restaurants) is essential to help her selecting a facility

that best matches her requirement. Consider an example of a taxi driver that is

looking for nearby fuel stations. A spatial database that manages information about

fuel stations can help the taxi driver to get the most important (i.e., the closest) fuel

station. Some example of queries in this category include k nearest neighbors (kNN)

query, range query, top-k query and skyline query. Next, we describe kNN query and

details of other queries are presented in Chapter 2.

Figure 1.1: kNN and RkNN queries

Given a query point q and an integer k, a kNN query returns k facilities closest

to q. In other words, a kNN query returns a set S that contains k facilities such

that for each facility f ∈ S and for any other facility f ′ /∈ S, dist(q, f) ≤ dist(q, f ′),
where dist(x, y) denotes the distance between the locations of x and y. Consider the

example of Fig. 1.1 that shows some facilities (fuel stations) and some users. The
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2NNs of u3 in this example are Shell and 7/11.

1.2 Finding Influenced Users

Identifying potential users is important for businesses. Consider the example of a

restaurant. Potential users of the restaurant can be used for market analysis or

targeted marketing, e.g., promotion flyers may be distributed to these users because

they are more likely to be influenced by deals or promotions in the flyers. Similarly,

SMS or email advertisements may be sent to these user.

Influenced users can be found using reverse queries. One of the most popular

reverse queries is Reverse k Nearest Neighbors (RkNN) query. The RkNN query has

attracted significant research attention in the past few years. Given a query facility

f and a set of users U , an RkNN query returns every user u ∈ U which considers f

as one of its k closest facilities. Consider Figure 1.1 that illustrates users looking

for fuel stations. Assume that a user considers a fuel station to be important if it is

one of the two closest fuel stations for her, (i.e., k = 2). As discussed earlier, the 2

nearest fuel stations (2NNs) of u3 are Shell and 7/11. Similarly for u1 and u2, they

consider Shell and 7/11 as their 2 closest fuel stations. R2NN of Shell are u1, u2

and u3 because these users consider Shell as one of their 2 closest fuel stations. u4 is

not R2NN of Shell because Shell is not one of its two closest facilities.

In the recent years, various types of reverse queries have been studied such as

reverse top-k queries and reverse skyline queries. More details of these queries are

provided in Section 2.

1.3 Continuous Monitoring

A snapshot query is a query that requires the result to be computed only once

considering the current snapshot of the data. For example, a user may issue a

snapshot 2NN query to find its two closest fuel stations considering her current

location. She may then decide to visit or not visit a particular fuel station. In

contrast to a snapshot query, a continuous query assumes that the underlying data

is continuously changing and requires the results to be continuously updated with

the changes in the underlying data. For example, in many real world applications,

facilities and/or users may be continuously moving. A driver may issue a continuous

2NN query to continuously monitor her 2 closest facilities as she travels across her

route.

Most of the studies for continuous monitoring of spatial queries use a client-server

model. In this model, the moving clients send their locations to the server after every

time unit and the server computes the query result accordingly and sends them back
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to the querying user. Two major challenges for continuous monitoring are as follows.

• Reducing computation cost. The query results may need to be recomputed

whenever a user or a facility changes its location. This may result in a huge

computation cost.

• Reducing the communication cost. To maintain the correctness of the query

results, a user or a facility is required to report its location to the server every

time it changes its location. Since there may be a lot of users or facilities in

the system, the communication cost that is triggered by these location updates

may increase significantly.

1.4 Research Questions

Below, we describe research questions (RQ) that are investigated in this thesis.

• RQ1 - How to better capture and efficiently compute the influence of facilities

by considering the relative distance between users and facilities ?

This work was motivated by our observation that the RkNN query may fail

to retrieve the potential users of a facility. An RkNN query considers relative

ordering of the facilities based on their distances to the users and ignores

their actual distances from the users. We show that the RkNN query may be

unable to retrieve the users that are actually influenced by the query point. To

better capture the notion of influence, we propose reverse approximate nearest

neighbor (RANN) query. More details are presented in Chapter 3.

• RQ2 - How to efficiently monitor continuous RANN queries?

In this work, we aim at continuously monitoring RANN queries in the case

where users (e.g., taxi drivers) are continuously moving and facilities (e.g., fuel

stations) do not change their locations.

• RQ3 - How to continuously monitor k most influential facilities for a user?

Given a moving user, in this work, we continuously monitor k most impor-

tant/influential facilities for the user where the importance of each facility is

computed using a monotonic scoring function defined by the user.

• RQ4 - How to reduce the communication cost for continuous monitoring of

concurrent various types of spatial queries?

Most of the existing algorithms for continuous spatial queries focus on reducing

the computation cost. Since the communication cost may also be very high, it is

important to propose an algorithm that focuses on reducing the communication

cost for continuous monitoring of spatial queries.
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1.5 Contributions

In this section, we summarize our contributions in this thesis. For each of the

above-mentioned research questions, we describe our contributions below.

1.5.1 Snapshot Reverse Approximate Nearest Neighbors (RANN)

Queries

We propose a new definition of influence and introduce RANN queries that better

capture the notion of influence. We show that the existing pruning techniques cannot

be applied or extended for RANN queries. Based on several non-trivial observations,

we propose a tight pruning technique and utilize it in our efficient algorithm to solve

the snapshot RANN queries. We design a non-trivial technique as our competitor.

Our extensive experiments show that our algorithm is several orders of magnitude

better than the competitor.

This research [11] was published in International Symposium on Spatial and

Temporal Databases (SSTD) 2015.

1.5.2 Continuous Monitoring of RANN Queries

In this study, we extend our work on snapshot RANN queries for the continuous

RANN queries. We propose a Voronoi-based algorithm to efficiently monitor concur-

rent RANN queries. An alternative algorithm for snapshot RANN queries was also

presented as a by-product of our Voronoi-based technique. We extended the state-of-

the-art algorithm for continuous RkNN queries to handle continuous RANN queries

and compare it with our algorithm. We conduct extensive experiments to demon-

strate that our Voronoi-based algorithm significantly outperforms the state-of-the-art

algorithm.

This research [12] was published in IEEE Transactions on Knowledge and Data

Engineering (TKDE) 2017.

1.5.3 Continuous Monitoring of Top-k Queries

We propose a safe zone based approach to efficiently monitor the result of moving

top-k queries. Safe zone is an area such that the results remain unchanged (and

thus are not required to be recomputed) as long as the query remains inside it. We

develop pruning techniques to efficiently construct the safe zone of the queries. We

conduct extensive experiments on real data set to evaluate the effectiveness of our

approach. The experiment result shows that our algorithm is up to two orders of

magnitude better than a näıve approach. This research will be soon submitted to

The International Journal on Very Large Databases (VLDBJ).
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1.5.4 Generic Framework for Continuous Monitoring of Spatial

Queries

We present a generic framework to efficiently monitor the results of spatial queries.

To the best of our knowledge, we are the first to present a generic framework that

focuses on reducing the communication cost for many different types of spatial

queries, including range queries, window queries, reverse nearest neighbor queries

and reverse approximate nearest neighbor queries. Our extensive experiments on

real data set shows that our algorithm is one order of magnitude better in terms of

communication cost than the traditional client-server approach.

This research [13] was published in International Workshop on Smart Cities and

Urban Analytics (urbanGIS) at ACM SIGSPATIAL 2017.

1.6 Thesis Organization

Below, we present the structure of the rest of this thesis.

• Chapter 2 presents a review on the related work.

• Chapter 3 describes our work on snapshot reverse approximate nearest neighbor

queries.

• Chapter 4 covers our Voronoi-based technique and algorithm for continuous

monitoring of reverse approximate nearest neighbor queries.

• Chapter 5 presents our research on continuous monitoring of top-k queries.

• Chapter 6 describes our technique, named Quiet Zone, to reduce the communi-

cation cost of continuous spatial queries.

• Chapter 7 concludes our research and describes several possible directions for

future work.
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Chapter 2

Literature Review

This chapter provides background on spatial queries that are related to our study. In

Section 2.1, we describe the related work on queries to find the influential facilities.

Section 2.2 presents the works to find the influenced users. Section 2.3 provides an

overview of studies on continuous spatial queries.

2.1 Finding Influential Facilities

2.1.1 Range Query

Given a query point q and a positive value r, a range query retrieves all objects

that lie within distance r from q. Formally, a range query returns every object

o for which dist(q, o) ≤ r, where dist(q, o) represents the distance between q and

o. Range queries have been studied in various environments, such as in Euclidean

space, where Eucliden distance is used to represent the distances between users and

facilities [1, 14, 15, 16, 17, 18] and road networks, where distances are computed

from the shortest path between users and facilities [19, 1, 20, 21, 22, 23]. It also

has been studied in different types of queries, such as snapshot queries, where

the results are computed only once considering the snapshot location of the users

and facilities [1, 15, 17] and continuous queries, where the results are continuously

updated due to the changes in underlying data sets [24, 25, 26, 27]. Most of the

works on snapshot range query in Euclidean space use R-tree [28] to index the spatial

objects. R-tree groups the spatial objects based on their closeness and binds them in

a minimum rectangle. The grouping continues until the top level which consists of a

single root.

Fig. 2.1 illustrates the use of R-tree to answer a range query q. Firstly, the

root is retrieved and the entries that overlap the range (e.g., E1, E2) are recursively

expanded since they may contain the query results. Entries that do not overlap the
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Figure 2.1: Range query with R-tree [1]

range (e.g., E4, E5) are skipped. If the overlapped entry is a point (e.g., h), it is

returned as the query result. The search terminates after all entries are processed [1].

2.1.2 kNN Query

As mentioned in Section 1.1, a kNN query is to find the k closest objects to the

query point. kNN queries have been studied in Euclidean space, where the distance

is measured as the straight line distance between two objects [29, 30, 31], in road

networks, where distance is the length of the shortest path between two objects’

locations [32, 33, 34, 35, 36, 37, 38], in indoor space, where distance measurement

considers indoor entities, such as rooms and doors, which enable and constrain indoor

movement [39, 40, 41, 42] and in obstructed space, where distance is measured as the

shortest path connecting two objects without crossing any obstacle [43, 44, 45, 46]. It

also has been studied in various settings, such as queries with uncertain data, where

due to various factors, such as delay, loss, or limitation of equipment, the exact data

about objects are not always available [47, 48, 49, 50], in terrains environment, where

the elevation information is taken into consideration [51, 52, 53, 54], in snapshot

queries, where the results are computed based on the snapshot locations of the

objects [55, 29, 56, 57, 58, 31, 59, 60] and in continuous queries, where the query

result are continuously monitored [61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71].

Most of the algorithms in snapshot kNN queries use branch and bound paradigm

on R-tree. These works follow either depth-first (DF) [29] or best-first (BF) [30]

traversal to retrieve the kNN from R-tree. To solve a NN query, DF starts with the

root and recursively visits the entries based on the minimum distance to the query

until a point which is a potential NN is found. Then, DF performs backtracking to

the upper level where it only visits entries whose distance to the query is smaller than

the distance between query and the current NN candidate. In BF, the algorithm

maintains a priority queue PQ which stores R-tree entries sorted based on the
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minimum distance to the query. BF recursively visit entries e in PQ, if e is an

intermediate node, its child entries are inserted into PQ. If e is a point, it is reported

as an actual NN of the query. Both algorithms can be easily extended for k > 1.

2.1.3 Top-k Query

Unlike range and kNN queries that only consider distances between users and facilities,

a top-k query considers multiple attributes of the facility, where one of the attributes

is the distance to the query point. Formally, a top-k query retrieves k facilities that

have the best scores. The score of each facility is computed using a user’s defined

scoring function w. Preference function of a user usually is a linear function with a

weight assigned to each attribute that shows the importance of the corresponding

attribute for the user.

Consider a user (u) that is looking for the most important fuel stations in Fig. 2.2.

The user’s scoring function is w = (0.6 ∗ price) + (0.4 ∗ distance) as shown in the

figure and assume that the lower score is more preferred. Based on w, the score of f1

(resp. f2, f3, f4) is 3, 4 (resp. 2.6, 4.6, 3.8). The top-2 fuel stations for u are f2 and

f1.

Figure 2.2: Top-k and skyline queries

Top-k queries have been extensively studied under various query models [72,

73, 74, 75, 76, 77], such as top-k selection query that report k best tuples, top-k

join query that combines a set of relations based on a join condition and top-k

aggregate that reports k best group of tuples. It has been studied with uncertain

data, where exact data are not always available [78, 79, 80, 81]. It also has been

studied in different scoring functions [82, 83], such as monotonic or generic scoring

functions. Top-k spatial queries, where one of the considered attributes is the distance

between users and facilities, also have attracted significant research attentions in
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recent years [84, 85, 86, 87, 88, 89, 90, 91, 92] . Most recent works also consider

textual relevance of the objects (top-k spatial keyword queries), where integrating

inverted index on top of R*-tree is shown as the best indexing scheme [88].

2.1.4 Skyline Query

Similar to top-k query, in a skyline query, multiple attributes of the facilities are

considered by the user to select a service provider. Differently, a skyline query does

not require the user to specify her preference function. Consider the example of a

user u looking for a fuel station in Fig. 2.2. The user may be unable to define a

suitable scoring function due to various reasons such as lack of domain knowledge

and incompatible attributes (e.g., km vs dollars). A skyline query tries to address

this issue.

In formal definition, a skyline query retrieves all facilities that are not dominated

by any other facility. Given a user u, a facility f dominates another facility f ′ if f is

preferable for u than f ′ in at least one attribute and is not worse than f ′ on other

attributes. In the example of Fig. 2.2, assume that u considers price and distance to

choose the fuel station, we say that f2 dominates f3 because f2 is better in price and

distance to u than f3. In this case, u will not likely to choose f3 as the preferred

fuel station. In Fig. 2.2, f1 is not dominated by f2 because even though f1 is more

expensive than f2, it is closer to u. Skyline consists of every facility that is not

dominated by any other facility [93] of u. In this example, the skyline of u contains

f1 and f2.

Skyline query was firstly introduced in [93]. It has been studied in various

environments, such as in Euclidean that uses the Euclidean distance [94, 95, 96, 97]

and in road networks that use network distance [98, 99, 100, 101]. It also have

been studied in various types of query, such as in snapshot queries, where the result

are computed and reported once [93, 95, 102, 94] and in continuous queries, where

the results are continuously updated according to updates in the underlying data

sets [103, 104, 105, 106]. It also has been studied in uncertain data [107, 108, 109, 110],

where due to some factors, the exact data of the objects are not available.

2.2 Finding Influenced Users

2.2.1 Reverse Nearest Neighbors (RNN) Query

Reverse Nearest Neighbors (RNN) query is a variant of nearest neighbors query.

Given a D-dimensional data set S and a query point q, Reverse k Nearest Neighbors

(RkNN) returns every user u in S which considers q as one of its k closest objects.

It has attracted considerable attention ever since it was introduced in [10], where
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it was proposed to be useful in various purposes, such as decision support system,

profile-based marketing, referral system and document repositories maintenance.

In [10], RNN query is answered by pre-computing a circle for each data object

p with p as the centre and the distance of p to its nearest neighbor be the radius

of the circle. With this computation, the nearest object of p is included inside the

circle. Then, for any query q, all circles containing q are recalled and their centres

are returned as the query answer. Fig. 2.3 shows the steps when nearest neighbor

for each object is pre-computed and then used to get centre of circles a and b as

the RNN of query object q. Improvement was proposed in [111] but it still relies on

pre-computation which cannot handle updates in dynamic environment efficiently.

(a) Step 1: Pre-compute Nearest Neighbor (b) Step 2: Find RNN

Figure 2.3: First RNN Computation Method

Several most significant algorithms have been introduced without using pre-

computation to solve RkNN query, such as Six-Region [112], TPL [113], FINCH [114],

InfZone [5] and SLICE [6]. Many variations to static RNN also have been studied,

such as continuous RkNN query, where the results are continuously monitored [115,

116, 117, 118], probabilistic RkNN query, that handles unavailability of exact values of

the objects [119, 120, 121, 122], RkNN query in road networks, where the distance is

mesured as the distance of the shortest path that connects two objects [123, 124, 125]

and reverse approximate NN query, that considers the relative distance betwenn

objects [126, 12]. Since our works are on snapshot and continuous RkNN queries in

Euclidean space, we will be focusing to provide previous significant works related to

those area.

Six-region introduced by Stanoi et, al [112] is the first method which not relies

on pre-computation. SAA algorithm in Six-region method relies on interesting

properties, (i) for 2-Dimensional data set, RNN of query point q is never be more

than six and (ii) for a q and a region Si, NN(q)=RNN(q) or there is no RNN(q) in
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Si. Consider object O1 in region S0 in Fig. 2.4. It is the nearest neighbor of q but

not the RNN of q, since there exists object O0 which is closer to O1. Then there is

no RNN of q in region S0.

Figure 2.4: Property of SAA [2]

Based on those properties, SAA applies two steps, filtering and verification to

answer RNN query. In filtering, SAA utilizes the k-nearest facility of q in each

region to define the pruning area. Any user u lies inside this area has distance to

q more than its distance to the k-nearest facility of q and therefore cannot be the

answer of RkNN query. Consider Fig. 2.5(a) and assume k = 2, d is the second

closest facility object to q, therefore an arc centered at q with radius dist(d, q) defines

the pruning area in region P2. Any user object u lies in shaded pruning area has

dist(u, q) > dist(d, q), hence cannot be R2NN answer of q.

Defined pruning areas are then used to filter users and those which are not filtered

become candidates of the query answer. In the following verification phase, these

candidates are retrieved and verified using boolean range query. The query uses a

circle centered at the candidate point u with radius = dist(u, q) and immediately

return true if k facility objects are found inside this circle. Consider a candidate

point u in Fig. 2.5(b), the boolean range query issued from u will traverse facility

R-tree to check whether k facilities objects are lie inside its circle. u is the query

answer of R2NN(q) since there is only one facility object (b) found in it.

TPL [4] was the first to use half-space pruning to solve RkNN query. The

half-space is created using perpendicular bisector between q and a facility point. Let

AB be the line connecting two points A and B, and M be the middle point of AB,

the perpendicular bisector ⊥ (A,B) is perpendicular to line AB and passes through

M . The use of half-space pruning which significantly reduces the search space makes

TPL to be very popular and is adopted in many subsequent works such as in [122],
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(a) Step 1: Filtering (b) Step 2: Verification

Figure 2.5: Six-region Method [3]

[5] and [114].

The perpendicular bisector of q and any object p divides the space into two half-

planes, PL(p) which contains p and PL(q) which contains q. Consider an example

in Fig. 2.6(a), any point in PL(p) cannot be RNN of q as its distance to p is smaller

than to q. Similarly for MBR N1, it can be pruned if it is completely inside PL(p) as

it cannot contain RNN of q. Different case is shown in Fig. 2.6(b), in this example,

even though MBR N1 is not entirely fall inside one half-plane, PL(p1) or PL(p2), it

is still can be pruned as it lies inside the union of PL(p1) and PL(p2).

(a) Pruning with 1 point (b) Pruning with 2 points

Figure 2.6: TPL Pruning [4]

In searching RNNs of q, TPL uses two steps called filtering and refinement. It

indexes objects with R-tree and traverses it in Best-First Manner while maintaining
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a min-heap containing entries of the R-tree. Initially, TPL algorithm visits the

root of R-tree, open and insert its children to the heap. Entries in the heap which

are pruned according to the half-space pruning rule are inserted into a refinement

set Srfn and those which cannot be pruned are inserted into a candidate set Scnd.

Consider example in Fig. 2.7, after the root and MBR N10 are opened, entries in

the heap are N3, N11, N2, N1, N12. p1 is then accessed and inserted into Scnd as

dist(p1, q) < dist(N11, q) whereas p3 is inserted into Srfn since it lies in half-plane

PL(p1) and will be used to verify entries in candidate set in the refinement phase.

Figure 2.7: TPL Algorithm [4]

TPL algorithm keeps points and nodes encountered in filtering phase in sets of

Prfn and Nrfn to verify entries in candidate set. In this way, the algorithm only

traverses the R-tree once and does not issue boolean range query in verifying the

candidates. Verification is carried out in rounds, where in each round, a candidate

point is verified with entries in Prfn or Nrfn. A candidate p is discarded if there is

a point p′ ∈ Prfn such that dist(p, p′) < dist(p, q) or there is a MBR N such that

minmaxdist(p,N) < dist(p, q).

FINCH [114] use half-space pruning as in TPL to define pruning region. However,

instead of using subsets of facility objects to filter the entries, it uses a convex polygon

covering the unfiltered region. Any object inside this polygon can be filtered. FINCH

algorithm approximates a convex polygon to avoid such expensive subset filtering

as used in TPL. All objects inside this polygon are candidate of R2NN of q. These

objects are then verified using boolean range query in the subsequent phase.

INFZONE (influence zone) [5] was introduced to improve the verification in

RkNN query. Influence zone is an area for which every object inside is guaranteed to

be RkNN of q. Using this zone, RkNN of a query point is obtained by calculating

the zone and locating users inside it.

Even though it is also computed using half-space approach, Influence zone is

different from unpruned area defined in previous algorithms utilizing half-space
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method. Consider an example in Fig. 2.8 where five facility points are shown

(a, b, c, d, q) and half-space pruning is applied with k = 2. In Fig. 2.8(a), perpendicular

bisector between q and two points a and b are drawn (Ba:q and Bb:q). Points c and d

are pruned as they are in two half-planes. The unpruned area is shown shaded. In

this area, a point can not be guaranteed to be RkNN of q as we still have to consider

all other bisectors. As an example is point p, even though it lies in unpruned area,

it is not R2NN of q since there are two facility points a and c which are closer to

p. On the other hand, the shaded area in Fig. 2.8(b) which is constructed using

perpendicular bisectors of all facilities is influence zone. After bisectors (Bc:q and

Bc:q) are also considered, every point lies in unpruned area is guaranteed to be R2NN

of q.

(a) Unpruned area (not influence zone) (b) Influence zone (influence zone)

Figure 2.8: Unpruned area and influence zone (k = 2) [5]

Influence zone such above example is computed based on näıve approach of using

half-space of all facilities. However, the author proposed set of rules to significantly

reduce the number of facilities which should be considered in computing the zone.

Initially the influence zone is set to be the whole data space, each time a facility

point is encountered, its half-plane is used to update the zone by removing space

which are pruned by k facilities. An entry e is not considered in computing influence

zone if for every vertex v of the most current influence zone, its minimum distance

to v is greater than distance of v to q, or mindist(e, v) > dist(v, q).

SLICE [6] applies filtering strategy used in six-region approach and bring back

region based pruning to be an eminent approach for solving RkNN query. Unlike

six-region which always has 6 partitions, SLICE divides data space in arbitrary

number of partitions. Pruning strategy in SLICE is more powerful than that in

six-region. This is because in SLICE a facility f which lies in a partition P prunes
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at least as much area as pruned in six-region in P . Moreover, f can also prune space

outside P as long as maxAngle(f, P ) < 90◦. Consider an example in Fig. 2.9(a),

area pruned by f with SLICE is shaded while area in P2 pruned with six-region is

bounded by dotted arc. SLICE prunes larger space with higher number of partitions

such as shown in Fig. 2.9(b), however increasing number of partitions will increase

computational overhead. Therefore, choosing an appropriate number of partitions

is important, which based on experiment the best performance is obtained with 12

partitions.

(a) SLICE prunes more area (b) Prunes larger space with more partitions

Figure 2.9: Comparison of SLICE and six-region [5]

In filtering, SLICE maintains k-smallest upper arc for each partition P which

is called bounding arc (rBP ). Any point in partition P and lies outside rBP fulfils

dist(p, q) > rBP which means that it is pruned by k facilities and therefore can be

filtered from candidates of query answer. In verification of candidates, SLICE does

not use boolean range query, instead it uses significant facility to verify whether a

candidate point as RkNN of q. A facility point f is significant facility of partition

P if its lower arc is smaller than bounding arc of P . In this situation, f can prune

candidates in P . SLICE maintains an ascending ordered list of significant facility for

each P called sigList. To verify a candidate user u, entries in the list is iteratively

accessed. If a facility prunes u, a counter is incremented and if it equals to k, u is

filtered and cannot be the query answer. The algorithm stops whenever it found that

for a facility f currently accessed in sigList, rLf :P > dist(u, q).

TPL++ [6] is the most current proposed method to solve RkNN query. It

utilizes and improves TPL strategy with two optimization approaches. First, it

improves filtering in TPL from O(km) to O(m) by proposing the use of disjoint and

different size of subsets of facility to filter users. Consider an example in Fig. 2.10,
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the entry e is filtered as it is pruned by two subsets {a, b} and {c}.

Figure 2.10: TPL++ optimized filtering [6]

The facilities in Sfil is iteratively accessed to prune an entry e. If e is pruned by

accessed facilities, a counter is incremented. However, not all facilities can completely

prune e, in this situation etmp is used to store part of e which cannot be pruned by a

subset of facilities and will be initialized as e for next accessed subset. It continues

until etmp becomes empty and the counter is incremented accordingly. If the counter

equals to k than e can be filtered safely.

The second optimization is by including more facility points in Sfil. Consider

Fig. 2.10, in TPL facility point d is not inserted in Sfil as it is pruned by other

facilities, but TPL++ inserts it and does not perform check in point level. TPL++

only checks intermediate or leaf node whether it can be pruned or not. It increases

filtering power and reduces IO and CPU cost by not checking facility point. This

benefit outweigh the increasing filtering cost incurred by increasing size of Sfil.

A comprehensive experimental study of most notable RkNN was carried out

in [6]. The comparison of computation complexity of each algorithm is shown in

Table 2.2.1.
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Table 2.1: Comparison of RkNN Algorithm Complexity [6]

Filtering

Phase

Six-reg TPL TPL++ FINCH InfZone SLICE

Filter a f node O(1) O(km) O(m) O(m) O(m) O(t)

Filter a f point O(1) O(km) O(m) O(logm) O(m) O(t)

Add a f in Sfil O(logk) O(logm) O(logm) O(m2) O(m2) O(tlogm)

Verification

Phase

Filter a u node O(1) O(km) O(m) O(m) O(m) O(t)

Filter a u point O(1) O(km) O(m) O(logm) O(logm) O(1)

Expected candi-

dates

6k|U |
|F |

k|U |
|F | to
6k|U |
|F |

k|U |
|F | to
3.1k|U |

|F |

k|U |
|F | to
6k|U |
|F |

k|U |
|F | < 3.1k|U |

|F |

f : facility, u: user, m: number of facilities in Sfil, t: number of partitions for SLICE, |F |: total number of

facilities in the data set, |U |: total number of users in the data set

2.2.2 Reverse Top-k Query

Top-k query is a rank aware query which retrieves k objects considered by users as

the best match of their preferences. While top-k query provides information for users

that seek best products, reverse top-k query focuses on facilities’ perspective who are

interested to know the influenced users. Given a facility and a set of users with their

scoring functions, a reverse top-k query returns users which consider the facility as

one of their top k facilities [127].

Figure 2.11 illustrates users that are looking for the most important fuel stations

based on their scoring functions. The scoring function covers two attributes, distance

and price where lower value in these attributes is preferable. Top-2 fuel stations

for all users are shown in the figure. The reverse top-2 of Shell are u1, u2 and u3

because they consider Shell as one of their top-2 fuel stations.

Figure 2.11: Illustration of Reverse Top-k

Reverse top-k Threshold Algorithm (RTA) [127] was the first algorithm to solve
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reverse top-k query. Its main idea is to use threshold to avoid top-k query evaluation

of all objects such happens in naive solution approach. It ignores preference weighting

vectors which cannot contribute to the result. Reverse top-k computation was also

used to identify the most m influential products on market [9]. Identifying the

most influential objects is formulated as a query that retrieves m products with

highest influence score. Reverse top-k computation was also utilized to monitor the

popularity of location from the perspective of mobile users [128]. A study to solve

multiple top-k queries [129] was also applicable for reverse top-k query. Branch and

Bound (BBR) algorithm [130, 131] use score bounds on data object and MBR to

provide high level pruning of weighting vectors.

Spatial reverse top-k queries consider the spatial distance between users and

facilities. Spatial reverse top-k queries have been studied in Euclidean space, where

distance is measured from the straight line that connecting two objects [132] and in

road networks, where distance is computed as the total length of segments connecting

two objects [133].

2.2.3 Reverse Skyline Query

A novel variant of skyline operator is Reverse Skyline Query (RSQ). An RSQ retrieves

all users in a data set that have query point as a member of their skyline. RSQ

was firstly introduced in [134] to observe the influence of a facility with respect to

dominated facilities. The influence, in this case, intuitively can be defined as users

for which the query facility is one of their skyline. In the example of Fig. 2.12, the

reverse skyline of 7/11 are u1, u2 and u3 because they all have 7/11 as a member of

their skyline.

Figure 2.12: Illustration of Reverse Top-k

Many algorithms have been proposed to solve RSQ, including Branch and Bound

Reverse Skyline, Reverse Skyline using Skyline Approximations [134], Full-Reuse-
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Based Reverse Skyline and Global-Skyline-Based Reverse Skyline [135]. Some other

algorithms were also proposed for solving RSQ for particular situations which are

not relevant with our work. These algorithms including reverse skyline query for

uncertain data [136], reverse skyline query with arbitrary non-metric similarity

measures [137] and reverse skyline queries in wireless sensor networks [138]. Studies

in Non traditional RSQ which are relevant with our topics include bichromatic reverse

skyline [139] and that of answering why-not-questions in reverse skyline query [140]

which defines safe region for moving reverse skyline query.

2.3 Continuous Monitoring of Spatial Queries

2.3.1 Continuous Range Query

Given a query q and a value of range r, a continuous range query is to continuously

find all objects within distance r from q. Many algorithms have been proposed for

continuously monitoring range queries. MobiEyes [24] delegates some computation

load to the client side to reduce the server load during the monitoring of the queries.

In [141], an adaptive indexing scheme is used to model the moving objects and

queries. Kalashnikov et al. [142] uses grid structure to efficiently monitor continuous

range queries.

Hu et al. [143] propose a safe zone for each object such that the results of the

queries do not change if the object remains inside its safe zone. This algorithm is not

applicable in the scenario when the queries are moving. A query indexing method

called containment-encoded squares(CES)-based indexing is introduced in [144] to

easily identify the moving objects that do not need to be evaluated. In [18], a safe

zone is computed for each moving query to efficiently monitor the query results.

2.3.2 Continuous NN Query

Different from snapshot kNN, continuous kNN query continuously reports the real

time k closest objects to the query when either query or objects continuously change

their locations. Continuous kNN query has attracted significant research attentions in

the past few years. Tao et al. [65] introduce time-parameterized queries (TP queries)

with an assumption that motion pattern of the query is known. A TP query reports

the NN of the query as well as its validity period. Zhang et al. [145] use TP queries

to identify the safe zone of moving kNN queries. Some other works [146, 64, 147]

employ grid structure to continuously monitor the kNN of queries.
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2.3.3 Continuous Top-k Query

In Chapter 5, we study the continuous monitoring of moving top-k query. It

continuously monitor the k most interesting facilities for a moving user with a

particular scoring function.

The first work on moving top-k query was presented in [148]. The authors use

the weighted distance as the ranking function and utilize multiplicatively weighted

Voronoi cells to construct the safe zone for each query. They proposed Incremental

Border Distance algorithm that prunes objects which cannot contribute to the safe

zone. Huang et al. also proposed a safe zone based approach to monitor the result

of moving top-k queries [149]. They use a more general ranking function compared

to the ad-hoc one in [148]. These works were designed for the moving topk spatial

textual queries. They also consider the text relevancy of the objects, which is slightly

above the scope of our study.

2.3.4 Continuous RkNN Query

The first algorithm for continuous monitoring of RNN queries was presented in . In

this work, objects’ velocities are assumed to be known. Xia et al. [116] proposed

the first algorithm that does not assume any knowledge about the objects’ motion

pattern. This algorithm works based on six region approach and monitors the RNN

queries by monitoring the unpruned area and the circles around the candidate objects.

Consider the example of Fig. 2.13(a). The RNN of the query may change if one of

the following cases occurs:

1. The query or one of the RNN candidates changes its location. In Fig. 2.13(a),

this happens if either q, a, b, c, d, e or f moves to another location

2. The nearest neighbor of a candidate object is changed. In Fig. 2.13(a), it

happens if a moving object enters or leaves the circles

3. A moving object enters the unpruned region (The region shown in white in

Fig. 2.13(a)

Kang et al. [117] proposed RNN monitoring algorithm based on half-space (TPL)

pruning approach that also monitors the unpruned area and the circles around the

candidate objects. They use three observations above and apply grid structure to

mark the monitored area. Consider the example of Fig. 2.13(b). The cells that overlap

with the unpruned region and the monitored circles are marked. The movement of

an object in a marked cell triggers the update of RNN.

The first RkNN monitoring algorithm was proposed by Wu et al. in [114]. In

this algorithm, kNN queries are issued in each region and the users that are closer
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(a) Six regions based monitoring [116] (b) Half-space based monitoring [117]

Figure 2.13: Continuous monitoring of RNN

than the k-th NN become the candidates and are verified if the query point is one of

their k closest facilities. The RkNN of queries are monitored using the circle that

contains k nearest facilities for each candidate object. Cheema et al. [118] proposed

an algorithm, called Lazy Updates, that reduces the number of times pruning phase

is executed. In this algorithm, they assign a safe region for each moving object such

that if the object stays in the region, the pruning phase is not needed to be called.

Cheema et al. [5, 150] present the state-of-the-art algorithm for continuous RkNN

queries. They introduce the notion of influence zone of a query q which is an area

such that a user u is a RkNN of q if and only if u is inside this area. Thus, once

the influence zone of a query is constructed, the system can efficiently monitor the

RkNNs of a query by monitoring the users that enter or leave the query’s influence

zone.

q A

B

C
DE

F

G

H

I

c
1

c
2

Figure 2.14: RkNN monitoring [5]
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To efficiently monitor the users that enter or leave the influence zone, the space is

partitioned using a grid containing N ×N cells. A cell is called an interior cell if it

is fully contained by the influence zone. A cell is called a border cell if it is partially

contained by the influence zone. Consider polygon ABCDEFGHI in Fig. 2.14 which

is the influence zone of q. The dark shaded cells are the interior cells and the light

shaded ones are the border cells. For each cell, the algorithm maintains two lists

called interior list and border list. The interior (resp. border) list of a cell c consists

of every query q for which the cell c is an interior cell (resp. a border cell). Whenever

a user u enters a cell c, it becomes the RkNNs of every query in the interior list of c.

The algorithm also checks every query in the border list of c and checks whether u is

inside its influence zone or not and updates the results accordingly.

2.3.5 Reducing Communication Cost

Continuous monitoring of spatial queries have been studied in various types of query,

such as in nearest neighbour (NN) query [113, 145, 70, 151, 152, 146, 147, 153],

range query [154, 25, 24, 26, 27, 18] and reverse nearest neighbour (RNN) query [66,

68, 116, 117, 114, 5, 155]. Papadias et al. [146] presented conceptual partitioning

(CPM) to continuously monitor the nearest neighbour of queries. It uses a circle C

to maintain the query result. The result is re-computed from the scratch if the NNs

that move outside C are more than the outer objects that move into C. Otherwise,

the k objects inside C that are closest to the query are set as the result.

Most of the existing works for continuous monitoring of spatial queries focus

on reducing computation cost, and reducing communication cost does not receive

considerable attentions. Some of the works that focus on reducing communication

cost include [24], [143], [156], [118] and [157]. Gedik et al. [24] proposed

MobiEyes to reduce the computation and communication cost of range queries

monitoring. MobiEyes delegates some computation load to the client objects. Wang

et al. [26] introduced the concept of query view such that the query results are

affected only if there is object that changes its current query view. A distributed

server infrastructure was presented in [27] to partition the service region into several

zones that can cooperatively monitor the results of reverse nearest neighbour queries.

Hu et al. [143] proposed a generic framework to continuously monitor the result of

range and kNN queries over moving object. For each object, they define a safe zone

such that the result of all queries remain unchanged as long as the object lies inside

the safe zone. The framework was designed to handle range and nearest neighbour

queries.

In [156], a threshold-based algorithm was presented to handle the continuous

monitoring of nearest neighbour of queries with minimum communication overhead.

Cheema et al. [118] and Emrich et al. [157] introduced a rectangular shaped of safe
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zone for each moving object to minimize the communication cost between clients

and server in the continuous reverse nearest neighbour queries. Note that these

studies were designed to handle specific type of spatial queries. In Chapter 6, we

propose a generic framework that can be easily applied to handle many types of

spatial queries.
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Chapter 3

Reverse Approximate Nearest

Neighbor Queries (RANN)

In this chapter, we introduce an alternative definition of influence by considering

relative distance between users and facilities. It complements the influence definition

in reverse k nearest neighbor queries (RkNN) that uses relative ordering of facilities

based on their distances from the users.

3.1 Introduction

People usually prefer the facilities in their vicinity, i.e., they are influenced by nearby

facilities. A reverse nearest neighbors (RNN) query [10, 112, 119, 158] aims at finding

every user that is influenced by a query facility q. Formally, given a set of users U , a

set of facilities F and a query facility q, an RNN query returns every user u ∈ U for

which the query facility q is its closest facility. The set containing RNNs, denoted as

RNN(q), is also called the influence set of q.

Consider the example of Fig. 3.1 that shows four Starbucks cafes (f1 to f4) and

three users (u1 to u3). In the context of RNN queries, the users u2 and u3 are

both influenced by f1 because f1 is their closest Starbucks. Therefore, u2 and u3

are the RNNs of f1, i.e., RNN(f1) = {u2, u3}. Similarly, it can be confirmed that

RNN(f2) = ∅, RNN(f3) = ∅, RNN(f4) = {u1}.
A reverse k nearest neighbors (RkNN) query [4, 3, 159, 5, 155, 6] is a natural

extension of the RNN query. Specifically, in the context of an RkNN query, a user

u is considered to be influenced by its k closest facilities. Hence, an RkNN query

q returns every user u ∈ U for which q is among its k closest facilities. In the

example of Fig. 3.1, assuming k = 2, R2NN(f2) = {u1, u2, u3} because f2 is one of

the two closest facilities for all of the three users. Similarly, R2NN(f1) = {u2, u3},
R2NN(f3) = ∅ and R2NN(f4) = {u1}.
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RkNN queries have numerous applications [10] in location based services, resource

allocation, profile-based management, decision support etc. Consider the example

of a supermarket. The people for which this supermarket is one of the k closest

supermarkets are its potential customers and may be influenced by targeted marketing

or special deals. Due to its significance, RNN queries and its variants have received

significant research attention in the past decade (see [3] for a survey).

In this chapter, we propose an alternative definition of influence and propose a

variant of RNN queries called reverse approximate nearest neighbors (RANN) query.

This definition is motivated by our observation that an RkNN query may not properly

capture the notion of influence.

Figure 3.1: Illustration of RNN query and its variants

3.1.1 Motivation

Consider the example of a person living in a suburban area (e.g., u2 in Fig. 3.1) who

does not have any Starbucks nearby. Her nearest Starbucks is f1 which is say 30

Km from her location. In the context of R2NN query, u2 is influenced by f1 and f2 –

her two nearest facilities. However, we argue that it is also influenced by f3 because

a user who needs to travel a minimum of 30 Km to visit a Starbucks may also be

willing to travel to a Starbucks cafe 31 Km far from her.

Similarly, consider the example of another person living in a suburb (e.g., u1 in

Fig. 3.1) who has only one Starbucks nearby (f4) assuming that all other Starbucks

(e.g., f1 to f3) are in downtown area and are quite far. In the context of R2NN

queries, the user u1 is considered to be influenced by both f4 and f2 because these

are her two closest facilities. However, we argue that the user u1 is only influenced

by f4 because the other facilities are significantly farther than dist(u1, f4), e.g., a

user who has a Starbucks within 1 Km is not very likely to visit a Starbucks that is

say 30 Km from her location.

As shown above, the definition of influence used in RkNN queries considers only

the relative ordering of the facilities based on their distances from u and ignores

the actual distances of the facilities from u. Motivated by this, in this chapter, we

propose a reverse approximate nearest neighbors (RANN) query that relaxes the

definition of influence using a parameter x (called the x factor) and considers the

relative distances between users and facilities. Specifically, an RANN query returns

26



every user u for which the query facility is its approximate nearest neighbor.

Definition 3.1 Approximate nearest neighbor. Let NNdist(u) denote the dis-

tance between u and its nearest facility. Given a value of x > 1, a facility f is called

an approximate nearest neighbor of u if dist(u, f) ≤ x×NNdist(u).

Reverse Approximate Nearest Neighbors (RANN) query. Given a value of

x > 1, an RANN query q returns every user u for which dist(u, q) ≤ x×NNdist(u),

i.e., return every user u for which q is its approximate nearest neighbor. The set of

RANNs of a query q is denoted as RANNx(q). Note that an RANN query is the

same as an RNN query if x = 1.

In the example of Fig. 3.1, assuming x = 1.2, RANN of f2 are the users u2 and u3,

i.e., RANN1.2(f2) = {u2, u3}. Similarly, RANN1.2(f1) = {u2, u3}, RANN1.2(f3) =

{u2} and RANN1.2(f4) = {u1}.

Remark. RkNN queries and RANN queries assume that the distance is the main

factor influencing a user. This assumption holds in many real world scenarios. For

instance, the users looking for nearby fuel stations are usually not concerned about

price (or even rating) because all fuel stations have similar price (or even the same

price because, in some countries, the fuel prices are regulated by the government).

Similarly, users interested in McDonald’s restaurants or Starbucks cafe are mainly

influenced by the distance because other attributes such as price, menu, and ratings

are the same for all stores. Nevertheless, in the case where the users are influenced

by other attributes, reverse top-k queries [127, 160, 132] can be used to compute

the influence using a scoring function involving multiple attributes such as distance,

price, and rating. This is a different line of research and is not within the scope of

this chapter.

3.1.2 Contributions

We make the following contributions in this chapter.

1. We complement the RkNN queries by proposing a new definition of influence that

considers every user u to be influenced by a query q for which q is an approximate

nearest neighbor.

2. As we show in Section 3.3, the pruning techniques used to solve RkNN queries

cannot be applied or extended for RANN queries. This is mainly because, in our

problem settings, a facility f may not be able to prune the users that are quite far

from f (see Section 3.3 for details). Based on several non-trivial observations, we

propose efficient pruning techniques that are proven to be tight, i.e., given a facility

f used for pruning, the pruning techniques guarantee to prune every point that can

be pruned by f . We then propose an efficient algorithm that utilizes these pruning

techniques to efficiently answer the snapshot RANN queries.
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3. We conduct an extensive experimental study on three real data sets and several

synthetic data sets to show the effectiveness of our proposed techniques. Since

existing techniques cannot be extended to answer RANN queries, we compare our

algorithm with a näıve algorithm (called RQ) as well as a significantly improved

version of RQ (called IRQ). The experimental results show that our algorithm is

several orders of magnitude better than both of the competitors. Furthermore, we

note that the results of an RANN query are the same as the RkNN (k = 1) query

when x is quite close to 1. Therefore, we also compare our algorithm (by setting

x = 1 + 10−0.6) with the most notable RNN algorithms. Although our algorithm

solves a more challenging version of the problem, our experiments show that it

performs reasonably well compared to RNN algorithms.

3.2 Problem Definition

Similar to RkNN queries, RANN queries can also be classified into bichromatic

RANN queries and monochromatic RANN queries.

Bichromatic RANN query. Given a set of users U , a set of facilities F , a

query facility q (which may or may not be in F ), and a value of x > 1, a bichromatic

RANN query returns every user u ∈ U for which dist(u, q) ≤ x×NNdist(u) where

NNDist(u) denotes the distance between u and its nearest facility in F .

Monochromatic RANN query. Given a set of facilities F , a query facility q

(which may or may not be in F ), and a value of x > 1, a monochromatic RANN query

returns every facility f ∈ F for which dist(f, q) ≤ x×NNdist(f) where NNDist(f)

denotes the distance between f and its nearest facility in {F − f}.
In Fig. 3.1, the monochromatic RANNs of f2 (assuming x = 1.5) are f1 and

f3. Monochromatic queries aim at finding the facilities that are influenced by the

query facility. Consider a set of police stations. For a given police station q, a

monochromatic query returns the police stations for which q is a nearby police

station. Such police stations may seek assistance (e.g., extra policemen) from q in

case of an emergency event.

Although our techniques can be easily applied to monochromatic RANN queries,

in this chapter, we focus on bichromatic RANN queries because the bichromatic

version has more applications in real world scenarios. Similar to the existing work

on RNN queries, we assume that both the facility and user data sets are indexed by

R*-tree [161]. The R*-tree that indexes the set of facilities (resp. users) is called

facility (resp. user) R*-tree. Since most of the applications of the RNN query and

its variants are in location-based services, similar to the existing RNN algorithms [3],

the focus of this chapter is on two dimensional location data.
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3.3 Pruning Techniques

Given a facility f , a user u cannot be the RANN of q if dist(u, q) > x× dist(u, f).

In such case, we say that the facility f prunes the user u. In this section, we will

present the pruning techniques that use a facility f or an MBR of the facility R*-tree

to prune the users. First, we highlight the challenges.

3.3.1 Challenges

Existing pruning techniques cannot be applied or extended for the RANN queries

due to the unique challenges involved. For instance, the algorithms to solve RkNN

queries can prune most of the search space by considering only the nearby facilities

surrounding q. Consider the example of Fig. 3.3 where the six-regions approach finds

the nearest facility to the query q in each of the six partitions and the shaded area

can be pruned.

Figure 3.2: Six-regions pruning Figure 3.3: RANN pruning challenges

However, in the case of RANN queries, the nearby facilities surrounding the query

q are not sufficient to prune a large part of the search space. Assuming x = 2, in

partition P3 (see Fig. 3.3), while the user u1 can be pruned by f the user u2 cannot

be pruned by f . In other words, the users that are further from a facility f are less

likely to be pruned by it.

In Fig. 3.3, assuming x = 2, the six shaded circles show the maximum possible

area that can be pruned by the six facilities a to f (the details on how to compute

the circles will be presented later). Note that the facilities that are close to q prune

a smaller area as compared to the farther facilities. Hence, the algorithm needs to

access not only nearby facilities but also farther facilities to prune a large part of

the search space. Also, note that RANN queries are more challenging because the
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maximum area that can be pruned is significantly smaller.

In Section 3.3.2, we present the pruning techniques that prune the space using a

data point, i.e., a facility f . In Section 3.3.3, we present the techniques to prune the

space using an MBR of the facility R*-tree. Efficient implementation of the pruning

techniques is discussed in Section 3.3.4.

3.3.2 Pruning using a facility point

Before we present our non-trivial pruning technique, we present the definition of a

pruning circle.

Definition 3.2 (Pruning circle) Given a query q, a multiplication factor x > 1

and a point p, the pruning circle of p (denoted as Cp) is a circle centered at c with

radius r where r = x·dist(q,p)
x2−1 and c is on the line passing through q and p such that

dist(q, c) > dist(p, c) and dist(q, c) = x2·dist(q,p)
x2−1 .

Consider the example of Fig. 3.4 that shows the pruning circle Cf of a facility

f assuming x = 2. The centre of c is located on the line passing through q and f

such that dist(q, c) = 4·dist(q,f)
3 , dist(q, c) > dist(f, c) and radius r = 2·dist(q,f)

3 . The

condition dist(q, c) > dist(f, c) ensures that c lies towards f on the line passing

through q and f , i.e., f lies between the points c and q as shown in Fig. 3.4. Next,

we introduce our first pruning rule in Lemma 3.1.

Lemma 3.1 Every user u that lies in the pruning circle Cf of a facility f cannot

be the RANN of q, i.e., dist(u, q) > x× dist(u, f).

Proof Given two points v and w, we use vw to denote dist(v, w). Consider the

example of Fig. 3.4. Since u is inside the circle Cf , uc < r. Assume that uc = n · r
where 0 ≤ n < 1. Since r = x·qf

x2−1 , we have uc = n · r = n · x·qf
x2−1 .

Considering the triangle 4quc, qu =
√

(qc)2 + (uc)2 − 2 · uc · qc · cos θ. Since

uc = n · x·qf
x2−1 and qc = x2.qf

x2−1 , we have

qu =

√
(
x2 · qf
x2 − 1

)2 + n2(
x · qf
x2 − 1

)2 − 2n(
x · qf
x2 − 1

)(
x2 · qf
x2 − 1

) · cos θ

=

√
(
x · qf
x2 − 1

)2(x2 + n2 − 2 · x · n · cos θ)

= (
x · qf
x2 − 1

)
√
x2 + n2 − 2xn cos θ

(3.1)

Similarly considering 4fcu, fu =
√

(fc)2 + (uc)2 − 2 · uc · fc · cos θ. Since fc =

qc−qf and qc = x2.qf
x2−1 , we get fc = qf

x2−1 . We can obtain the value of fu by replacing

the values of fc and uc.
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Figure 3.4: Lemma 3.1 Figure 3.5: Lemma 3.3

fu =

√
(

qf

x2 − 1
)2 + n2(

x · qf
x2 − 1

)2 − 2 · n(
x · qf
x2 − 1

) · ( qf

x2 − 1
) · cos θ

= (
qf

x2 − 1
)
√

1 + n2x2 − 2nx cos θ

(3.2)

Note that the user u can be pruned if dist(u, q) > x× dist(u, f). Therefore, we

need to show qu− x · fu > 0. The left side of this inequality can be obtained using

the values of qu and fu from Eq. (3.1) and Eq. (3.2), respectively.

qu− x · fu =
x.qf

x2 − 1
(
√
x2 + n2 − 2xn cos θ −

√
1 + x2n2 − 2xn cos θ ) (3.3)

Since x > 1, ( x.qf
x2−1) is always positive. Hence, we just need to prove that

(
√
x2 + n2 − 2xn cos θ −

√
1 + x2n2 − 2xn cos θ > 0. In other words, we need to

show (
√
x2 + n2 − 2xn cos θ >

√
1 + x2n2 − 2xn cos θ. Note that both sides of this

inequality are positive (otherwise qu and fu in Eq. (3.1) and Eq. (3.2) would be

negative which is not possible). Hence, we can take the square of both sides resulting

in x2 + n2 − 2xn cos θ > 1 + x2n2 − 2xn cos θ which implies that we need to prove

(x2 + n2 − x2n2 − 1) > 0. This inequality can be simplified as (x2 − 1)(1− n2) > 0.

Since x > 1 and n < 1, it is easy to see that (x2 − 1)(1− n2) > 0 which completes

the proof.

Note that although the pruning technique itself is non-trivial, applying this

pruning rule is not expensive, i.e., to check whether a user u can be pruned or not,

we only need to compute its distance from the centre c and compare it with the
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radius r. Next, we show that this pruning rule is tight in the sense that any user u′

that lies outside Cf is guaranteed not to be pruned by the facility f .

Lemma 3.2 Given a facility f and a user u′ that lies on or outside its pruning

circle Cf , then dist(u′, q) ≤ x× dist(u′, f), i.e., u′ cannot be pruned by f .

Proof Consider the user u′ in Fig. 3.4. Since u′ is on or outside the pruning circle, it

satisfies u′c = n·r, where n ≥ 1. The proof is similar to the proof of Lemma 3.1 except

that we need to show that u′q− x.fu′ ≤ 0, i.e., we need to show (x2− 1)(1−n2) ≤ 0

which is obvious given that x > 1 and n ≥ 1.

Note that the pruning circle Cf is larger if dist(q, f) is larger which implies that

the facilities that are farther from the query prune larger area. For instance, in

Fig. 3.5, the pruning circle Cb is bigger than the pruning circle Ca.

Figure 3.6: Pruning using MBR

3.3.3 Pruning using the nodes of facility R*-tree

In this section, we present our techniques to prune the search space using the

intermediate or leaf nodes of the facility R*-tree. These pruning techniques reduce

the I/O cost of the algorithm because the algorithm may prune the search space

using a node of the R*-tree instead of accessing the facilities in its sub-tree.

A node of the facility R*-tree is represented by a minimum bounding rectangle

(MBR) that encloses all the facilities in its sub-tree. Without accessing the contents

of the node, we cannot know the locations of the facilities inside it except that each

side of the MBR contains at least one facility. We utilize this information to devise

our pruning techniques. Specifically, we use all four sides of the MBR and use each

side (i.e., line segment) to prune the search space. Lemma 3.3 presents the pruning

rule and Fig. 3.5 provides an illustration.
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Lemma 3.3 Given a query q, a multiplication factor x > 1, and a line ab represent-

ing a side of an MBR, a user u cannot be the RANN of q if it lies inside both of the

pruning circles Ca and Cb, i.e., u can be pruned if u lies in Ca ∩ Cb.

Proof Let maxdist(p, ab) denote the maximum distance between a point p and a

line ab. Note that maxdist(u, ab) = max(dist(u, a), dist(u, b)). Since u lies in both

Ca and Cb, dist(u, q) > x × dist(u, a) and dist(u, q) > x × dist(u, b) (according to

Lemma 3.1). In other words, dist(u, q) > x × maxdist(u, ab). Since there is at

least one facility f on the line ab, dist(u, f) ≤ maxdist(u, ab). Hence, dist(u, q) >

x× dist(u, f) which implies that the user u can be pruned.

In Fig. 3.5, the shaded area can be pruned by using the line ab. The next lemma

shows that this pruning rule is also tight.

Lemma 3.4 Given a line ab such that the only information we have is that there is

at least one facility f on ab, a user u cannot be pruned if it lies outside either Ca or

Cb.

Proof Without the loss of generality, assume that u lies outside Ca. Now assume

that there is exactly one facility f on the line ab and it lies at the end point a. Since

f lies on a, Ca = Cf which implies that u is outside Cf . Hence, u cannot be pruned

by f (Lemma 3.2).

To prune the search space using an MBR, we apply Lemma 3.3 on each of side si

of the MBR. Specifically, a user u can be pruned if, for any side si of the MBR, u

lies in both of the pruning circles of the end points of si. Consider the example of

Fig. 3.6 where an MBR abcd is shown along with the pruning circles of the corners

of the MBR (see Ca to Cd). Let Ai denote the area pruned by a side si of the

MBR. In Fig. 3.6, the shaded area can be pruned which corresponds to ∪4i=1Ai where

A1 = Ca ∩ Cb, A2 = Cb ∩ Cc, A3 = Cc ∩ Cd, and A4 = Cd ∩ Ca.

3.3.4 Implementation of the pruning techniques

In the previous sections, we discussed how to prune the search space using a facility

point or an MBR of the facility R*-tree. In this section, we discuss how to efficiently

and effectively implement the pruning techniques.

Assume that we have a set of facilities and MBRs to be used for pruning the

search space. Let Ai denote the area pruned by a facility point or a side of an MBR.

Let A = {Ai, · · · , An} be the total area that can be pruned by using the set of

facilities and MBRs. In this section, we present Algorithm 1 that efficiently checks

whether an entry e of user R*-tree (i.e., a point or an MBR) can be pruned by A or
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not, i.e., whether e lies inside A or not. Before we discuss the details of Algorithm 1,

we describe how to prune a user MBR e using a single pruning area Ai ∈ A. Since e

is an MBR, it is possible that e only partially lies in Ai. Ideally, we should be able

to prune the part of the MBR that lies inside Ai. In our algorithm, we process the

MBR e such that the area that lies inside Ai is trimmed. Below are the details on

how to do this.

Case 1: Ai corresponds to the area pruned by a facility. Consider the example of Fig. 3.7

where Ai corresponds to the circle Ca. Note that only a part of the rectangle R

lies in the circle. In such case, we conservatively approximate the area that can

be pruned. Specifically, we use a function TrimEntry(Ca, R) that trims the MBR

R using a circle Ca and returns Ra that corresponds to the minimum bounding

rectangle of the part of R that lies outside Ca, i.e., Ra cannot be pruned by Ca. In

Fig. 3.7, Ra is the shaded area. In Fig. 3.8, Rb (the light shaded area) is returned by

TrimEntry(Cb, R). The function TrimEntry(Ca, R) can be implemented as follows.

Let I be the set of intersection points between a circle Ca and a rectangle R. Let

C be the corners of R that lie outside Ca. The trimmed entry Ra is the minimum

bounding rectangle enclosing the points in I ∪ C.

Figure 3.7: Trimming an MBR Figure 3.8: Pruning an entry

Case 2: Ai corresponds to the area pruned by a side of an MBR. Consider the ex-

ample of Fig. 3.8 where Ai corresponds to the area pruned by a line ab, i.e.,

Ai = Ca ∩ Cb. In this case, we find the part of the MBR R that cannot be

pruned by Ai as follows. Let Ra =TrimEntry(Ca, R) (see the dark shaded area) and

Rb=TrimEntry(Cb, R) (see the light dotted area) in Fig. 3.8. The unpruned part of

R is the minimum bounding rectangle enclosing both Ra and Rb, e.g., Rt shown in

thick broken lines in Fig. 3.8 cannot be pruned by Ca ∩ Cb.

Algorithm 1 shows the details of how to prune an entry e using a set of pruned

areas A. The output of the algorithm is the part of e that cannot be pruned by A.
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Algorithm 1 PruneEntry(e,A)

Input: e: the entry to be pruned, A: the set of pruned areas
Output: Return the part of e that cannot be pruned byA

1: for each Ai ∈ A do
2: if Ai is related to a facility f then
3: R← TrimEntry(Cf ,e)
4: else if Ai is related to a line ab then
5: Ra ← TrimEntry(Ca,e)
6: Rb ← TrimEntry(Cb,e)
7: R← minimum bounding rectangle enclosing both Ra and Rb

8: e← R
9: if e is empty then

10: return φ
11: return e

Each entry Ai is iteratively accessed from A and the entry e is trimmed using the

details described earlier (lines 2 to line 7). The trimmed part R is assigned to e

which is to be further trimmed in the next iteration (line 8). At any stage, if e is

empty, the algorithm terminates by returning φ (line 10) which indicates that the

whole entry e can be pruned by A. When all entries Ai in A have been accessed, the

algorithm returns e.

We remark that although the trimming significantly improves the I/O cost (2 to

3 times) of the algorithm, the overall CPU time is also increased due to the overhead

of trimming. This must be taken into consideration when making the decision on

whether to use trimming or not, e.g., the trimming should not be used if the main

focus is to optimize CPU cost.

Improving Algorithm 1. Note that Algorithm 1 accesses every entry Ai ∈ A
regardless of whether Ai can prune a part of e or not. Now, we discuss how to

improve the efficiency of Algorithm 1 by ignoring the entries Ai that cannot prune

e. Similar to six-regions approach [112] and Slice [6], we divide the whole space

around q in t equally sized partitions, e.g., see the partitions P1 to P6 in Fig. 3.9.

Our technique is based on the following two simple observations.

Observation 1. Let P be the set of partitions overlapped by a pruned area Ai. An

entry e can be pruned by Ai only if e overlaps with at least one partition in P.

Consider the example of Fig. 3.9 where the area Ai is shown shaded and overlaps

with partitions P3 and P4. Since the entry e1 does not overlap with P3 or P4, it

cannot be pruned by Ai.

Observation 2. Let Ai.max and Ai.min denote the maximum and minimum distances

between q and the pruned area Ai, respectively. Fig. 3.9 shows Ai.max = dist(q, a)

and Ai.min = dist(q, b). We remark that Ai.max and Ai.min can be computed

following the ideas presented in [162, 18]. Note that an entry e cannot be pruned by

35



Figure 3.9: Observations 1&2

Ai if mindist(q, e) > Ai.max or maxdist(q, e) < Ai.min. For instance, the entry e2

cannot be pruned by Ai because mindist(q, e2) > Ai.max. Similarly, the entry e3

cannot be pruned because maxdist(q, e3) < Ai.min.

Let Ai.interval denote an interval from Ai.min to Ai.max and e.interval denote

an interval from mindist(q, e) to maxdist(q, e). Observation 2 shows that an entry

e can be pruned by Ai only if e.interval overlaps with Ai.interval. We use an

interval tree [163] to efficiently retrieve every Ai for which Ai.interval overlaps with

e.interval. Specifically, for each partition Pi, we maintain an interval tree Ti that

contains Aj .interval for every Aj ∈ A that overlaps with Pi. To check whether an

entry e (that overlaps with a partition Pi) can be pruned by A, we issue an interval

query on Ti with input interval e.interval. Let Ae denote the set containing every

area Aj returned by the interval query e.interval. In Algorithm 1, we use Ae instead

of A. Note that the cost of interval query is O(m+ log n) where n is the number of

intervals stored in the interval tree and m is the number of intervals that overlap

with the input interval.

3.4 Algorithm

Our algorithm consists of three phases namely pruning, filtering and verification.

In the pruning phase, we use the facility R*-tree to prune the search space, i.e.,

compute A. In the filtering phase, the users that lie in the pruned space are pruned

and the remaining users are inserted in a candidate list called Lcnd. Finally, in the

verification phase, each candidate user u ∈ Lcnd is verified to check whether it is a

RANN of q or not.

Pruning Phase Algorithm 2 presents the details of the pruning phase. The al-

gorithm initializes a heap h with the root of the facility R*-tree. The entries are
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iteratively de-heaped from the heap and are processed as follows. If a de-heaped

entry e is pruned (i.e., the entry e′ returned by Algorithm 1 is empty), we ignore it

(lines 5 and 6). Otherwise, we process it as follows.

Algorithm 2 Pruning

Input: facility R*-tree, and a query q
Output: The set of pruned areas A

1: A ← φ
2: insert root of facility R-tree in a h
3: while h is not empty do
4: de-heap an entry e
5: e′ ← PruneEntry(e,A) . Algorithm 1
6: if e′ 6= φ then . e is not pruned
7: if e is an intermediate or leaf node then
8: for each side ab of e do
9: create Ai = Ca ∩ Cb and insert in A

10: for each child c of e do
11: if c overlaps with e′ then insert c in the heap
12: else . e is a facility point
13: create Ai = Ce and insert in A

If e is an intermediate or leaf node of the R*-tree, for each side of e, we create a

pruning area Ai and insert it in A (line 9). We also insert its children in the heap h.

Note that a child c of e that does not overlap with e′ can be pruned because it lies

in the pruned area. Hence, only the children that overlap with e′ are inserted in the

heap (line 11). If e is a facility point, we create the pruning circle Ce and add it to

A (line 13). The algorithm terminates when the heap becomes empty.

Filtering Phase Algorithm 3 describes the filtering phase. A stack S is initialized

with the root entry of the user R*-tree. Each entry e is iteratively retrieved from

S and processed as follows. If e can be pruned by A, it is ignored (lines 5 and 6).

Otherwise, if it is an intermediate or leaf node, its children that overlap with e′ are

inserted in the stack (line 9). If e is a user, it is inserted in Lcnd (line 11). The

algorithm stops when the stack S becomes empty.

Verification Phase In the verification phase, each candidate user u ∈ Lcnd is

verified as follows. Note that a user u is a RANN if and only if there is no facility f

for which dist(u, f) < dist(u,q)
x . A circular boolean range query is issued with centre

at u and radius r = dist(u,q)
x that returns true if and only if there exists a facility

in the circle. The boolean range query is conducted on the facility R*-tree as in

previous works [159] and u is reported as an answer if it returns false.
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Algorithm 3 Filtering

Input: user R*-tree, query q, and A
Output: a list of candidates Lcnd

1: Lcnd ← φ
2: insert root of user R*-tree in a stack S
3: while S is not empty do
4: retrieve top entry e from S
5: e′ ← PruneEntry(e,A) . Algorithm 1
6: if e′ 6= φ then . e is not pruned
7: if e is an intermediate or leaf node then
8: for each child c of e do
9: if c overlaps with e′ then insert c in stack S

10: else . e is a user
11: insert e in Lcnd

3.5 Experiments

3.5.1 Experimental Setting

To the best of our knowledge, there is no prior algorithm to solve RANN queries. We

consider a näıve algorithm (RQ) and make reasonable efforts to devise a significantly

improved version of RQ, as explained below.

Range Query (RQ). For each user u, a boolean range query with range dist(u, q)/x

is issued on the facility R*-tree (as described in the verification phase above).

Improved Range Query (IRQ). Note that an intermediate or leaf node entry eu

of the user R*-tree cannot contain any RANN if there exists at least one facility f

such that mindist(eu, q) > x×maxdist(eu, f), i.e., eu can be pruned. Based on this,

to check whether eu can be pruned or not, we use a function isPruned(eu) that

is implemented as follows. The facility R*-tree is traversed in ascending order of

maxdist(eu, ef ) where ef denotes an entry in the facility R*-tree. The entry eu is

pruned as soon as we find an entry ef for which mindist(eu, q) > x×maxdist(eu, ef ).

To further improve the I/O and CPU cost of isPruned(eu), we do not access the

sub-tree of a facility entry ef if mindist(eu, q) < x×mindist(eu, ef ) because no child

of ef can prune eu.

The IRQ algorithm is the same as Algorithm 3 except that 1) “if isPruned(e)

then” replaces lines 5 and 6 of Algorithm 3; and 2) at line 11, the user is reported

as an answer instead of inserting it in Lcnd. Note that IRQ does not have a pruning

and verification phase because it merges all these phases in one algorithm. In our

experiments, we observed that the performance of IRQ can be further improved if

isPruned(eu) is only applied to leaf entries of the user R*-tree. This is because the

intermediate nodes are highly unlikely to be pruned and result in un-necessary I/O.
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We included this optimization in IRQ.

All algorithms were implemented in C++ and experiments were run on Intel Core

I 5 2.3GHz PC with 8GB memory running on Debian Linux. Experimental settings

are quite similar to the existing work [3]. Specifically, we use the same real data sets

containing 175, 812 points from North America (called NA data set hereafter), 2.6

million points from Los Angeles (LA) and 25.8 million points from California (CA).

We also generate several synthetic data sets containing 1, 000 to 20 million points

following normal distributions. The default real data set is LA containing 2.6 million

points. Unless mentioned otherwise, each data set is randomly divided into two sets

of almost equal size, one corresponding to the facilities and the other to the users.

The page size of each R*-Tree [161] is set to 4, 096 Bytes. We randomly select 100

points from the facility data set and treat them as query points. The cost reported

in the experiments correspond to the average cost of a single RANN query. We vary

the value of x from 1.1 to 4 and the default value is 1.5.

3.5.2 Experiment Result

3.5.2.1 Effect of buffers

All three algorithms need to traverse facility R*-tree every time a boolean range

query is issued to verify a candidate user. Hence, the buffers may reduce the I/O cost.

We study the effect of the number of buffers on each algorithm. Each buffer page can

hold one node of the R*-tree and we use random eviction strategy. In Fig. 3.10, we

report the I/O cost of each algorithm on LA data set for different number of buffers.

As expected, the I/O cost of each algorithm decreases with the increase in number

of buffers. Note that IRQ is up to two orders of magnitude better than RQ and our

algorithm is up to three orders of magnitude better than IRQ. Similar to [3], we use

100 buffer pages for each algorithm in the rest of the experiments.
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3.5.2.2 Effect of the x factor

In Fig. 3.11, we study the effect of the x factor on the three algorithms. Specifically,

Fig. 3.11(a) shows the CPU cost and Fig. 3.11(b) shows the I/O cost of the three

algorithms for varying values of x. In terms of both CPU and I/O cost, our algorithm

is up to three orders of magnitude better than IRQ and up to four orders of magnitude

better than RQ. The cost of our algorithm and IRQ is higher for larger x factor

because the pruning area shrinks as the x factor increases which results in a larger

number of candidates and RANNs. Note that the cost of RQ is not significantly

affected by the x factor mainly because it needs to verify every user regardless of the

value of x.
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Figure 3.11: Effect of the x factor (LA data set)

3.5.2.3 Effect of the data set size

In Fig. 3.12(a) and 3.12(b), we study the effect of data set size on the performance

of the three algorithms. Specifically, we conduct experiments on three real data

sets: NA (175, 000 points), LA (2.6 million points) and CA (25.8 million points).

Our algorithm outperforms the other two algorithms and the gap between the three

algorithms increases as the data set size increases (please note that log-scale is used

in both figures). For example, Fig. 3.12(a) shows that our algorithm is around 25

times faster than IRQ on NA data set and 330 times faster on CA data set. Similarly,

Fig. 3.12(b) shows that the I/O cost of our algorithm is around 12 times lower

than IRQ for NA data set and almost 430 times lower for CA data set. Also, as

expected the cost of each algorithm increases as the data set size increases. This is

mainly because the size of each R*-tree increases and more entries are required to be

processed.

Since our algorithm is up to several orders of magnitude better than the other

algorithms, in the rest of the experiments, we focus on analysing the behavior of our
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Figure 3.12: Performance comparison on different real data sets

algorithm and omit the cost of the other algorithms for better illustration.

3.5.2.4 Effect of relative data size

In the previous experiments, each data set contained almost the same number of

users and facilities. Next, we analyse the performance of our algorithm where the

number of users and the number of facilities are different. Specifically, in Fig. 3.13 we

vary the number of facilities from 1000 to 1 million and the number of users is fixed

to 100K. The sets of facilities and users are generated using normal distribution.

Fig. 3.13(a) and Fig. 3.13(b) show the CPU and I/O cost of our algorithm, respectively.

Fig. 3.13(c) shows the number of candidates, number of RANNs and the number of

entries (facility points and MBRs) used for pruning.

 0

 5

 10

 15

 20

1K 10K 100K 1M

C
P

U
 c

o
st

 (
m

s)

Number of facilities

Pruning
Filtering

Verification

11
.4

7

3.
83 4.
15

10
.8

2

(a) CPU cost

 0

 50

 100

 150

1K 10K 100K 1M

#I
O

Number of facilities

Pruning
Filtering

Verification

75
.5

1

66
.8

8 84
.0

9

12
7.

69

(b) I/O cost

 0

 100

 200

 300

 400

 500

1K 10K 100K 1M
Number of facilities

Results

22
3.

45

23
.7

3

2.
13

0.
2

Candidates

37
2.

87

33
.9

5

3.
01

0.
41

Points for pruning

31
.7

1

51
.5

2

78
.0

6 12
3.

45

MBRs for pruning

(c) Stats

Figure 3.13: Effect of varying the number of facilities (100K users)

Fig. 3.13(a) shows that the CPU cost of our algorithm is larger if the number of

facilities is too small or too large as compared to the number of users. The reason is

as follows. When the number of facilities is too small (e.g., 1, 000), the total area

that can be pruned is smaller due to the lower density of the facilities. This results

in a larger number of candidates and RANNs (as shown in Fig. 3.13(c)). Hence, the

verification cost of the algorithm is larger as shown in Fig. 3.13(a). On the other

hand, when the number of facilities is too large (e.g., 1 million), the pruning phase is
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the dominant cost of the algorithm. This is because the algorithm needs to access a

larger number of entries to prune the search space (see Fig. 3.13(c)).

Fig. 3.13(b) shows the I/O cost of our algorithm. When the number of facilities

is too small, the I/O cost of the filtering phase is larger because the area that can

be pruned is smaller due to the lower density of facilities data set. The I/O cost of

pruning phase increases as the number of facilities increases. This is because the size

of facility R*-tree increases and more entries are required to be accessed to prune

the search space.
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Figure 3.14: Effect of varying the number of users (100K facilities)

In Fig. 3.14, we vary the number of users from 1, 000 to 1 million and fix the

number of facilities to 100K. Fig. 3.14(a) shows that the CPU cost of the algorithm

increases as the number of users increases. This is because the filtering and verification

cost of the algorithm increases for larger set of users, e.g., the number of candidate

users and RANNs increases (as shown in Fig. 3.14(c)). Similarly, Fig. 3.14(b) shows

that the I/O cost of the algorithm also increases for larger number of users. This

is because the filtering requires traversing a larger user R*-tree which results in

requiring to access more nodes of the users.

Fig. 3.14(c) also shows the effectiveness of the proposed pruning techniques. Note

that the number of candidates is much smaller as compared to the total number

of users. Furthermore, almost 65% of the candidates are the reverse approximate

nearest neighbors. We remark that the verification I/O cost of our algorithm is

negligible mainly because most of the nodes accessed during verification are already

present in the buffer (from pruning phase or the previously issued boolean range

queries).

3.5.2.5 Efficiency compared with RNN algorithms

As stated earlier, there is no previous algorithm to solve RANN queries and the

existing algorithms to solve RNN queries cannot be trivially extended. Although we

made significant efforts to devise the second competitor IRQ, our algorithm is up to

three orders of magnitude better than it. In the absence of a well-known competitor,
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readers may find it harder to evaluate the efficiency of an algorithm. Therefore, we

compare our algorithm with the most well-known RNN algorithms, namely Slice [6],

InfZone [5], TPL [4], FINCH [114] and six-regions [112]. For our algorithm, we set

x = 1 + 10−6 because we note that the results of an RANN query is the same as

those of an RNN query if x is very close to 1.
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Figure 3.15: Comparison with state-of-the-art RNN algorithms

Fig. 3.15 shows that the performance of our algorithm is comparable to the most

popular RNN algorithms which shows the effectiveness of the techniques proposed in

this chapter. We remark that this experiment is conducted only to demonstrate that

our algorithm is efficient and it should not be used to draw any conclusion regarding

the superiority of our algorithm over any other algorithm and vice versa. This is

because our algorithm solves an inherently different and arguably more challenging

problem.

3.6 Conclusions

In this chapter, we propose a variant of RNN queries called reverse approximate

nearest neighbors (RANN) queries. An RANN query relaxes the definition of influence

using the relative distances between the users and the facilities. RANN queries are

motivated by our observation that RkNN queries may be unable to properly capture

the notion of influence. We propose an efficient algorithm based on several efficient

and effective pruning techniques and non-trivial observations. The pruning techniques

are proved to be tight. The extensive experimental study demonstrates that our

algorithm is several orders of magnitude better than the competitors.
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Chapter 4

Continuous Monitoring of

RANN

This chapter presents an efficient algorithm to continuously monitor the RANN

queries. We study the scenario when the facility queries are static and the users are

continuously moving.

4.1 Overview

In a continuous RANN query, the facilities (e.g., fuel stations) do not change their

locations but the users (e.g., drivers) are continuously moving. In such scenario,

the results are to be continuously monitored and reported to the query facility. For

instance, a fuel station owner may want to continuously monitor the cars influenced

by it and may send them promotions. Given a set of facilities F , a set of users U ,

a set of queries Q and a value of x > 1, the problem of continuous monitoring of

RANN queries is to continuously monitor the RANNs of every q ∈ Q when one or

more users change their locations.

We assume a client-server paradigm. The server maintains the locations of

facilities and the moving users. When a client issues a query, the server computes

and sends its initial results to the client. The server also assigns each moving user a

safe zone which is an area such that the user’s movement within this area does not

affect the results of any query in the system. The user reports its location to the

server only when it leaves its respective safe zone. In this case, the server updates

the results of affected queries and sends the relevant clients the updated results.

Then, the server computes the new safe zone and sends it to the user. The system

also maintains up-to-date results when queries and/or users are added to or deleted

from the system. Like most of the existing work on continuous queries [118], we

assume a timestamp model in which the server receives the location updates at each
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timestamp (e.g., after every t time units) and updates the results accordingly.

We summarize our contributions as follows.

• We propose a novel Voronoi-based algorithm to efficiently monitor concurrent

continuous RANN queries for moving objects. A by-product of our techniques

for continuous RANN queries is an alternative Voronoi-based algorithm to

solve snapshot RANN queries. This Voronoi-based algorithm outperforms

our previous algorithm [11] by up to 20 times. To be fair with our previous

algorithm, the new Voronoi-based algorithm requires a pre-computed Voronoi

diagram and some changes to the standard indexes (e.g., R*-tree, Quadtree).

In contrast, our previous algorithm (Section 3.3) can be applied on any branch-

and-bound index without requiring any modification. Therefore, the previous

algorithm may be preferred by a system administrator who does not want to

modify the existing indexes.

• we present a non-trivial extension of the state-of-the-art RkNN monitoring

algorithm [5] to handle RANN queries and use it as a competitor for our

Voronoi-based algorithm.

• We conduct an extensive experimental study on both real and synthetic data

sets to show the effectiveness of our proposed techniques. Our experiments

show that our proposed algorithm significantly outperforms the state-of-the-art

algorithm in terms of both initial computation cost and continuous monitoring

cost

4.2 Proposed Framework

Recall that a user u is an RANN of a query q if and only if it lies outside the

pruning circle of every facility (Lemma 3.1 and Lemma 3.2). Thus, a straightforward

approach to verify whether a user u is an RANN of a query q is to check pruning

circles of all facilities with respect to q and determine if u is outside all these circles

or not. Consider a query facility q and two other facilities f1 and f2 in Fig. 4.1. Cf1

(resp. Cf2) is the pruning circle of facility f1 (resp. f2) with respect to the query q.

In this example, u2 is an RANN of q as it is outside all pruning circles. On the other

hand, u1 is not an RANN of q since there is at least one pruning circle (Cf2) that

contains it. This simple approach requires O(|F |) to check whether a given user u is

an RANN of a query q where |F | is the total number of facilities.

Next, we present an observation that allows checking whether a user is an RANN

of a query or not by considering only one pruning circle.
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Lemma 4.1 Let f be the nearest facility of a user u. u is an RANN of a query q if

and only if u is outside the pruning circle Cf of f .

Proof If u is inside the pruning circle Cf , it cannot be an RANN of q (Lemma 3.1),

e.g u1 in Fig. 4.1. Next, we show that if u is outside of Cf , it is guaranteed

to be outside of the pruning circle of every other facility f ′ and, therefore, is an

RANN of q. Since f is the nearest facility to u, dist(u, f) ≤ dist(u, f ′) for every

other facility f ′. Since u lies outside Cf (i.e., dist(u, q) < x × dist(u, f)), we have

dist(u, q) < x× dist(u, f ′). Thus, u lies outside the pruning circle of f ′. Hence if u is

not pruned by its nearest facility f then it cannot be pruned by any other facility f ′.

Figure 4.1: RANN verification Figure 4.2: Significant facility

Now, consider a case where the system has |Q| queries. A simple approach is to

verify the user u using the above lemma for each of the |Q| queries. Assuming that

the nearest facility f is known, it requires O(|Q|) to check which queries have u as

their RANNs. Next, we present an observation to reduce the number of queries that

need to be considered to check which queries have u as their RANNs.

First, we extend the notation to identify the pruning circle of a facility w.r.t. a

query. Given a query q and a facility f , we use Cf :q to denote the pruning circle of

f with respect to query q. If the query is clear by context, we simply use Cf (as we

did earlier).

Assume that the Voronoi diagram of all facility points has been computed. Let

Vf denote the Voronoi cell of a facility f (e.g., the shaded Voronoi cell in Fig. 4.2).

A facility f is called an insignificant facility for a query q if Cf :q completely contains

its Voronoi cell Vf . On the other hand, a facility f is called a significant facility for

q if Cf :q does not completely contain Vf . In the example of Fig. 4.2, the facility f

is an insignificant facility for q1 because the pruning circle Cf :q1 (the solid circle)
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completely contains Vf . On the other hand, f is a significant facility for q2 because

Cf :q2 (the dotted circle) does not completely contain Vf . The next lemma shows

that a user u in a Voronoi cell Vf can only be an RANN of a query for which f is a

significant facility.

Lemma 4.2 Let u be a user that lies in the Voronoi cell Vf of a facility f . u cannot

be an RANN of any query q for which f is an insignificant facility.

Proof Since u lies in the Voronoi cell Vf , f is the nearest facility to u. Furthermore,

since f is an insignificant facility for q (i.e., Cf :q completely contains Vf ), u is inside

Cf :q. Therefore, u cannot be an RANN of q because it is contained in the pruning

circle of its nearest facility (see Lemma 4.1).

We use Lemma 4.1 and Lemma 4.2 to efficiently update RANNs of the queries.

Specifically, for each Voronoi cell Vf , we create a list called sigList that contains

every query q for which f is a significant facility. A user u that moves in a cell Vf

can be an RANN of only the queries in the sigList of Vf . Hence, we only need O|K|
instead of O|Q| to determine what queries have u as its RANN where |K| is the

number of queries in sigList of Vf . Our experiments show that |K| is significantly

smaller than |Q| (around 1% of |Q|). In the example of Fig. 4.2, sigList of Vf

contains only q2 and a user lying in Vf can be an RANN of only q2.

To efficiently implement the above observations, we need techniques to efficiently

determine the significant facilities for a given query q. Specifically, when a new query

q is registered at the system, the algorithm must be able to efficiently determine each

of its significant facilities and add q to its sigList. The next section provides the

details on how to do this efficiently.

4.3 Efficiently Identifying Significant Facilities

A näıve approach is to access each facility f ∈ F , construct its pruning circle Cf :q

and check whether it contains the Voronoi cell Vf or not. However, this approach

is not only computationally expensive but also incurs high I/O cost because the

whole facility R*-tree (F-tree) needs to be accessed for each query. We observe that

some nodes in the F-tree may not contain any significant facility and can be pruned.

Therefore, an efficient approach is to iteratively access F-tree starting from the root

node and accessing only the nodes that may contain some significant facilities. Before

we present techniques to determine whether a node of F-tree may contain a significant

facility or not, we first need to formalize how to check if a facility is significant for q

or not.

Consider the example of Fig. 4.3 where Vf is represented as a set of vertices v1 to

v5. The maximum distance between f and Vf is dist(f, v5) and the minimum distance
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between f and its pruning circle Cf is dist(f, Z). Since dist(f, Z) > dist(f, v5), we

can confirm thatCf fully contains Vf . Therefore, to check if f is a significant facility

for q or not (i.e., Cf contains Vf or not), we need to compute the maximum distance

between f and Vf (denoted as maxdist(f, Vf )) and the minimum distance between f

and Cf (denoted as mindist(f, Cf )). maxdist(f, Vf ) can be easily computed using

dist(f, vi) for each vertex vi of the Voronoi cell Vf . Formally, maxdist(f, Vf ) =

max
vi∈Vf

dist(f, vi). The next lemma shows that mindist(f, Cf ) = dist(q,f)
x+1 .

Figure 4.3: Lemma 4.3 Figure 4.4: Safe zone

Lemma 4.3 Given a query q, a multiplication factor x > 1, and a facility point f ,

mindist(f, Cf ) = dist(q,f)
x+1 .

Proof Consider the example of Fig. 4.3. Note that mindist(f, Cf ) = dist(f, Z) =

dist(c, Z)− dist(c, f). Note that dist(c, f) = dist(q, c)− dist(q, f). By definition of

the pruning circle Cf (see Definition 3.2), dist(q, c) = x2·dist(q,f)
x2−1 . Thus, dist(c, f) =

x2·dist(q,f)
x2−1 −dist(q, f) = dist(q,f)

x2−1 . Since dist(c, Z) is the radius of the pruning circle Cf ,

by definition of pruning circle, dist(c, Z) = x·dist(q,f)
x2−1 . Therefore, mindist(f, Cf ) =

x·dist(q,f)
x2−1 − dist(q,f)

x2−1 = dist(q,f)
x+1 .

The next lemma summarizes the above observation. The proof is obvious and is

omitted.

Lemma 4.4 Given a query q and a facility point f , f is an insignificant facility of

q if dist(q,f)
x+1 > maxdist(f, Vf ).

Now, we are ready to extend the above lemma for a node of the facility R*-tree.

Given a leaf or intermediate node e of the facility R*-tree, we define MaxMaxDist(e)

as the maximum of maxdist(f, Vf ) for every facility f ∈ e, i.e., MaxMaxDist(e) =
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max
f∈e

maxdist(f, Vf ). Consider the node e in Figure 4.3 (the shaded rectangle)

which contains 3 facility points A, B and T . Assuming that maxdist(A, VA),

maxdist(B, VB) andmaxdist(T, VT ) are 2, 5 and 3, respectively, thenMaxMaxDist(e) =

5.

The next lemma extends Lemma 4.4 for a node e of the facility R*-tree.

Lemma 4.5 A node e of the facility R*-tree cannot contain any significant facility

for a query q if mindist(q,e)
x+1 > MaxMaxDist(e).

Proof We prove that every f ∈ e is an insignificant facility for q. Since dist(q, f) ≥
mindist(q, e) andmaxdist(f, Vf ) ≤MaxMaxDist(e), we have dist(f,q)

x+1 > maxdist(f, Vf ).

Therefore, f is an insignificant facility (see Lemma 4.4).

Note that the Voronoi diagram and MaxMaxDist(e) are query independent and

can be computed during pre-processing. Specifically, in the pre-processing phase, we

first compute a Voronoi diagram of the facilities and calculate maxdist(f, Vf ) for

each facility f . Finally, MaxMaxDist(e) for each node e in the facility R*-tree is

computed in a bottom-up fashion and stored along with e.

4.4 Algorithms

In this section, we present our algorithms to continuously monitor the RANNs

of queries. First, we show how to handle the case when a new query is issued

(Section 4.4.1). Then, we present the algorithm to handle the case when a new user

arrives (Section 4.4.2). In Section 4.4.3, we show how to handle the case when a

query or a user is deleted. Finally, we explain how to update the result when one or

more users change their locations (Section 4.4.4).

Note that the initial results can be computed by first adding all the queries one

by one (Section 4.4.1) and then adding each of the users (Section 4.4.2).

4.4.1 Adding a query

When a new query q is issued, we need to compute its initial results and to insert q

into the sigList of each significant facility of q. Algorithm 4 provides the details.

The algorithm initializes a list L with the root of the facility R∗-tree (F-tree) (line 1).

The entries in the list L are iteratively accessed and are processed as follows. If

the accessed entry e is an intermediate or leaf node and cannot be pruned using

Lemma 4.5 (line 5), its children are inserted in the list L (line 7).

If e is a facility point, we check whether it is a significant facility or not by

checking if Ve is contained by Ce or not (line 8). If e is a significant facility of q, q is

inserted in the sigList of the Vornoi cell of e (line 9). Then, for each user u in the
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Algorithm 4 addQuery(q)

1: insert root of F-tree in a list L
2: while L is not empty do
3: remove an entry e
4: if e is an intermediate or leaf node then
5: if e is not pruned then . apply Lemma 4.5
6: insert all children of e in the list L
7: else . e is a facility
8: if Ce:q does not contain Ve then
9: insert q in sigList of e

10: for each user u in Voronoi cell of e do
11: if u is outside Ce:q then
12: insert u as RANN of q . Lemma 4.1
13: insert q in qList of u

Voronoi cell of e, the algorithm checks if u is inside the pruning circle Ce:q or not

(line 10-12). If u is outside Ce:q, it will be inserted as an RANN of q and q will be

inserted in qList of u (line 13). qList of a user u stores all queries for which u is an

RANN. We need the qList to enable us to efficiently find the queries for which u is

a result (see Section 4.4.3). The algorithm stops when the list L becomes empty.

Note that at line 10 we need to obtain all users lying in a particular Voronoi

cell. To do this, the server maintains the location of each user and the Voronoi cell

in which it resides. For each Voronoi cell, the server also maintains a list of users

residing in this cell. This list can be used to efficiently find all users in a particular

Voronoi cell.

4.4.2 Adding a user

When a new user u arrives, we need to compute the safe zone of u and update the

result set of queries for which u is an RANN. Algorithm 5 provides the details. The

safe zone of u is a region such that if u is inside this region, the RANN of all queries

in the system remain unchanged. Before we present the details of Algorithm 5, we

provide an observation to construct the safe zone.

Recall that a user u can be an RANN of only the queries in the sigList of f where

f is the nearest facility of u (Lemma 4.2). Furthermore, u is a result of only a query

qi ∈ sigList of f for which u is outside Cf :qi (Lemma 4.1). In other words, the user

u does not affect the results of any query qi ∈ sigList as long as it does not leave or

enter the circle Cf :qi . Therefore, we consider Cf :qi for every qi in sigList of f and

obtain the smallest circle such that as long as u is inside it, it does not leave or enter

any of Cf :qi . Below, we formally describe this idea.

We usemindist(u,Cf :qi) to denote the minimum distance between u and a pruning

circle Cf :qi where f is the nearest facility to u. We compute mindist(u,Cf :qi) for every
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query qi in the sigList of f . The minimum value of mindist(u,Cf :qi) is maintained

and is stored as rC , i.e., rC = min
qi∈sigListf

mindist(u,Cf :qi). We create a critical circle of

u (denoted as CRu) centered at u with radius rC . Consider the example of user u1 in

Fig. 4.4 that lies in Vf . The sigList contains q1 and q2 and the pruning circles Cf :q1

and Cf :q2 are also shown. Since min
qi∈sigListf

mindist(u,Cf :qi) = mindist(u1, Cf :q2),

rC = mindist(u1, Cf :q2). The shaded circle CRu1 is the critical circle for u1. Note

that as long as u1 is in this circle, it does not enter or leave any pruning circle and,

therefore, does not affect the result of q1 or q2. Fig. 4.4 also shows the CRu2 for the

user u2.

Note that the construction of CRu only considers the queries in the sigList of

facility f where f is the nearest facility to u. Consequently, CRu is valid as long

as u is inside the Voronoi cell Vf of f . If u leaves the Voronoi cell of f , the query

results may change. Consider an example of u2 in Fig. 4.4. If u2 leaves the Voronoi

cell, even though it may still be inside its critical circle CRu2 , the query results may

change. Hence, we construct the safe zone of u (denoted as safeu) as the intersection

region of CRu and the Voronoi cell Vf of f , i.e., safeu = CRu ∩ Vf . In Fig 4.4, the

safe zones of u1 and u2 are the shaded regions.

Now, we are ready to present our algorithm to handle a new user u that arrives.

First, Algorithm 5 issues a nearest neighbour query on facility R*-tree to find its

nearest facility f (line 1). Then, the Voronoi cell Vf of f is obtained from the

pre-computed Voronoi diagram. Subsequently, it accesses the queries in sigList of

Vf iteratively (line 3). For each query qi in the sigList of f , the algorithm checks

whether u is inside Cf :qi or not. If u is outside Cf :qi , it is inserted as RANN of qi and

qi is inserted in qList of u (line 4-6). During the iteration, the algorithm maintains

rC (line 7-8) which implies that rC corresponds to the radius of the critical circle

when every qi has been accessed. The safe zone of u (safeu) is the intersection of

CRu and the Voronoi cell of f (line 10).

Algorithm 5 addUser(u)

1: get the nearest facility f of user u
2: rC ←∞
3: for each qi ∈ sigList of Vf do
4: if u is outside Cf :qi then
5: insert u as RANN of qi
6: insert qi in qList of u
7: if rC < mindist(u, Cf :qi) then
8: rC ← mindist(u, Cf :qi)
9: create critical circle CRu centered at u with radius rC

10: safeu ← CRu ∩ Vf
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4.4.3 Deleting a query or a user

Recall that qList of a user u contains every query q for which u is an RANN. When

a user u is deleted, we delete u from the result set of every query in its qList and

the affected queries are notified of the updated results.

When a query q is deleted, we retrieve every facility f for which q is in its sigList

and delete q from the sigList. Note that for each query, we can easily maintain a

list of its significant facilities, e.g., when a significant facility is identified at line 9

of Algorithm 4. Then, we remove q from the qList of every user u that has q in its

qList (i.e., u is an RANN of q). Note that when a query is removed, the safe zone of

some users may become larger. However, we decide not to update the safe zone of

such users because it may incur unnecessary computation and communication cost

becasue the new safe zones need to be computed and sent to the users. The safe

zone of those users will be updated when they leave their safe zones. This does not

affect the correctness of the algorithm.

4.4.4 Handling the movement of users

Recall that a user’s movement does not affect the results of any query as long as

the user remains in its respective safe zone. Therefore, the user sends its location to

the server only when it leaves its safe zone. In this case, the results can be easily

maintained by first deleting the user from the system and then adding the user (as

described in the previous sections). However, some simple yet effective optimizations

are possible as described below.

Note that Algorithm 5 (where we add a user u) requires the nearest facility to

u (line 1). To find it, a simple approach is to issue a nearest neighbour query on

the facility R*-tree for every location update by the user. However, it may incur

unnecessary I/O cost. To improve this, we first check if u is still inside the same

Voronoi cell. If it is, we do not need to compute its nearest facility because the

nearest facility and the Voronoi cell that contains u remain unchanged. Otherwise,

we handle the update as follows.

Let fold (resp. Vfold) be the previous nearest facility (resp. Voronoi cell) of

u and fnew (resp. Vfnew) is the current nearest facility (resp. Voronoi cell) of

u. If u is outside Vfold , we need to find the current nearest facility to u (fnew).

Note that dist(u, fnew) < dist(u, fold). Thus, a nearest neighbour query is issued

with a simple modification that every entry e in the facility R*-tree is ignored if

mindist(u, e) > dist(u, fold).
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4.5 Experiment

4.5.1 Competitor

To the best of our knowledge, there is no existing algorithm for continuously monitor-

ing RANN queries. Influence zone [5] is the state-of-the-art algorithm for continuous

monitoring of RkNN queries. We extend the techniques proposed in [5] to continu-

ously monitor RANN queries by extending the notion of influence zone for RANN

queries, i.e., an area such that a user is an RANN of a query if and only if the user

is inside this area.

Recall that a user u is an RANN of a query q if and only if it lies outside the

pruning circle of every facility (Lemma 3.1 and Lemma 3.2). Thus, the influence zone

can be defined as the area outside the pruning circles of all facilities. For example, in

Fig 3.3, influence zone is the white area and a user u can be an RANN of q if and only

if u lies in the white area. Thus, a straightforward approach to compute influence

zone of a query q is to consider the pruning circles for every facility. Influence zone

of each query q ∈ Q can be then computed and indexed using a grid (similar to [5])

and the RANNs of all queries can be monitored using the ideas presented in [5] (see

Section 2.3).

However, note that the above approach requires computing |Q| × |F | pruning

circles where |Q| and |F | denote the total number of queries and facilities, respectively.

This is not only computationally expensive but also requires huge memory to index

all circles in the grid. As explained in Section 5.3.1, it is not trivial to reduce the

number of pruning circles because unlike RkNN queries, the users that are very far

may still be the RANNs. Nevertheless, to optimize the performance, we carefully

design a pruning technique that significantly reduces the number of pruning circles.

Our experiments show that this reduces the total number of pruning circles by 30%

to 65%. Details of the technique is presented in Section 4.5.2 below.

We partition the data space into an N × N grid structure (N is set to 64 in

the experiments as this gives the best overall performance). For each grid cell, we

maintain two lists: q-list and c-list. The q-list of a cell c contains queries whose

pruning circles do not overlap c. When a user moves into c, it will be immediately

inserted as an RANN of each query in the q-list of c. c-list of a cell c stores each

query q for which there exist at least one facility whose pruning circle with respect

to q overlaps c. For each q in c-list of c, a list lq:c containing facilities whose pruning

circle overlaps c is maintained. When a user u moves into c, it is checked against

each query q in c-list of c. If u is outside the pruning circles of each facility in lq:c, it

is inserted as an RANN of q.

We also assign a safe zone for each user. Similar to the Voronoi-based algorithm,
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for each user o in cell c, we iterate over all pruning circles in c-list of c to get the

minimum distance between o and circles in c-list of c. We set this distance as the

radius of safe circle. The safe zone of o is the intersection of the safe circle and the

cell c.

4.5.2 Optimization

We improve the extended influence zone algorithm for continuous RANN queries

by reducing the number of pruning circles required to construct the influence zone.

Suppose that the algorithm has already accessed a set of facilities Faccessed and used

their pruning circles to prune the search space. Let the pruned area be denoted as A.

A facility f /∈ Faccessed is called a useless facility if it does not prune any additional

area, i.e., the pruning circle of f is fully contained in A. We propose techniques to

identify an entry e of the facility R*-tree (called useless entry) that contains only

useless facilities. The algorithm can then create the influence zone by traversing the

facility R*-tree (pruning useless entries) and creating the pruning circles for only the

facilities that are not useless. First, we present the concept of an extended rectangle.

Definition 4.1 (Extended rectangle) Let Cp denote the pruning circle of a point

p with respect to a query q. Let a, b, c and d denote the four corners of an MBR of

a facility R*-tree entry e. Its extended rectangle ABCD is the minimum bounding

rectangle of the circles Ca, Cb, Cc, and Cd.

Consider the MBR abcd in Fig 4.1. Its extended rectangle ABCD is the minimum

bounding rectangle of the pruning circles Ca, Cb, Cc and Cd as shown in Fig. 4.1.

Figure 4.5: Extended rectangle
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Lemma 4.6 Let A denote the area pruned by Faccessed. Let abcd be the MBR of an

unaccessed facility entry e. The entry e is a useless entry if its extended rectangle

ABCD is contained by A.

Proof Consider MBR abcd and its extended rectangle ABCD in Figure 4.5. We

show that the pruning circle Cp of every point p inside the MBR is contained by A.

For a point p, we denote its pruning circle as Cp, the center of the circle as p′ and

the radius as rp.

Without loss of generality, let p be a facility point on line cd and Cp be its pruning

circle (see the dotted red circle). Since c, d and p are on the same horizontal line,

it can be proved that the centers of their pruning circles c′, d′ and p′ are also on a

horizontal line. Since dist(q, p) < dist(q, d),according to the definition of pruning

circle (Definition 2), rp < rd. Since ABCD contains Cc and Cd and rp < rd, rp

can only be outside of ABCD if rp intersects with the line AD, i.e., rp can be

outside of ABCD only if rp > c′p′ + rc. Next, we prove that this is not possible and

rp ≤ rc + c′p′ or rc + c′p′ − rp ≥ 0.

From triangle 4qc′p′, we have

c′p′2 = qc′2 + qp′2 − 2.qc′.qp′ cos θ (4.1)

where θ = 6 c′qp′. Since qc′ = x2.qc
x2−1 and qp′ = x2.qp

x2−1 (Definition 2), we have

c′p′2 = (
x2 · qc
x2 − 1

)2 + (
x2 · qp
x2 − 1

)2 − 2 · (x
2 · qc
x2 − 1

)·

(
x2.qp

x2 − 1
) · cos(θ)

=
x4

(x2 − 1)2
(qc2 + qp2 − 2 · qc · qp · cos(θ))

Since qc2 + qp2 − 2 · qc · qp · cos(θ) = cp, we have

c′p′ =

√
(
x4 · cp2

(x2 − 1)2
) =

x2 · cp
x2 − 1

(4.2)

Since rc = x·qc
x2−1 , rp = x·qp

x2−1 (Definition 2) and c′p′ = x2.cp
(x2−1) (Eq. (4.2)),

rc + c′p′ − rp =
x · qc
x2 − 1

+
x2 · cp

(x2 − 1)
− x · qp
x2 − 1

=
x

x2 − 1
(qc+ x.cp− qp)
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From triangle inequality, qc+ cp > qp. Since x > 1, x
x2−1(qc+ x · cp− qp) > 0 which

completes the proof.

4.5.3 Experimental Setting

We compare our algorithm Voronoi with the extended influence zone algorithm

(denoted as InfZone). We use a real world data set containing point of interests from

Los Angeles (LA). The moving objects (i.e., users) are generated by simulating moving

cars on the road network of LA using the well-known Brinkhoff data generator [164].

The parameters used in the experiments are shown in Table 6.1 and the default

values are shown in bold.

Table 4.1: Experiment Parameters
Parameters Range

x 1.1, 1.5, 2, 3, 4

Number of facilities (X 1000) 10, 50,100, 150

Number of users (X 1000) 10, 50,100, 150

Users’ speed (Km/hr) 40, 60, 80, 100, 120

Users’ Mobility (%) 20, 40, 60, 80, 100

Due to its high memory usage, InfZone cannot handle more than 1000 continuous

RANN queries for all data settings. Therefore we use 1000 continuous queries as

default. Each query is a randomly selected point from the facility data set and we

monitor all 1000 queries for 100 timestamps. We report the total initial cost and

the total monitoring cost. The total initial cost is the cost to compute the initial

results of all queries. The total monitoring cost is the cost to continuously update

the results of the affected queries for 100 timestamps.

4.5.4 Experiment Result

4.5.4.1 Effect of the x factor

Fig. 4.6 studies the effect of the x factor on both algorithms. As expected, the cost of

each algorithm increases with the increase of x factor because a smaller area is pruned

when x is larger. Fig. 4.6(a) shows that the initial computation cost of Voronoi is

two to three orders of magnitude lower than that of InfZone and Voronoi scales

much better (note that log scale is used on y-axis). Fig. 4.6(b) shows that Voronoi

outperforms InfZone by up to two orders of magnitude and scales much better as the

value of x increases. The initial computation cost of Voronoi is quite low as shown

in the previous section for the snapshot RANN queries. The continuous monitoring

cost is also very small due to the effective use of the Voronoi cells and significant
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facilities. In contrast, InfZone is significantly more expensive mainly because it

requires computing and indexing a large number of pruning circles for each query.
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Figure 4.6: Effect of the x factor

4.5.4.2 Effect of number of facilities

In Fig. 4.7, we study the effect of the number of facilities on both algorithms. InfZone

failed to run for 150, 000 facilities because it ran out of memory. The cost of both

algorithms increases with the increase in number of facilities mainly because the

number of significant facilities and the number of pruning circles increase as the

number of facilities increases.
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Figure 4.7: Effect of number of facilities

Fig. 4.7 shows that Voronoi significantly outperforms InfZone in terms of both

the initial computation cost and the continuous monitoring cost and scales better.

In the rest of the experiments, we only compare the monitoring cost of the two

algorithms because the initial cost of InfZone is two to three orders of magnitude

higher than Voronoi for all data settings.
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4.5.4.3 Effect of number of users

Fig. 4.8 shows the effect of number of users on the monitoring cost of both algorithms.

As expected, the monitoring cost of both algorithms increases with the increase in

number of users. Voronoi significantly outperforms InfZone and scales much better.
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Figure 4.8: Effect of # of users

4.5.4.4 Effect of mobility

Fig. 4.9 studies the effect of mobility which correspond to percentage of the users

that move between two timestamps, e.g., 80% mobility corresponds to the data set

where 80% of the total users change their locations between two timestamps and the

rest of the users are static (e.g., car waiting on traffic light).
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Figure 4.9: Effect of mobility

As expected, the monitoring cost of both algorithms increases with the increase

in mobility. Voronoi significantly outperforms InfZone and scales much better which

is mainly because the safe zones created by Voronoi are larger and it takes longer

for a user to leave its safe zone which results in requiring fewer updates.

58



4.5.4.5 Effect of speed

Fig. 4.10 studies the effect of users’ speed on the monitoring cost of both algorithms.

Fig. 4.10(a) shows that Voronoi significantly outperforms InfZone. Fig. 4.10(b)

shows the total number of updates in 100 timestamps where an update corresponds

to the instance when a user leaves its safe zones. The monitoring cost of Voronoi

increases with the increase in speed because the number of users that leave their

respective safe zones increases with the increase in the speed. Although the number

of updates for InfZone also increases with the increase in speed, its monitoring cost

is relatively stable. This is because the initial positions of the users generated by

Brinkhoff data generator are randomly chosen. Therefore, the initial positions of the

users are different in each data set and the trend is difficult to predict because a

data sets where more users are located in dense areas will have higher costs.
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Figure 4.10: Effect of the user’s speed

4.6 Conclusion

In this chapter, we propose an efficient algorithm to continuously monitor the RANN

of queries. We show that using a Voronoi diagram, we only need to check one pruning

circle to verify whether a moving user is an RANN of a query. Our algorithm efficiently

handles the cases of query and moving user insertion or deletion and the movement

of the users. The extensive experimental study on real data sets demonstrate that

our algorithms significantly outperform the extended state-of-the-art algorithm for

RkNN queries.
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Chapter 5

Efficient Algorithm for Moving

Top-k Queries

In this chapter, we propose an efficient algorithm for continuous monitoring of top-k

queries. Unlike range query, nearest neighbor query, reverse nearest neighbor query

and reverse approximate nearest neighbor query that only consider the distance

between objects and the queries, top-k query considers multiple attributes of the

objects. In this chapter, distance to the query point is one of the considered attributes.

5.1 Motivation

Due to the increased use of smart mobile devices, the availability of inexpensive

wireless position locators and the more affordable network bandwidth, location based

services have gained popularity in the past few years. As a consequence, research on

continuous spatial queries to support the location-based services has also attracted

significant interest in the past decades. Many algorithms for continuous monitoring

of moving queries have been proposed, such as for range query, nearest neighbor

query, reverse nearest neighbor query etc.

Each of the above mentioned queries assumes that users, to choose their most

important facilities, only consider their distances from the facilities. In many real

world applications, distance is not the only criterion considered by the users. In

this chapter, we focus on studying the continuous monitoring of spatial queries

that involve multiple criterions. Specifically, we study the problem of continuously

monitoring the top-k preferred objects for a moving query, where distance between

the facilities and the query user is one of the considered criterions.

Consider the example of a driver who is looking for restaurants. He wants

restaurants that are close to him, have good reputations and are inexpensive. In

this case, the driver considers multiple criteria, i.e., distance, rank and price, to
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select his preferred restaurant. The driver may issue a top-k query that considers

the restaurants’ distances to him, their ranks and food prices to get the k most

important restaurants according to his preference. Since the distances between the

car and the restaurants change as the car moves, the top-k objects are needed to be

updated continuously.

Existing works on continuous top-k queries are designed for a specific scoring

function. For example, Wu. et.al., [148] propose an algorithm that uses weighted

distance which is spatial distance divided by textual relevance. Another example

is in [149], which uses weighted sum that adds up spatial and non spatial scores.

These works are limited in applicability since they only work for a particular scoring

function.

There is no single scoring function that is superior for all kinds of problems [165].

To choose an appropriate function, a decision maker should consider characteristics of

different scoring functions on different aspects, such as types of data (i.e., qualitative

or quantitative), transparency levels, computation complexity and cost [166]. For

example, weighted product is appropriate for a multi-dimensional problem, because

it eliminates all units of measure [167].

To the best of our knowledge, we are the first to present a solution for continuous

top-k queries that works for all monotonic scoring functions, including weighted sum,

weighted product, weighted distance etc. Our solution does not utilize properties of

a particular scoring function. Instead, it compares the scores to efficiently prune the

search space. Hence, it can be applied to any monotonic scoring function.

Below, we summarize our contributions in this chapter.

• To the best of our knowledge, we are the first to propose an algorithm for

monitoring of moving top-k queries that can handle any monotonic scoring

function, such as weighted sum, weighted product and weighted distance. All

existing algorithms [148, 149] are designed for a particular scoring function.

• We develop generic non-trivial pruning techniques that significantly reduce the

cost of safe zone computation. Safe zone is a region such that the top-k objects

of a query remain unchanged as long as the query lies inside it.

• We conduct extensive experiments on real data set and demonstrate that our

algorithm is significantly better than a näıve approach.

5.2 Problem Definition

Let O be a set of objects. In addition to location coordinates, each object has

d attributes (dimensions). The i-th attribute value of an object o is denoted as

o[i]. The distance between a query q and an object o is denoted as dist(q, o) and is

61



considered as the (d+1)-th dimension of the object, i.e., o[d+ 1] = dist(q, o). Hence,

each object is considered to have (d+1) dimensions. Since dist(q, o) changes with the

change in query location, the distance is called the dynamic dimension of o. Other

attributes of the objects are not affected by the query movement and are called static

dimensions of the objects.

The static score of an object o (denoted as so) is the score computed using the

static dimensions according to a given scoring function. Note that the static score of

an object does not depend on the distance between o and q. It is called static score

because its value remains the same even though the query changes its location. The

static score of an object can be computed using any monotonic scoring function.

Consider any monotonic scoring function W , the score of an object is computed

using W and the top-k objects with smallest scores are to be returned. Our techniques

can be immediately applied to any monotonic scoring function. Some notable

examples of monotonic scoring functions used for top-k queries in the past include

weighted sum, weighted product and weighted distance. Below, we briefly give

examples of some popular monotonic scoring functions.

Weighted Sum [149, 85]. In weighted sum scoring function, a weight w is assigned

for each attribute. The weight of i-th attribute is denoted as w[i] where w[i] ≥ 0 and∑d+1
i=1 w[i] = 1. Here, w[d+ 1] is the weight of the dynamic attribute (i.e., dist(q, o))

and w[i] (for 1 ≤ i ≤ d) is the weight of each static attribute o[i]. The score of an

object o with regards to the query q is denoted as score(q, o) and is computed using

the following function.

score(q, o) = w[d+ 1] · dist(q, o) +
d∑

i=1

w[i] · o[i] (5.1)

Weighted Product [168]. Weighted product is very similar to weighted sum. The

difference is that instead of addition, it uses multiplication of attributes to compute

the score of an object. The scoring function in weighted product is presented below.

score(q, o) = dist(q, o)w[d+1] ·
d∏

i=1

o[i]w[i] (5.2)

Weighted Distance [148, 169]. In weighted distance, the score of dynamic

attribute is divided by the score of static attributes (so). Weighted distance has been

used in many works on geotextual queries, where the static score corresponds to the

textual relevance.

score(q, o) =
dist(q, o)

so
(5.3)

A top-k query returns the k objects with lowest scores according to a given
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monotonic scoring function W . The dynamic attribute of the object, i.e., distance

between object and the query point, changes as the query q changes its location. Since

q is continuously moving, the top-k objects of q need to be continuously updated. In

this chapter, we study the problem of continuously monitoring the top-k objects of a

moving query.

5.3 Proposed Solution

We propose a safe zone based approach to efficiently monitor the top-k objects of a

query. The safe zone (Z) of a query q is a region containing q such that as long as q

remains inside Z, its top-k objects as well as their relative order remain unchanged.

Consider an example of a query q and three restaurants (o1 to o3) in Fig. 5.1. The

scoring function and objects’ static attributes (i.e. price) are shown in in the figure.

Assume a weighted sum method is used, where the weight of price is 0.6 and the

weight of distance is 0.4, and the distance between q and o1, o2 and o3 are 0.2,

0.5 and 0.9 respectively. The score of o1 (score(q, o1)) with respect to the scoring

function W is score(q, o1) = 0.4 ∗ 0.2 + 0.6 ∗ 0.4 = 0.32. Similarly, score(q, o2) and

score(q, o3) are 0.5 and 0.54 respectively. In the case of k = 2, the top-k results of q

are o1 and o2. In our solution, we construct a safe zone for q such that as long as q

is inside it, o1 and o2 are the top-2 objects for q respectively.

(a) Weighted sum (b) Weighted product

Figure 5.1: Preferred regions

We say that o1 is more preferred than o2 as long the score of o1 with respect to

W is better than the score of o2. Since the static score does not change, the score of

an object may change if the dynamic attribute of the object (i.e., distance to the

query) changes. In other words, the top-k objects of a query as well as their order,
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may change when the query changes its location. Now, we present the definition of

preferred region.

Definition 5.1 Preferred Region. Given two objects o1, o2 and a query q with

any monotonic scoring function W , the preferred region of o1 (denoted as PRo1:o2)

is a region such that as long as q is inside PRo1:o2 , o1 is more preferred than o2 with

respect to W , i.e., score(q, o1) < score(q, o2). Similarly, o2 is more preferred than o1

if q is inside PRo2:o1.

Fig. 5.1 shows the example of preferred regions in different scoring functions.

In Fig 5.1(a), a weighted sum scoring function is used. PRo1:o2 is the shaded area

(which is defined by a hyperbola) and PRo2:o1 is the white area. As long as q is

inside the shaded area, o1 is more preferred than o2. Similarly, if q is inside the white

area, o2 is more preferred to q than o1. In Fig. 5.1(b), a weighted product scoring

function is used. PRo1:o2 is the shaded area and PRo2:o1 is the white area which is

defined by an apollonius circle.

Note that if o1 is a query result, the query point q is outside PRo2:o1 . Similarly,

given a set of objects O, q is outside PRoi:o1 for every object oi ∈ O. If q enters

a PRoi:o1 , the query results may change. Hence, the safe zone of q can be defined

using the minimum distance between q and PRoi:o1 for every oi ∈ O.

5.3.1 Challenges

Given a query q with any monotonic scoring function W , the safe zone of a query q

is a region containing q that is defined by all preferred regions. Specifically, it is the

intersection of preferred regions defined by all objects in the data space.

Consider the example of a query q in Fig. 5.2. Assume that a weighted sum

scoring function is used and o1 is the query result. The safe zone (Z) of q is the

shaded region which is the intersection of the preferred regions defined by o1 and all

objects in the data space. i.e,. Z = PRo1:o2 ∩ PRo1:o3 . As long as q is inside Z, the

query results remain unchanged. Once q leaves Z, the query results or the order of

objects in the result set may have changed.

Computing the safe zone for a query may be inefficient and even impossible for

some complex monotonic scoring functions, since we do not know the shape of the

preferred region. The shape of a preferred region is defined by the scoring function.

It can be any geographic shape, such as a hyperbola, a circle, or even a complex

shape like disjoint circles. Since a top-k query may use different scoring functions,

we need a generic technique that is applicable to any geographic shape. We present

our safe zone based technique to answer such requirement in the next section.
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Figure 5.2: Safe zone

5.3.2 Safe zone overview

Given a top-1 query q with a monotonic scoring function W , and assume that o1 is

the query result, q is outside pruning region PRoi:o1 for every other object oi ∈ O.

As long as q is outside these preferred regions, the query results do not change. When

the query enters a preferred region PRoi:o1 , the query results may have changed.

Hence, the safe zone of q can be defined using the closest preferred region from q.

We propose a circle shaped safe zone with radius of the minimum distance between

the query and preferred regions. A circle is easy to compute, and also it does not

require high cost to check if an object is inside a circle. In the example in Fig. 5.2, the

safe zone of q (Z) is the dashed circle centered at q with the radius rZ , which is the

minimum of the minimum distance between q and PRo2:o1 and the minimum distance

between q and PRo3:o1 , i.e., rZ = min{mindist(q, PRo2:o1),mindist(q, PRo3:o1)}.
A näıve approach to compute the radius of the safe zone is to consider all objects

in the data space. Assume that for k = 1, the query result of a top-k query is object

o1. For every other object oi ∈ O, we may compute the minimum distance between

q and the preferred region of o1 and oi (PRoi:o1). However, computing the minimum

distance between q and preferred region PRoi:o1 is not trivial since the shape of the

preferred region may be quite complex depending on the scoring function used. Next,

we present our technique to compute the distance between a point and an arbitrary

shape of preferred region.
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5.3.3 Computing minimum distance between query and preferred

region

Intuitively, if we know a very small rectangle that overlaps an unknown shape, the

minimum distance between this rectangle and q serves as a lower bound on the

minimum distance between q to the part of the shape that is overlapped by the

rectangle. If we take the minimum among all these rectangles, we will get the lower

bound on the minimum distance between query and the unknown shape. Consider a

query q and a pruning region PRo2:o1 in Fig. 5.3. Rectangles c1 to c6 overlap PRo2:o1 .

Rectangle that gives the lower bound distance is c4 (shown in solid line) and hence

mindist(q, PRo2:o1) ≤ mindist(q, c4). Since it is a lower bound, the lower bound

on the minimum distance (LB mindist) between q and PRo2:o1 is the minimum

distance between q and c4, i.e., LB mindist(q, PRo2:o1) = mindist(q, c4).

Figure 5.3: Observation

We use this observation to compute the lower bound on the minimum distance

between a query point q and a preferred region PR. We iteratively divide the space

into smaller rectangles and we ignore the rectangles that do not overlap the shape.

We maintain the remaining rectangles based on the minimum distance to q . The

process is terminated when the rectangle area is smaller than a parameter ε. If we

compute the minimum distance between q and R, we get the lower bound of the

minimum distance between q and PR.

Now we present the definition of minimum score and maximum score, as well as

Lemma 5.1 to prune non overlapping rectangles.

Definition 5.2 Minimum (resp. maximum) score. Given a query q with a

scoring function W , an object o and a rectangle R, the minimum (resp. maximum)
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score of o with respect to W and R, denoted as minScore(q,o,R) (resp. maxS-

core(q,o,R)), is the lowest (resp. highest) possible score of o considering the location

of q in R. Since distance(q, o) is the only dynamic attribute, minScore(q,o,R) (resp.

maxScore(q,o,R)) is obtained at mindist(o,R) (resp. maxDist(o,R)).

Example Consider two objects o1 and o2 and a rectangle R in Fig 5.4. As-

sume that the scoring function is weighted sum and hence PRo1:o2 is a hyperbola.

minScore(q, o1, R) is obtained in q, since mindist(o1, R) = dist(q, o1), whereas

maxScore(q, o1, R) is obtained when the query point is in q′′, since maxdist(o1, R) =

dist(q′′, o1). Similarly, minScore(q, o2, R) and maxScore(q, o2, R) are obtained at q′

and q′′.

Figure 5.4: minimum & maximum score

Next, we present Lemma 5.1 to efficiently check that a rectangle does not overlap

a preferred region.

Lemma 5.1 Given a rectangle R, two objects o1 and o2 and a monotonic scoring

function W , R completely lies in PRo1:o2 if minScore(q, o2, R) > maxScore(q, o1, R).

Proof AssumeminScore(q, o2, R) is obtained at q′ andmaxScore(q, o1, R) is achieved

at q′′, then mindist(o2, R) = dist(q′, o2) and maxdist(o1, R) = dist(q′′, o1). Since

distance is the only dynamic attribute and W is a monotonic function, score(q, o2)

increases as the increase of dist(q, o2). Similarly, score(q, o1) decreases as the de-

crease of dist(q, o1). Since minScore(q, o2, R) > maxScore(q, o1, R), then for any

point q in R, score(q, o2) > score(q, o1), i.e., score(q, o1) will always be smaller than

score(q, o2) where ever the location of q in R is. In other words, R is fully inside

PRo1:o2 .
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Lemma 5.1 prunes the rectangle that is guaranteed not to overlap the preferred

region. On the other side, when that condition is not met (e.g., minScore(q, o2, R) ≤
maxScore(q, o1, R)), we use Lemma 5.2 to further check if R can actually be

pruned. Consider rectangle R′ in Fig. 5.4 and assume that minScore(q, o2, R
′) <

maxScore(q, o2, R
′), R′ can not be pruned using Lemma 5.1 even though it actually

does not overlap preferred region PRo2:o1 .

Before we present Lemma 5.2, we present the definition of shared score, shared

distance and shared area.

Definition 5.3 Shared score. Given a query q, two objects o1 and o2, and

a rectangle R, the shared score of o1 and o2 with respect to q and R, denoted

as sharedScore(o1, o2, R), is a range of score that is shared by score(q, o1) and

score(q, o2) considering the location of q in R. The minimum (resp. maximum) shared

score of o1 and o2, denoted as minSharedScore(o1, o2, R) (resp. maxSharedScore

(o1, o2, R)) is the minimum (resp. maximum) value of shared score, such that

minScore(q, o1, R) ≤ minSharedScore(o1, o2, R) ≤ maxSharedScore(o1, o2, R) ≤
maxScore(q, o2, R) or minScore(q, o2, R) ≤ minSharedScore(o1, o2, R) ≤ max
SharedScore(o1, o2, R) ≤ maxScore(q, o1, R).

Definition 5.4 Minimum & maximum shared distance. Given a query q, two

objects o1 and o2, and a rectangle R, the minimum shared distance of o1, denoted

as minSharedDistance(o1, o2, R) is the distance between o1 and a point q inside R

such that score(q, o1) = minSharedScore(o1, o2, R). minSharedDistance(o1, o2, R)

is computed as:

minSharedDistance(o1, o2, R) =
minSharedScore(o1, o2, R)− so1

w[d+ 1]

where so1 is the static score of o1 and w[d+1] is the weight of dynamic attribute. The

maximum shared distance (maxSharedDistance(o1, o2, R)) is computed in similar

way using maxSharedScore(o1, o2, R).

If a rectangle R cannot be pruned by Lemma 5.1, there must be a range

of score between minSharedScore(o1, o2, R) and maxSharedScore(o1, o2, R) that

is shared by score(q, o1) and score(q, o2). Based on this shared score, the val-

ues of minimum and maximum shared distance of o1 and o2 can be obtained.

In Fig 5.5, minSharedDistance(o1, o2, R) and maxSharedDistance(o1, o2, R) are

shown as the radius of circles centered at o1. Similarly, minSharedDistance(o2, o1, R)

and maxSharedDistance(o2, o1, R) are illustrated as the radius of circles centered

at o2.
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Figure 5.5: Lemma 5.2

Definition 5.5 Shared area. Given a query q, two objects o1 and o2, a rectangle

R, and the minimum and maximum shared distance of o1 and o2, the shared area

of o1, denoted as Ao1 is the area between two circles, cmin
o1 and cmax

o1 where cmin
o1

(resp. cmax
o1 ) is a circle centered at o1 with radius minSharedDistance(o1, o2, R)

(resp. maxSharedDistance(o1, o2, R)). Specifically Ao1 = cmax
o1 − cmin

o1 .

Now we present Lemma 5.2 to further check if a rectangle can be pruned.

Lemma 5.2 Given a query q, two objects o1 and o2 and a rectangle R, R completely

lies in PRo1:o2 if there is no intersection area between Ao1, Ao2 and R, i.e,. Ao1 ∩
Ao2 ∩R = ∅.

Proof If Ao1∩Ao2∩R = ∅, it shows that there is no shared score between score(q, o1)

and score(q, o2) wherever the location of the query q in R is, i.e,. for any query q in

R, score(q, o1) < score(q, o2).

In the implementation, we use intersection points of circles cmax
o or cmin

o and the

rectangle R to check if there exists such intersection area. Consider two objects o1

and o2 and a rectangle R in Fig. 5.5. a1 and b1 are the intersection points of R and

cmin
o1 . Similarly, a2 and b2 are the intersection points of R and cmax

o2 . If a1, b1, a2 and

b2 are outside R, then R lies completely inside PR(o1, o2).

We use Lemma 5.1 and 5.2 in Algorithm 6 to efficiently obtain a lower bound

on the minimum distance between the query point (q) and a preferred region PR.

First, the rectangle R is set to cover the whole space (line 2) and is inserted into

a heap sorted based on the minimum distance between q and R. R is divided into

smaller rectangles and those that overlap PR are inserted into the heap (line 10).
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The process continues until the size of the de-heaped entry e is smaller than ε (line 6).

The minimum distance between q and e is then returned (line 7).

Algorithm 6 mindist(q, PRo2:o1)

1: mindist(q, PRo2:o1)←∞
2: R← whole space

3: insert R in a min-heap heap

4: while heap is not empty do

5: de-heap an entry e

6: if area(e) < ε then

7: return mindist(q, PRo2:o1) = mindist(q, e)

8: for each child c of e do

9: if R overlaps PRo2:o1 then . lemma 5.1 & 5.2

10: insert c in heap according to mindist(q, c)

Fig. 5.6 illustrates steps to compute the minimum distance between q and a

preferred region in the case where a top-1 query returns o1 assuming a weighted sum

scoring function is used. First, the whole data space is divided into four smaller

rectangles c1:1 to c1:4 (we use c1:4 to denote rectangle 4 in iteration 1). In Fig. 5.6, c1:3

and c1:4 are inserted in the heap since they overlap PRo2:o1 . c1:1 and c1:2 are discarded.

At this stage, the heap is updated to heap = {c1:4, c1:3}. c1:4 is then de-heaped and is

divided into smaller rectangles c2:1 − c2:4. heap is updated to heap = {c2:2, c2:1, c1:3}.
In the third iteration, heap is updated as follows, heap = {c3:1, c3:2, c2:1, c1:3}. The

iteration stops when the area of the de-heaped entry e is smaller than ε such that

the minimum distance between q and e reflects the minimum distance between q and

PRo2:o1 .

5.3.4 Computing safe zone

As mentioned in the previous section, a straight forward approach to compute the

valid radius of the safe zone is to consider the preferred region of all objects in the

data space. However, this approach is expensive since for each object o, we compute

the minimum distance between the query and the preferred region of o. We propose

a technique to reduce the cost of safe zone computation.

We compute the minimum possible score of an object considering the location

of the query in the current safe zone and compare it with the maximum possible

score of the query result to quickly check if the object can be ignored. Consider an

object o2 and a top-1 query that returns o1 in Fig. 5.7. The current safe zone (Z)

is the circle centered at q with radius rZ . The minimum possible score of o2 with

regards to q and Z (denoted as minScore(q, o2, Z)) is obtained when the distance
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Figure 5.6: mindist(q, PRo2:o1)

between o2 and q is minimum. Similarly, the maximum possible score of the query

result o1 (denoted as maxScore(q, o1, Z)) is obtained when the distance between q

and o1 is maximum. In Fig. 5.7, minScore(q, o2, Z) is obtained when the query is in

q′ whereas maxScore(q, o1, Z) is obtained when the query is in q′′.

Figure 5.7: Pruning

Now we introduce Lemma 5.3 to check if an object can be quickly pruned.

Lemma 5.3 Given a query q, its safe zone Z with radius rZ , and its top-k objects

(top-k), any object o′ can be pruned, if for every object o in top-k, maxScore(q, o, Z) <

minScore(q, o′, Z).

Proof If maxScore(q, o, Z) < minScore(q, o′, Z), Z does not overlap PRo′:o and
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mindist(q, PRo′:o) > rZ . Processing o′ will not affect Z, hence o′ can be safely

pruned.

We extend Lemma 5.3 and use the minimum possible score of a node to check if

the node can be safely pruned. Consider an object node e and a top-1 query that

returns o1 in Fig. 5.7. minScore(q, o′, Z) is the lowest possible score of an object

in e, considering the location of q in Z. If minScore(q, o′, Z) > maxScore(q, o1, R),

there is no object o′ in e such that PRo′:o1 overlaps Z and hence e can be safely

pruned.

Next, we present our algorithm to continuously monitor the result of top-k queries.

For each query q, we assign a safe zone Z such that as long as q is inside Z, the

top-k objects of q as well as their relative order remain unchanged. When q leaves

Z, both top-k objects and the safe zone of q are recomputed.

Algorithm 7 shows the details of the safe zone computation. Initially, the radius

of the safe zone rZ is set to be infinity and the root of object R-tree is inserted into

min-heap (line 1-2). When an intermediate node e is encountered, the algorithm

checks if e can be pruned (line 5), otherwise, its children are inserted into min-heap

(line 13). When an object e is de-heaped, for each object o in top-k, the minimum

distance between the query q and the preferred region PRo:e is computed and rZ is

updated if necessary (line 6-8). The algorithms stops when the heap becomes empty.

Algorithm 7 compute safe zone
1: rZ ←∞
2: insert root of R-tree in a heap H sorted according to minimum score

3: while H is not empty do

4: de-heap an entry e

5: if e is not pruned then . lemma 5.3

6: if e is not an intermediate or leaf node then

7: for each object o in top-k do

8: rZ = min(rZ ,mindist(q, PRo:e))

9: if top-k < k then

10: insert e into top-k

11: else

12: for each child c of e do

13: insert c in H

14: return top-k and Z
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5.4 Experiment

5.4.1 Experimental Setting

We use weighted sum scoring function in our experiment. We devise a competitor

algorithm with an assumption that there exists an oracle that computes our proposed

safe zone without incurring any cost. We call such algorithm as pseudo-supreme (PS)

since we remark that our safe zone is not optimal. In pseudo-supreme algorithm,

the objects are indexed with R-tree. The algorithm maintains a min-heap sorted

based on the minimum score of the R-tree entries. The algorithm immediately stops

when k objects have been retrieved. The oracle calls Algorithm 7 to compute the

safe zone in the initial time and every time when the query leaves its safe zone. To

better illustrate the performance of our algorithm, we also compare it with a näıve

algorithm (Heap) that does not apply a safe zone.

We use real data set that contains 175,813 POIs in North America. To investigate

the effect of the object cardinality, we select the required number of POI’s from

the real data set. The objects are indexed in a disk-resident R-tree with the node

size is set to 4096 bytes. One hundred queries are generated using Brinkhoff data

generator [164] which simulates the moving cars in road network in North America.

We compare our algorithm (Our) with PS and Heap in different parameters as shown

in Table 6.1 (default values are shown bold). All results reported in Section 5.4.2 are

the cost for continuously monitoring all query results for one hour (3600 timestamps).

Table 5.1: Experiment Parameters
Parameters Range

Number of objects (×1000) 1, 10, 100, 150

k (for moving top-k) 1, 3, 5, 7

Dimensionality of R-tree 3, 4, 5, 6

5.4.2 Experiment Result

5.4.2.1 Effect of data cardinality

Fig. 5.8 shows the effect of data cardinality to the performance of the studied

algorithms. In Fig. 5.8(a), our algorithm is significantly better than Heap. The CPU

cost of our algorithm is higher than PS algorithm mainly because our algorithm

computes the safe zone and the result of the queries, whereas PS only computes the

query result.

In Fig. 5.8(b), our algorithm incurs slightly more IO than PS because our algo-

rithm continues to open the R-tree nodes until all objects are evaluated. In contrast,

PS stops accessing the R-tree once all query results are retrieved. Nevertheless, both
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CPU and IO costs of our algorithm are reasonably close to the CPU and IO costs of

PS.
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Figure 5.8: Effect of number of objects

5.4.2.2 Effect of dimensionality

Fig. 5.9(a) shows the CPU cost when the number of static dimensions is changed

from 1 to 4. Note that the number of dynamic dimensions, which correspond to the

objects’ location coordinates are 2. Our algorithm is up to 50 times better than PS.

Our algorithm also scales better with the increase of the number of static dimensions.

The CPU cost of our algorithm is relatively stable for different number of dimensions,

because the static score is computed in a single operation regardless of the number

of dimensions.

In Fig. 5.9(b), the IO cost of our algorithm is slightly higher than PS because

it verifies all R-tree nodes to ensure the correctness of the safe zone. However, the

IO cost of our algorithm is reasonably close to PS, which shows that the safe zone

computation does not add large IO overhead.
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5.4.2.3 Effect of k

Fig. 5.10 shows the effect of the value of k to the performance of the studied algorithms.

As shown in Fig. 5.10(a), the CPU cost of all algorithms increases as the increase

of the value of k. This is because all algorithms open more R-tree nodes when k is

getting bigger. In addition, our algorithm requires higher CPU cost because for each

entry in the result set, it computes the minimum distance between the query and

the corresponding preferred regions. The higher value of k, the higher number of

entries to be considered.

In Fig. 5.10(b), when k increases, the IO cost of all algorithms increases because

they open more R-tree nodes to retrieve the required result size. The IO cost of our

algorithm is reasonably close to the IO cost of PS regardless of the value of k. It

shows that the increase of the IO cost is mainly due to the top-k objects computation.
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Figure 5.10: Effect of k

5.5 Conclusions

We propose an efficient distance measurement technique that can be applied for

complex shapes. We use the technique in our algorithm to construct the safe zone

of moving top-k queries. Our algorithm is applicable for any monotonic scoring

function. Our extensive experiments on real data set demonstrate that the cost of

our proposed algorithm is up to 50 times better than the näıve algorithm.
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Chapter 6

Reducing The Communication

Cost of Continuous Spatial

Queries

This chapter presented algorithms to reduce the communication cost on continuous

monitoring of spatial queries. We introduce a Quiet Zone for every moving object

(client) such that if the object inside the zone, it does not initiate communication

with the server, i.e., it remains quiet.

6.1 Overview

With advances in wireless network and the availability of inexpensive mobile devices

equipped with position sensing technology, location based services have gained

significant interest in the past decades. The rapid development of Internet of Things

(IoT) technology allows the expansion of the services due to the growing number of

GPS-enabled devices connected to the network. Some applications of location based

services include location based advertisement, emergency services, traffic monitoring,

army strategic planning, location based games, geo-social networking etc.

In real world scenario, many objects are continuously moving. Therefore, contin-

uous monitoring of spatial queries has received significant research attention recently.

Algorithms for continuous monitoring of spatial queries have been proposed in the

past few years, such as in range query, nearest neighbour query, reverse nearest

neighbour query etc. Most of these studies have focused on reducing the CPU cost

of updating the query result in response to the location updates sent by the moving

objects.

In this chapter, we study the continuous monitoring of spatial queries over moving
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objects, i.e., a scenario where the queries are static whereas the data objects are

continuously moving. The moving object could be a user carrying mobile device or,

in the context of IoT, a smart machine that is connected to the internet, such as a

smart car. Consider the example of a store in an urban city. Suppose the store wants

to advertise its special deal, the store may want to continuously monitor customers

within 1 Km of its location to inform them about the deal.

Most studies in continuous monitoring of spatial queries use a client-server model,

where the client sends a query to the server and the server responds to it and sends

the query results back to the client. In the traditional client server model, each

object updates its location to the server after every t time units (time stamp). For

example, a restaurant (client) in the urban city may issue a query to the service

provider (server) to constantly report all objects within 1 Km range. An object

could be a person with mobile device walking down the street or driving around the

city. Traditional client server model requires every object to send its location at

every time stamp, so that the server has the up to date location of the object and

is able to update the query result accordingly. This traditional client-server model

creates significant amount of data transmission because every object needs to send

its location to the server at every time stamp.

In our solution, we assume a client-server model. However, we do not require the

object to update its location at every time stamp. We require an object to send its

location only if it affects the query results. In other words, a location update of an

object is required if and only if the movement of this object affects the result of at

least one query. Otherwise, it will stay quiet and does not initiate a communication

with the server.

For each object, we introduce a zone such that as long as the object is inside this

zone, it does not affect the result of any query in the system. We call such zone as

quiet zone because the object remains quiet as long as it is inside the zone. Note

that computing quiet zone is not trivial because of the following challenges. The first

challenge is how to efficiently determine the area where the object does not affect

the result of any query, considering that there might be many queries in the system.

Secondly, note that the object needs to check if it is inside its quiet zone. Because the

object usually has limited resources, for example mobile phones or sensors, therefore

the shape of the quiet zone should be simple such that the object can easily check

whether it is inside the quiet zone or not. With quiet zone, we significantly reduce

the communication cost by at least one order of magnitude.

Most of the previous works on continuous spatial queries have been focused

on minimizing the CPU cost. However, note that in highly connected urban city,

communication cost is also very high because each object sends its location at

every time stamp. We are the first to present a generic framework that focuses on
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reducing the communication cost for many different type of spatial queries. Below,

we summarize our contributions.

• To the best of our knowledge, we are the first to present a generic framework

for continuous spatial queries on client server model that significantly reduces

the communication cost.

• We conduct extensive experiment on real data set that shows that our algorithm

is one order of magnitude better in terms of communication cost than the

traditional approach.

6.2 Proposed framework

To reduce the communication cost, we construct a quiet zone such that if the object

inside its quiet zone, it does not affect the query result. At every time stamp, the

object checks whether it is inside its quiet zone or not. As long as the object lies

inside the quiet zone, it is not required for the object to send its location to the

server. The quiet zone should be a simple shape such that the object is able to easily

check whether it is inside the zone or not. If the quiet zone is a complex shape, the

computation cost at objects may be very high and moving objects such as mobile

phones or sensors usually do not have a lot of resources and computation power.

Our framework can be used in many different type of spatial queries. For the ease of

presentation, we first present our approach for range queries. Subsequently, we show

that it can be easily applied for other spatial queries as we briefly describe later.

Given a set of objects O and a query point q with range r, a range query retrieves

all objects within r distance from q, i.e., objects inside a circle centered at q with

radius r. This circle is called query circle and is denoted as cq (query circle of the

query q). The continuous range query reports all objects inside cq to q at each time

stamp.

Consider two moving objects o1 and o2 and six range queries q1, q2, q3, q4, q5 and

q6 in Fig. 6.1. The query circles cq1 to cq6 are shown shaded. Object o1 is the query

result of q2 since o1 is inside cq2 . For the same reason, o1 is not the query result of

q1, q3, q4, q5 and q6. Note that o1 is the query result of q2 as long as it is inside

cq2 . Similarly, o1 will not be the query result of q1, q3, q4, q5 and q6 as long as o1

is outside cq1 , cq3 , cq4 , cq5 and cq6 respectively. This circumstances applies for o2 as

well. Therefore, the query result of all queries remain unchanged as long as o1 and

o2 do not enter or leave a query circle. In general, when the movement of an object

o does not change the result of all queries, o does not need to update its location to

the server. Therefore, the quiet zone of o is bounded by query circles around o.

In Fig. 6.1, the optimal quiet zone of o1 is the striped area. However, when the
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Figure 6.1: Range query

number of pruning circles that contain o1 is high, the optimal quiet zone becomes

complicated since it involves many circles. This, in turn, may cause the computation

cost to check if o1 is inside the quiet zone becomes very high. Similarly, the optimal

quiet zone for o2 is the white area. To check if o2 is inside its quiet zone, we have to

verify o2 against all query circles in the data space (cq1 , cq3 , cq4 , cq5 and cq6). This is

costly, especially when the number of queries in the system are high. Therefore, we

need to approximate the quiet zone such that the computation cost is feasible for

the objects.

A simple approach to approximate the quiet zone of o (denoted as Zo) is to get

the closest pruning circle to o and compute a regular shape such as circle, square or

rectangle. However, this simple approach results in a small quiet zone for o. Consider

object o1 in Fig. 6.2. The closest pruning circle to o1 is cq2 . If circle is selected,

the quiet zone of o1 (Zo1) is the small circle (shown dark shaded) centered at o1

with radius of the minimum distance between o1 and cq2 . Similarly for object o2, if

rectangle is selected, the quiet zone of o2 (Zo2) is the rectangle (shown dark shaded

or dashed line) containing o2 that is bounded by surrounding query circles.

To improve the size of the quiet zone, we construct a polygon bounded by all

query circles around the object. Consider the example in Fig. 6.3(a). The dark

shaded area Zo1 is the improved quiet zone of o1. Similarly, The dark shaded area

Zo2 in Fig 6.3(b) is the improved quiet zone of o2. Steps to compute the improved

quiet zone are presented as follows.

For each query circle cq that does not contain o, a tangent line is computed. Given

an object o and a query point q with corresponding query circle cq, the tangent line

on cq with respect to o (denoted as lo:q) is the tangent line of cq that is perpendicular

to the line connecting o and q. Consider object o1 and cq3 in Fig. 6.3(a). The line
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Figure 6.2: Basic quiet zone

lo1:q3 shown in broken is the tangent line of cq3 with respect to o1. Similarly in

Fig. 6.3(b), lo2:q1 , lo2:q3 and lo2:q4 are the tangent lines of cq2 , cq3 and cq4 with respect

to o2. The tangent lines lo2:q4 and lo2:q6 are not shown because they are coincide

with lo2:q3 and lo2:q5 respectively.

On the other side, if a query circle contains o, we store it in a set called circle

set of o. The quiet zone of o is the intersection area of the followings: (i) a polygon

that does not overlap all query circles which do not contain o, and (ii) a set of query

circles that contain o.

(a) Quiet zone of o1 (b) Quiet zone of o2

Figure 6.3: Improved quiet zone
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6.3 Computing Quiet Zone

One straight forward approach to compute the quiet zone is to consider each query in

the system. To get the quiet zone of an object o, we draw a tangent line on all query

circles with respect to o. The quiet zone of o is a polygon containing o constructed

by all tangent lines as shown in Fig 6.4.

However, this straight forward approach is too expensive. It requires computing

the tangent line of all query circles in the system. Note that there are queries that

do not contribute to the quiet zone. In Fig 6.4, the tangent line lo:q2 does not overlap

the quiet zone of o (shown as shaded). After q1, q4, q5 and q8 are processed, lo:q2 will

not affect the current quiet zone. In other words, if q2 is ignored, the quiet zone of o

can still be computed correctly.

Figure 6.4: Computing quiet zone

Next, we present an observation to help us constructing the quiet zone efficiently.

Without loss of generality, we assume that the data space is bounded by a square.

Query circles are indexed in R-tree (denoted as Q-tree). Q-tree is stored in the

memory and is updated when a query is issued or is deleted from the server.

Observation 1. Given an object o, the quiet zone of o (Zo), a query point q with

corresponding query circle cq, q can be ignored if cq does not overlap Zo. Similarly,

an entry e in Q-tree can be ignored if e does not overlap Zo

The proof is obvious and is omitted from this chapter. Consider q2 in Fig 6.4.

Since cq2 does not overlap the quiet zone of o (shown shaded), q2 is ignored. Hence,

lo:q2 is not necessarily computed and the quiet zone of o remains unchanged. Similarly

for an entry e (red rectangle) of the Q-tree. Since e does not overlap the quiet zone,

it is ignored and its children are not evaluated.

81



6.4 Extension for Other Spatial Queries

A similar study to efficiently monitor the nearest neighbour of queries has been

presented by Mouratidis et al. [156]. Their solution can be easily integrated with

our proposed solution. In this section, we show that our approach can be easily

extended for other location-based queries. Specifically, we present the extension of

our approach to continuously monitor the result of reverse k nearest neighbour query

(RkNN), window query and reverse approximate nearest neighbour query [12].

To illustrate how to extend our proposed algorithm for RkNN query, we use

influence zone (infZone), the state of the art algorithm for continuous monitoring of

RkNN. First, we compute a smallest circle that contains all vertices of the influence

zone. This circle is called smallest enclosing circle (sec) [170]. Consider q1 and q2 in

Fig. 6.5. infZoneq1 and infZoneq2 are the influence zone of q1 and q2 respectively

(shown shaded). Circles secq1 and secq2 are the smallest enclosing circle of infZoneq1

and infZoneq2 . Once all smallest enclosing circles are computed, our proposed

algorithm can be used to construct the quiet zone of objects. Similarly for window

query, the smallest enclosing circle that contains the query rectangle is computed

and used to construct the quiet zone. In addition, our proposed algorithm can be

directly applied for reverse approximate nearest neighbour (RANN) query. This is

because RANN query computes circle-shaped pruning regions that can be directly

used to construct the quiet zone of objects.

Figure 6.5: Extension for RkNN query
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6.5 Algorithm

In this section, we present our algorithm to efficiently compute the quiet zone of an

object. Algorithm 8 provides the details. Initially, the quiet zone of an object o (Zo)

is set to cover the whole data space.

The root of Q-tree is inserted to a heap sorted according to the minimum distance

from o (line 2). The entries in Q-tree are iteratively accessed from the heap. If

the de-heaped entry e is an intermediate node or a leaf node and it completely lies

outside Vo, it is ignored. Otherwise, its children are inserted to the heap (line 7). If

the entry is a query circle and it overlaps Vo, it is used to update Zo (line 10). The

algorithm stops when the heap becomes empty.

Algorithm 8 Compute quiet zone

1: Zo = Vo = {Vertices of the data space}
2: insert root of Q-tree in a min-heap h
3: while h is not empty do
4: de-heap an entry e
5: if e is an intermediate or leaf node then
6: if e overlaps Vo then
7: insert all children of e in h
8: else . e is a query circle
9: if ce overlaps Vo then

10: update Zo
11: return Zo

Now, we present Algorithm 9 to describe how to update the quiet zone of o

when a query q is considered, i.e., cq overlaps Zo. First, we explain the case when

cq contains the object. If o is inside cq, the query is recorded in the query set of

object (line 2). For each object o, we maintain a set So to store the queries whose

query circle contains o, i.e., o is one of the query results. In this case, the polygon

Vo remains unchanged.

Next, we describe the case when cq does not contain o. Initially, the tangent line

of cq with respect to o (lo:q) is computed (line 4). For each edge e, we compute a line

(l) using two end points of e. Then, the intersection point (p) between l and (lo:q is

computed. If p lies on e, it is inserted into Vo (line 7). Then, for each vertex in Vo,

if the vertex lies outside updated Vo, it is removed from Vo (line 10). Algorithm 9

returns the updated quiet zone of o. The final quiet zone of o is the intersection

region between Vo and So.

Example 1. Figures 6.6-6.9 show the construction of the quiet zone of object o.

In Fig. 6.6, the quiet zone is initially set to be the whole data space bounded by four

vertices v1 to v4 (Zo = Vo = {v1 · · · v4}) . When the nearest query is encountered

(q1), the algorithm checks if cq overlaps Zo. Since cq1 overlaps Zo and o is outside cq1 ,
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Algorithm 9 Update quiet zone

1: if cq contains o then
2: insert o in So
3: else
4: compute the tangent line lo:q
5: for each edge e do
6: p← intersection point of e and lo:q
7: insert p to Vo
8: for each vi ∈ Vo do
9: if vi is outside Vo then

10: remove vi from Vo
11: return Zo = Vo ∩ So

a tangent line of cq1 with respect to o (lo:q1) is computed. In Fig. 6.7, lo:q1 updates

the polygon Vo and the new quiet zone contains vertices v1, v2, v3, v5 and v6. At this

stage, the quiet zone is Zo = Vo = {v1, v2, v3, v5, v6} as shown shaded in Fig. 6.7.

The algorithm continues with q2. Since cq2 overlaps Zo and o is inside cq2 , q2 is

inserted in the query set of o (So). Zo is then updated to be the intersection of Vo

and cq2 (shown dark shaded in Fig. 6.8). Next, the algorithm checks q3. Similar to

q1, lo:q3 is computed and is used to update Vo. The polygon Vo now contains vertices

{v1, v7, v8, v6}. The algorithm continues to check q4. Since cq4 does not overlap Zo,

it is ignored. Since all queries have been considered, the algorithm terminates. The

final quite zone is Zo = Vo ∩ So (shown dark shaded in Fig. 6.9).

Figure 6.6: Initial zone Figure 6.7: Processing q1
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Figure 6.8: Processing q2 Figure 6.9: Final quiet zone

6.6 Experimental Study

6.6.1 Experimental Setting

The main concern of our algorithm (QZone) is to reduce the total communication

between moving objects and the server. We compare QZone with the traditional

time stamp approach (Traditional). In Traditional, each object reports its position

to the server at every time stamp.

All algorithms are implemented in C++. The experiments are run on a 64-bit

machine with Intel Core I5 2.3GHz and 8GB memory running on Debian Linux. We

use a real data set containing 100,000 points of interest (facility) from Los Angeles

(LA) [171]. The moving objects are generated by simulating moving cars in the road

network of LA using Brinkhoff data generator [164]. We randomly select 500 facilities

and treat them as the query points.

We report the communication cost incurred in both algorithms during 500 time

stamp observation. We assume that the length of time stamp is one second. In

QZone, when an object updates its location, i.e., sends its new location to the

server, the server computes the new quiet zone and sends it to the object. Hence, the

communication cost in QZone is multiplied by two. We also report the average CPU

cost required by an object to check if it is inside its quiet zone. From our experiment,

we show that the checking cost is very small and is feasible for the mobile devices

that limited in resources.

We study the performance of both algorithm in different experiment settings.

The parameters used in the experiments are shown in Table 6.1 and the default

values are shown in bold.
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Table 6.1: Experiment Parameters
Parameters Range

Range (Km) 0.1, 0.5,1, 5, 10

Number of facilities (X 1000) 1,10, 50, 100

Number of users (X 1000) 1, 10,50, 100

Users’ speed (Km/hr) 40, 60,80, 100, 120

Number of Queries 100,500, 1000, 2000

6.6.2 Experiment Result

6.6.2.1 Effect of query size

In Fig. 6.10, we show the performance of our algorithm in different query sizes. QZone

significantly reduces the communication cost up to 200 times. The communication

cost slightly increases as the increase of number of queries. The reason is that the

increase of query size makes the size of quiet zone becomes smaller. In Traditional,

the communication cost remains the same because each object updates its location

to the server at every time stamp.
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Figure 6.10: Effect of # queries

Fig. 6.11 shows the effectiveness of quiet zone. In Fig. 6.11(a), we show that

the CPU cost that is required to check if an object is inside the quiet zone is very

small, around 0.05 ms. It indicates that our algorithm is feasible for mobile devices

which generally have limited resources. In Fig. 6.11(b), we show that the average

size of circle set is quiet small (around 5 for 2000 queries). As expected, the number

of query circles that contain the object increases as the increase of the number of

queries. The increase of the circle set size also contributes to the decrease of the size

of quiet zone.
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6.6.2.2 Effect of data size

In Fig. 6.12(a), we compare the communication cost of QZone with the cost of

Traditional for different number of facilities. Our algorithm is up to 50 times better

than Traditional. The cost generally increases when the number of facility increases.

This is because the increase of number of facilities makes the density of the query

increases.
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Fig. 6.12(b) shows the communication cost on both algorithms for different

number of moving objects. Note that the figure is shown in log scale. QZone

is at least one order of magnitude better than Traditional. The cost difference

between two algorithms increases as the increase of number of objects. QZone scales

significantly better than Traditional.

6.6.2.3 Effect of range

Fig. 6.13(a) shows the communication cost of QZone and Traditional for different

query ranges. QZone is up to 200 times better than Traditional. In QZone, the
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cost increases as the increase of the range. One reason is that the increase of query

range makes the size of query circles increases. This in turn causes the size of quiet

zone decreases as shown in Fig. 6.13(b). Fig. 6.13(b) also shows that when the query

range is set to be significantly large (10 Km), the size of the quiet zone becomes

larger because the average size of query circles that contain the object becomes

significantly larger.
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6.6.2.4 Effect of speed

Fig. 6.14 shows the communication cost of both algorithms for different object’s

speed. QZone is up to 90 times better than Traditional. The communication cost

increases as the increase of object’s speed. This is because faster object requires less

time to leave its quiet zone than the slower object. It makes the object with faster

speed sends location updates to the server more frequent than the slower one.
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6.7 Conclusion

In this chapter, we propose a generic framework to reduce the communication cost

of many types of spatial queries. We propose technique and algorithm to efficiently

compute the quiet zone of the moving object. We demonstrate that the cost to check

if object is inside the quiet zone is reasonably low. The experimental results showed

that our algorithm is significantly better in terms of communication cost than the

traditional approach.
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Chapter 7

Concluding Remarks

7.1 Conclusion

In this thesis, we study two types of query: queries to find the most influential

facilities for a user, and queries to find the influenced users given a query facility.

We also study the continuous monitoring of spatial queries that focus on reducing

the computation and communication costs. We give the details of our contributions

below.

In Chapter 3, we propose a new definition of influence where a user u is said to be

influenced by not only its closest facility but also every other facility that is almost

as close to u as its closest facility is. We introduce reverse approximate nearest

neighbor (RANN) query to compute the influence set of a facility by considering

relative distance between users and facilities. We show that the existing pruning

techniques cannot be applied for RANN problem. We therefore propose efficient and

tight pruning techniques and use them in our RANN algorithm. Our experimental

study on real and synthetic data sets shows that our algorithm is several orders

of magnitude better than the näıve algorithm as well as the significantly improved

version of näıve algorithm.

In Chapter 4, we extend our work on snapshot RANN queries for continuous

RANN queries. We propose an efficient monitoring technique that utilizes the Voronoi

diagram of facilities. Our technique checks only one facility to verify if a user is an

RANN of a query. We extend the RkNN’s state-of-the-art algorithm for continuous

RANN queries and compare its performance with our algorithm. Our extensive

experiment result shows that our Voronoi-based algorithm significantly outperforms

the competitor.

In Chapter 5, we present a safe zone based approach to efficiently monitor

the k most influential facilities for a user when distance and some other factors

are taken into consideration. We propose a technique to compute the minimum
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distance between a point and an arbitrary shape. We use the technique to design

a generic algorithm that works for any monotonic scoring function. The result of

our experiment demonstrates that the cost of our algorithm is up to 50 times better

than the näıve algorithm.

In Chapter 6, we present a generic framework to reduce the communication cost

of many different variety of continuous spatial queries, such as range query, window

query, nearest neighbor query and reverse approximate nearest neighbor query. We

show that checking cost at object is reasonably low so that our framework is feasible

for moving devices which commonly have limited resources. Our experimental study

shows that our algorithm significantly reduces the communication cost.

7.2 Future Work

Below, we propose several possible directions for future work.

7.2.1 Reverse Approximate Top-k (RATk) Query

In Chapter 3, we present RANN queries to compute the influence set of a facility

when distance is the only considered factors. In many real world scenario, users may

consider other factors in choosing a facility, such as price, rating etc. Hence, it will

be interesting to study the reverse approximate top-k queries where the objective is

to find every user for which the query facility is an approximate top-k facility. In

other words, the RATk queries return every user for which the score of the query

facility is almost as good as her most preferred facility.

7.2.2 RANN and RATk Queries in Road Network

In Chapter 3, we propose a new definition of influence using relative distance between

the users and the facilities. We introduce RANN query as another perspective

to capture the notion of influence. We propose our technique and algorithm to

solve RANN query in Euclidean distance. A possible future work is to study the

RANN queries in road network. The problem definition mentioned in Section 3.2 is

relevant in road network setting. However, our proposed techniques and algorithms

in Chapter 3 are not applicable for road network distance. Similarly, RATk in road

networks is also an interesting topic for further study.

7.2.3 Improving the Effectiveness of Quiet Zone

In Chapter 6, we propose a quiet zone which is an area such that an object does

not need to send its location to the server as long as it is inside its quiet zone. As

mentioned in Section 6.5, to get the quiet zone, we compute a tangent line using
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the closest point on the query circles from the object. The size of the quiet zone

can be further improved by computing more tangent points using some points on

the query circles. Given an object o and a query circle c, we need to compute

the appropriate number and position of tangent lines such that the quiet zone is

maximized. Computing more tangent points will increase the cost, however it may

significantly increase the size of the quiet zone. Therefore, it will be interesting to

analyze the trade-off between computation cost and communication cost.
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