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Abstract

Turbulent flow of non-Newtonian liquids has practical applications (e.g. polymer

processing, mining and waste water treatment industries) but has received little

attention. Much of the attention has gone to viscoelastic liquids which are

attractive for engineering applications due to their drag reducing properties. In

contrast, the turbulent flow of generalised Newtonian (GN) liquids has been little

studied.

In this thesis, turbulent flows of GN liquids are studied for pipes and

open channels using direct numerical simulations (DNS). High shear rate rheol-

ogy data is found to be essential for reducing discrepancies between DNS and

experiments observed in the past DNS studies. A criterion for the maximum shear

rate required in rheology characterisation is proposed for getting good agreement

between DNS and experiments. Shear thinning and yield stress are found to

similarly affect a turbulent pipe flow, however, the effect of shear thinning is

found to be greatest inside the viscous sublayer whereas yield stress affected flow

the most outside the viscous sublayer. The effect of both shear thinning and yield

stress is found to be confined in the inner layers.

The mean axial velocity profiles of power-law liquids are found to deviate

from the Newtonian law of wall U+
z = y+. This is due to a new mean shear

stress, the turbulent viscous stress which arises in the mean momentum equation

due to viscosity fluctuations. A new scaling is proposed to recover the law of

wall but this new scaling can not determined a priori and is difficult to obtain

in experiments. The turbulent pipe flow of both Newtonian and shear-thinning

liquids are affected similarly by increasing Reynolds number.

For rectangular open channels of GN liquids, the flow rate is found

independent of the channel aspect ratio for a fixed hydraulic radius. The effect

of varying aspect ratio is found similar for both Newtonian and shear-thinning

liquids. However, secondary flows which are known to occur in non-axisymmetric



ducts are found to penetrate more deeply into the flow for a shear-thinning fluid

compared to Newtonian fluid. The scaling based on mean viscosity and mean

axial velocity gradient at the wall is found to collapse the near wall mean axial

velocity profiles for different aspect ratio for both Newtonian and shear-thinning

liquids. Shear thinning is shown to decrease the turbulent friction factor (drag-

reduction) in both pipes and open channels compared to Newtonian fluids for

a fixed Reynolds number (Reτ or ReG). The signature of the drag reduction is

also found in other data, as in the enhanced axial turbulence intensity, reduced

Reynolds shear stress, radial and azimuthal turbulence intensities and reduces

viscous dissipation of the turbulent kinetic energy.

The current work will give a direction to the development of Reynolds

averaged Navier–Stokes simulations and large-eddy simulations for GN liquids.

The results presented will also be helpful to practitioners for improving the

existing methods for designing fluid systems for GN liquids.
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1
Introduction

Tailings disposal in the mining industries is at a crossroads. Tailings from mining

operations, which are fine particles suspensions in water with potentially harmful

chemicals used in the process, are typically stored in large dams at low volume

concentrations. Events such as high rainfall, earthquake can turn a tailings

storage facility into an environmental disaster. Even today when significant

advances have been made in technology, two to three major incidents every year

related to tailings storage facilities are very common [82]. In 2015 itself, more

than hundred people were killed by just two of such incidents. The loss of wealth

caused by such incidents is huge and the environmental impact is devastating.

Alternate disposal methods are being explored to make tailings manage-

ment safer and to reduce their environmental impact. One such alternate method

is paste and thickened tailings (P & TT) disposal in which tailings are dewatered

significantly before sending to a tailings storage facility where it further dries and

becomes less susceptible to flow. Other than being environmental safe, P & TT

also improves the water efficiency of the operations because the water recovered

from de-watering can be reused in other parts of the process.

Although, P & TT is attractive alternative to the current tailings disposal

method, there are still many uncertainties involved in its use in practice. Most
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of the uncertainties arise due to the change in the rheological nature of tailings

due to dewatering. De-watered tailings (also called thickened tailings) show non-

Newtonian behaviour i.e. they do not show a uniform viscosity. For these liquids,

hydraulic design methods are not well developed and often design practices for

Newtonian liquids are followed which are not accurate for tailings.

Tailings (slurries) can be homogeneous, settling or mixed depending

on the particle size of solids and their settling behaviour (see table 1.1). The

simplest of them are homogeneous tailings which can be treated as single phase

liquids [102]. These are characterised by solid particles much smaller than the

flow length scales and a carrier fluid velocity significantly higher than the particle

settling velocity. Homogeneous tailings often show generalised Newtonian (GN)

behaviour for which shear stress tensor τ can be modelled as:

τ = ρν(γ̇)s. (1.1)

Here γ̇ is the second invariant of the shear rate tensor s = (1/2)(∇v + ∇vT ),

v is the velocity vector and ν is fluid’s effective kinematic viscosity, τ/ργ̇. Equa-

tion 1.1 assumes an instantaneous response of the fluid to an applied shear

stress. Viscosity in Eq 1.1 is modelled via a rheology model, the parameters of

which are usually determined from the experimentally measured shear stress

versus shear rate curve (rheogram) via regression. Model parameters determined

via such regressions have no intrinsic physical meaning, but nevertheless are

very useful in predicting flow behaviour and are extensively used. Other than

thickened tailings, other liquids in biological and industrial applications such as

blood, tomato ketchup, mayonnaise cheese, paint and waste water sludge can

also be modelled via the GN assumption. GN liquids can be shear-thinning or

shear-thickening depending on whether the fluid’s effective viscosity decreases

or increases with increasing shear rate. Most GN liquids show shear-thinning

behaviour.

Pipelines and open channels are common methods of transporting GN

liquids at industrial sites. Although laminar flows are more commonly observed in

pipes of small diameters, the flow can be turbulent in pipes of large diameters or
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Table 1.1 Classification of mining tailings or slurries [104]

Category Description
Homogeneous slurries Also referred as “slow settling slurries”, char-

acterised by fine solid particles kept in sus-
pension by carrier fluid (normally water).
These particles may settle partially when
there is no flow.

Settling slurries Also called rapid settling slurries, charac-
terised by relatively larger solid particles.

Mixed slurries These slurries are the mixture of homoge-
neous and settling slurries.

in open channels. Since Osborne Reynolds demonstrated transition to turbulence

in 1893 and Prandtl proposed the boundary layer theory in 1904, significant

advances have been made towards understanding turbulent flows of Newtonian

liquids, however, the turbulent flow of GN liquids has received scant attention.

GN liquids are usually opaque which makes experimental investigation

of their flow using optical measurements techniques such as particle image

velocimetry (PIV) almost impossible. There have been a few experimental studies

[12, 35, 86] but they reported only the pressure drop versus flow rate data. In

other studies [76] where higher order turbulent statistics were measured, it is

not clear whether the liquids were really GN liquids or if they also showed some

other non-Newtonian effects such as viscoelasticity.

Compared to experiments, numerical simulations are more promising

for studying the flow of GN liquids. This is because the fluid opacity does not

affect numerical simulations and vicoelastic effects are avoided easily. Addi-

tionally, it is possible to disentangle the effect of rheology model parameters

which is not possible in experiments because the rheology model parameters are

usually intercorrelated. Despite numerical simulations being used extensively

for studying turbulence in Newtonian liquids, studies of GN liquids are rare.

Reynolds-averaged-Navier–Stokes (RANS) and large-eddy simulations (LES) cap-

ture only large scales of flow motion and use some special models (e.g turbulence

or sub-grid stress models) for modelling the effect of smaller turbulent length

scales. Although attempts have been made to develop turbulence or subgrid
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models for GN liquids [30, 42, 73, 75] there are no universally accepted models

yet available.

Direct numerical simulations (DNS) is another numerical technique

widely used for Newtonian liquids. Once validated, it can be used reliably to

provide a detailed picture of turbulence in the flow that is almost impossible to

obtain in experiments. For GN liquids, it has an advantage over RANS and LES

that it does not require any special model and captures finest time and spatial

length scales in the flow. If used carefully, DNS shows excellent convergence

properties and accuracy which is further increased with high-order methods

such as spectral-element methods for discretisation. A downside of DNS is that

it becomes computationally very demanding with increasing Reynolds number.

DNS has been used for GN liquids [40, 83–85], but significant discrepancies were

observed compared to experiments for even first-order statistics [83] the reason

for which is yet to be confirmed.

This thesis is a step forward towards understanding turbulence in the

flow of GN liquids. The effect of GN rheology is studied for pipes and rectangular

open channel flows using DNS. It is shown that high shear rate data is essential

in rheology characterisation to get a good agreement between DNS of GN liquids

and experiments. The statistics of mean flow and turbulent kinetic energy budgets

is presented for GN liquids for the first time which shows that the effect of GN

rheology are significant only near the wall. For open channel flows, the effect of

GN rheology is found similar to that seen in pipe flows.
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2
Literature review

Study of non-Newtonian liquids goes back to 1916 when Bingham [10] investi-

gated plasticity in flows through capillaries and proposed the Bingham rheology

model for clay suspensions. Since then many rheology models have been pro-

posed which present the rheology of a wide range of generalised Newtonian (GN)

liquids [50]. The first experimental study of GN liquids is by Brautlecht and Sethi

[15] in 1933 who studied the power required to pump paper pulps through a

pipeline. Since then quite a few studies have been conducted for GN liquids.

In this chapter, the studies of GN liquids through pipes and open channels are

reviewed and the laminar flow is discussed only in brief. Only the studies of

liquids relevant to this PhD study i.e. Herschel–Bulkley (HB) and its subsets –

Bingham and power-law (PL) liquids are reviewed. The chapter is divided into

three sections. First the constitutive equation of the Herschel–Bulkley model is

presented and then the studies of pipe and open channel flows are reviewed in

subsequent sections.

2.1 Herschel–Bulkley rheology model

The Herschel–Bulkley rheology model is a widely used rheology model for GN

liquids. It represents the rheology of liquids such as mining and waste water
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slurries quite well [31, 50, 55, 89]. The Herschel–Bulkley model defines the

fluid’s effective kinematic viscosity as:

ν = ρ−1(τy/γ̇ + Kγ̇n−1) (2.1)

Here, ρ is the density, γ̇ is shear rate – the second invariant of the strain rate

tensor s = [∇v + ∇vT ]/2 and v is the velocity. In Eq. 2.1, τy, K and n are

model parameters known as yield stress, consistency and flow index. For shear

stress τ < τy, the fluid does not shear, and there is deformation only for τ >

τy. The Herschel–Bulkley rheology model represents shear-thinning behaviour

for n < 1 i.e. the fluid viscosity decreases with increasing shear rate and for

n > 1 the opposite, shear-thickening behaviour is observed. Other widely used

rheology models are the power-law rheology model and the Bingham rheology

models. The Herschel–Bulkley rheology model reduces to a power-law rheology

model, ν = ρ−1(Kγ̇n−1), when τy = 0 and to the Bingham rheology model,

ν = ρ−1(τy/γ̇ + K), when n = 1.0.

Although the Herschel–Bulkley, power-law and Bingham rheology mod-

els are widely used, they have two common limitations. They show an infinite

viscosity for shear rate γ̇ → 0 and a zero viscosity for γ̇ → ∞ neither of which

is physically possible. However, in industrially relevant turbulent flows only a

limited range of shear rate is covered and therefore, these rheology models can

be used reliably for such applications provided they accurately represent viscosity

over the range of relevant shear rates.

In the following sections and chapters, a term ‘Herschel–Bulkley (HB)

fluid’ is used for a fluid whose rheology is modelled by the Herschel–Bulkley

rheology model. Similarly, the terms ‘power-law (PL) fluid’ and ‘Bingham fluid’

are used for liquids whose rheology is modelled by the power-law and Bingham

rheology models.
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2.2 Pipe flow

2.2.1 Laminar flow

For a steady, incompressible, fully developed laminar pipe flow (radius R, diame-

ter D = 2R), the shear stress τrz (see Figure 2.1) at a distance r from the pipe

centre is given by

τrz = (r/2)(−dp/dz) (2.2)

where, dp/dz is the pressure gradient driving the flow. For a fixed dp/dz, an

expression for the nominal wall shear stress τw is obtained by substituting r = R

in Eq. 2.2 giving

τw = (R/2)(−dp/dz). (2.3)

For a given rheology model, τrz in Eq. 2.2 can be expressed in terms of the axial

Fig. 2.1 Force balance for a pipe flow in the streamwise direction

velocity gradient ∂uz/∂y. An expression for the axial velocity uz is obtained by

integrating Eq. 2.2 with the no-slip boundary condition, uz = 0, at the wall and

zero gradient boundary condition, ∂uz/∂r = 0 at the centre. For a HB fluid, this

gives [91]

uz = 2
(dp/dz)(1 + 1/n)K1/n

[
(τw − τy)1+1/n −

(
r

2
dp

dz
− τy

)1+1/n]
. (2.4)

The above equation is valid only for the region where τ ≥ τy. The area weighted

average of Eq. 2.4 gives an expression for the bulk velocity (flow rate per unit

area) as:

Ub = nR

(
τw

K

)1/n

(1 − ϕ)n+1/n

{
(1 − ϕ)2

3n + 1 + 2ϕ(1 − ϕ)
2n + 1 + ϕ2

n + 1

}
(2.5)
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where ϕ = τy/τw. Equivalent expressions for uz and Ub for PL and Bingham

liquids can be obtained from Eq. 2.4 and 2.5 by substituting ϕ = 0 for a PL

fluid and n = 1.0 for a Bingham fluid. For these liquids, the normalised axial

velocity (uz/Ub) profiles are plotted in figure 2.2 where flattening of the velocity

profiles with both shear thinning (decreasing n) and increasing the yield stress τy

can be seen. In contrast, shear thickening results in fuller and sharper velocity

profiles near the pipe centre compared to Newtonian fluid. Since Bingham and

HB liquids deform only for τ > τy and τrz decreases with the distance from the

wall y = R − r, there exists a plug region near the pipe centre where the fluid

does not deform and moves like a solid. The radius of this plug region can be

found by substituting τrz = τy in Eq. 2.2.

(a)

−1 0 1
0

1

2

r/R

u
z
/
U
b

n (b)

−1 0 1
0

1

2

r/R

u
z
/
U
b

τy

Fig. 2.2 Laminar velocity profiles for (a) power-law and (b) Bingham liquids.
Consistency K is fixed for all liquids.

PL liquids deform for all shear rates and therefore, do not show a plug

region. However, for low shear stresses such as those expected near the pipe

centre, PL liquids similar to HB liquids with τy ̸= 0 show very high viscosity which

leads to very low shear rates there. Therefore, despite lack of a plug region PL

liquids show nearly uniform velocity close to the pipe centre. Similar to increasing

τy in a Bingham fluid, the region of this uniform velocity region increases with

shear thinning. Overall, shear thinning in PL liquids and increasing yield stress in

Bingham liquids similarly affect a laminar pipe flow.

8



2.2.2 Reynolds number for GN liquids

The non-uniform viscosity of GN liquids makes the choice of an appropriate

viscosity scale unclear. Metzner & Reed [70] proposed a Reynolds number

definition (widely referred to as Metzner–Reed Reynolds number) for PL liquids by

collapsing their laminar friction factor curves on the Newtonian curve f = 16/Re

where

f = 2τw/ρU2
b (2.6)

The Metzner–Reed Reynolds number is defined as:

ReMR = 8ρU2−n
b Dn

K(6 + 2/n)n
(2.7)

Metzner and Reed also proposed a generalised version of this definition for

non-PL liquids by replacing n with n′ and K with K ′ where

n′ = d(log(D∆P/4L))
d(log(8Ub/D)) , K ′ = D∆P/4L

(8Ub/D)n′ . (2.8)

Following the same procedure as used by Metzner & Reed [70] for PL liquids,

Madlener et al. [66] proposed a similar Reynolds number definition for HB liquids

as:

ReHB = ρU2−n
b Dn

(τy/8)(D/Ub)n + K((3m + 1)/(4m))n8n−1 (2.9)

where

m = nK(8Ub/D)n

τy + K(8Ub/D)n
. (2.10)

As in Eq. 2.9, the Metzner–Reed Reynolds number definition becomes complex

when extended to other rheologies , therefore this definition is primarily used for

PL liquids. The use of this definition for turbulent flows is debated. Guzel et al.

[45] argued that since the Metzner–Reed Reynolds number was derived from

a laminar flow analysis, care must be taken when it is used for turbulent flows.

Chilton and Stainsby [22] also presented similar arguments and suggested that
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since in turbulent flow of GN liquids, the effective viscosity would be different

from that in a laminar flow, the ReMR definition was not physically realistic for

turbulent flows. They proposed an alternate Reynolds number definition (see

table 2.1) which arguably was more realistic for turbulent flows compared to

ReMR but was very complex and is therefore rarely used in the literature.

Another definition of the Reynolds number popularly used for GN liquids

is based on the nominal wall viscosity νw = ν(γ̇w) which can be obtained from

the rheology model and the corresponding laminar flow velocity expression. For

HB liquids, νw is given as:

νw = ρ−1K1/nτw/(τw − τy)1/n (2.11)

Using this nominal wall viscosity νw, the generalised Reynolds number is defined

as:

ReG = UbD/νw (2.12)

Although ReG is also obtained from the laminar flow analysis, it is widely used

for turbulent flow of GN liquids [12, 83, 84] and also for other rheologies

[33, 79, 80]. There are also many other Reynolds number definitions available

for turbulent pipe flows of GN liquids, a few of which are mentioned in table 2.1

but none of them is universally accepted. For turbulent flow of Newtonian fluids

it is common to use a Reynolds number definition based on the friction velocity

u∗ = (τw/ρ)1/2. A friction Reynolds number definition similar to the Newtonian

definition is used in this thesis for GN liquids as:

Reτ = u∗R/νw (2.13)

and is called friction Reynolds number.

2.2.3 Turbulent flow

Turbulent flows are inherently unsteady and analytical solutions of the mean

flow do not exist even for Newtonian liquids. Non-Newtonian viscosity in GN

liquids further increases the complexities in the governing equations (discussed
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Table 2.1 Different Reynolds number definitions for GN liquids. Here Ub is the
bulk velocity, Uc is the centreline velocity and ReMR is the Metzner–Reed Reynolds
number (Eq. 2.7).

Proposed by Reynolds number definition

Tomita [95]

3 + 9n

4 + 8n

ReMR

Clapp [26]
8ρU2

b

K(8Ub/D)n

Chilton and Stainsby [22]
UbD

νw(3n′+1
4n′ )

Guzel et al. [45]
4ρU2

c

R|∂p/∂x|

Slatter and Lazarus [90]
8ρU2

b

τy + k(8Ub/D)n

in chapter 3). Experiments or simulations are needed to study the flow of these

liquids. In the following, first the experimental studies are reviewed followed by

numerical studies.

Theoretical and experimental studies

Most experimental studies of GN liquids were focused on determining a turbulent

friction factor correlation. An early study of this nature is by Metzner and Reed

[70] which measured the friction factor for sixteen different GN liquids over a

wide range of Reynolds number (ReMR = 10−3 − 105). Correlations for laminar

and turbulent friction factors (f = 2τw/ρU2
b ) were proposed in which the laminar

friction factor was derived analytically whereas the turbulent friction factor was

an empirical correlation. These were given as:

f =


16

ReMR

for Laminar flow

0.000140 + 0.125
(ReMR)0.32 For turbulent flow.

(2.14)
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Experiments were conducted to test these correlations. Similar to Newtonian

liquids, the transition to turbulence was assumed to occur when the friction

factor f first dropped to 0.008. This gave a transition Reynolds number in the

range ReMR ∈ [2000, 2500] which is close to the Newtonian transition Reynolds

number 2100. The predictions of Eq. 2.14 agreed with experiments to within

10% for laminar flows but for turbulent flows, data was scattered. Only for very

high ReMR, ReMR ≳ 50 000, did the predictions of the correlation agree well with

experiments.

Dodge and Metzner [35] proposed an empirical expression for the mean

axial velocity which was later corrected by Skelland [88]. The correct expression

reads

U+
z = 5.657

n0.75 log ŷ − 0.566
n1.2 + 3.475

n0.75

[
1.96 + 0.816n − 1.628n log

(
3 + 1

n

)]
(2.15)

where ŷ =
[
(ρnτ 2−n

w )1/2/K
]

yn is the non-dimensional distance from the wall and

U+
z is the mean axial velocity normalised by the friction velocity u∗ = (τw/ρ)1/2.

Eq. 2.15 was integrated and rearranged to give the following expression for the

friction factor (referred to as the Dodge and Metzner correlation)

1√
f

= 4.0
(n′)0.75 log10[ReMR(f)1−n′/2] − 0.4

(n′)1.2 . (2.16)

with n′ given by Eq. 2.8. Dodge and Metzner conducted experiments using a

wide range of liquids including Carbopol and Carboxymethylcellulose (CMC)

solutions for ReMR upto 36 000 and found a good agreement between the predic-

tions of Eq. 2.16 and the experimental results (within 2%) for Carbopol liquids.

CMC solutions showed an abnormal capability to suppress the formation and

propagation of turbulence which Dodge and Metzner suggested to be a result of

viscoelasticity possessed by these liquids. A delay in transition to turbulence to a

higher ReMR and a decrease in the friction factor for a given ReMR (drag reduction)

with shear thinning were also reported.
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Researchers continued exploring alternate and simpler turbulent friction

factor correlations. Shaver and Merrill [86] proposed the following correlation

f = 0.079
n5Reγ

where γ = 2.63
10.5n

. (2.17)

This correlation was determined empirically using the experimental turbulent flow

data of CMC solutions with the rheology approximated by a PL rheology model.

Shaver and Merrill confirmed the findings of Dodge and Metzner of drag reduction

by shear thinning which was suggested to be due to a progressively decreasing

frequency of vortex formation at the pipe wall. Less blunt velocity profiles were

reported in the turbulent flow of shear-thinning liquids than Newtonian liquids.

Unlike Newtonian liquids, profiles of the velocity defect ((umax − u)/u∗) when

plotted as a function of y did not collapse on a single curve and instead presented

a series of curves that depended on the value of flow index n.

Clapp [26] used a three zone model similar to Newtonian liquids – lami-

nar sublayer (ŷ < 5n), Buffer layer (5 < ŷ < y2), turbulent core (ŷ > y2) where y2

was determined from the mean axial velocity profiles measured experimentally.

For these layers, the mean axial velocity correlations were proposed as:

U+
z =



(ŷ)1/n Laminar sublayer

5/n ln ŷ − 3.05 buffer layer.

2.78/n ln ŷ + 3.8/n turbulent core.

(2.18)

For the turbulent core, the coefficients were derived empirically. By integrating the

above velocity distributions, a turbulent friction factor correlation was proposed

as:

1/
√

f = (4.53/n) log[ReMRf 1−n/2] + 2.69/n + 0.68(5n − 8/n) (2.19)

Although Eq. 2.19 predicted f within 4% of the experimental values, the exper-

imental database used for testing included only weakly shear-thinning liquids

(n = 0.69 − 0.81). Therefore, Eq. 2.18 and 2.19 can give erroneous predictions

for more shear-thinning liquids.
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Bogue and Metzner [13] tested both the Dodge & Metzner and Shaver

& Merrill correlations (Eq. 2.15 and 2.17) using experimental data from clay

suspensions and Carbopol solutions. The prediction of the Dodge and Metzner

correlation were found to agree better with experiments compared to that of

Shaver & Merrill. Large deviations between the predictions of Shaver & Merrill

correlation and the experiments was suggested to be a result of viscoelasticity

of the liquids used in developing the correlation. By using the nominal wall

viscosity νw for the viscosity scale, Bogue and Metzner proposed a Reynolds

number definition ReG (see Eq. 2.12) and the non-dimensional distance from the

wall (Eq. 2.20)

y+ = yu∗/νw. (2.20)

For PL liquids, y+ can be shown to be related to the Dodge & Metzner scaling ŷ

via y+ = ŷ1/n. Bogue and Metzner reported that for turbulent flows at relatively

low Reynolds number, the use of νw reduced the dependence of the friction factor

correlation on the rheology model parameters. They suggested that at very high

Reynolds number, νw might be enough to completely characterise the turbulent

flow of GN liquids. Bogue and Metzner further observed that the turbulent

mean axial velocity profiles when normalised by the bulk velocity were almost

insensitive to the non-Newtonian character of the fluid but showed a remarkable

difference when plotted in wall coordinates using the generalised U+
z and y+.

They suggested that this could be because the U+
z −y+ relation implicitly used the

friction factor–Reynolds number relationship. The change in friction factor with

varying rheology model parameters such as flow index n in case of PL liquids,

resulted in a significant variation in the U+
z − y+ relationship which was reflected

in the mean axial velocity profiles.

Alternate turbulent friction factor correlations were proposed by other

researchers for PL liquids [26, 52, 58, 62, 87, 92, 95, 106] and for HB liquids

[51, 96]. El-Emam et al. [37] summarised more than fourteen turbulent friction

factor correlations for GN liquids. Garcia and Steffe [39] compared the available

correlations and found that for PL liquids, the correlations proposed by Dodge

and Metzner [35], Clapp [27] and Hanks and Ricks [52] agreed with each other.
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Hartnett and Kostic [54] also found the Dodge & Metzner correlation agreeing

the best with the available experimental measurements. For HB liquids, Garcia

and Steffe found the analysis of Hanks [51] to be the most comprehensive. They

also reported large errors in predicting the friction factor for a yield stress fluid

using a correlation developed for PL liquids.

The studies mentioned above were focused on defining the turbulent

friction factor as a function of a Reynolds number. Wilson and Thomas [103]

argued that earlier studies did not consider the drag reduction arising from shear

thinning. Instead they simply sought to define a reduced effective viscosity which

would give a larger Reynolds number and hence produce a smaller friction factor.

Wilson and Thomas suggested that turbulent drag reduction by shear thinning

was associated with thickening of the viscous sublayer, such as proposed by

Lumley [65] in the context of viscoelastic liquids. By considering the modification

to the velocity profiles associated with thickening of the viscous sublayer, Wilson

and Thomas proposed a new correlation (referred to as the Wilson–Thomas

correlation) for predicting the bulk velocity Ub as:

Ub

u∗ = VN

u∗ + 11.6(α − 1) − 2.5 ln(α) − Ω (2.21)

where VN is the bulk velocity for a Newtonian fluid with the same νw as the

non-Newtonian fluid. In Eq. 2.21, α is the ratio of the area under the Newtonian

and non-Newtonian rheogram evaluated for τ = τw and Ω included any effect of

possible blunting of velocity profile in the logarithmic or core region of the flow.

Wilson and Thomas derived the following expression for Ω for HB liquids:

Ω = −2.5 ln(1 − ξ) − 2.5ξ(1 + 0.5ξ), with ξ = τy/τw. (2.22)

Compared to the Dodge and Metzner correlation, the predictions of the Wilson–

Thomas correlation were approximately 15% lower for shear-thinning liquids

with the error decreasing as n approached to the Newtonian value (n = 1). It was

argued by Wilson and Thomas that the experimental uncertainty in Dodge and

Metzner [35] was of the similar order. They observed a similar agreement for
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Bingham liquids between the predictions of the correlation and the experimental

measurements.

Anbarlooei et al. [5] argued that although turbulent friction factor cor-

relations such as Dodge & Metzner correlations were frequently used, these were

empirically derived and lacked a solid physical basis. They proposed a Blasius-

type turbulent friction factor correlation (Eq. 2.23) by adapting Kolmogorov’s

phenomenology to a power-law fluid.

f =
(

0.102 − 0.033n + 0.01
n

)
1

Re
1

2(n+1)
MR

(2.23)

A large experimental data set (more than 80 points) was used to test this correla-

tion, which showed a better agreement between experiments and the predictions

of Eq. 2.23 than the Dodge and Metzner correlation.

As mentioned earlier, most of the experimental and theoretical studies

aimed at deriving a turbulent friction factor correlation for GN fluid and did not

report turbulent statistics such as the distribution of turbulent intensities and

Reynolds shear stress. Park et al. [74] was the first study which reported the

results of mean flow and turbulence intensities for shear-thinning HB liquids

(Carbopol solutions with rheology approximated by the Herschel–Bulkley rheol-

ogy model), however, their measurements were limited to only weakly turbulent

flows (ReG ≤ 3500). Transition to turbulence occurs over a range of the Reynolds

number. Park et al. observed a much narrower transition region for HB liquids

compared to Newtonian liquids. The mean axial velocity profiles closely followed

the Newtonian 1/7 power-law velocity profile. The axial turbulence intensity

was higher but the tangential component was lower in more than 80% of the

flow region for a HB fluid compared to a Newtonian fluid. The yield stress was

found to have a negligible effect on the mean flow statistics. Similar findings

were reported by Pinho and Whitelaw [76] for PL liquids (CMC solutions) for

ReG up to 111 000.

Turbulent flow predictions using the correlations discussed above rely

on rheology characterisation which use a measured shear rheogram. Therefore, a
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poor rheology characterisation can lead to significant errors in the predictions. A

turbulent pipe flow covers a wide range of shear rates, however, typically only

a limited range of shear rate is covered in rheology measurements [8]. Slatter

[89] discussed the importance of shear rate range for pipe flow predictions

of GN liquids and suggested that very low shear rate rheology measurements

were unimportant for pipe flow engineering and therefore, could be ignored

in rheology characterisation. Ignoring the very low shear rate data was also

required to get a satisfactory fit of the rheological model with measurements in

the medium and high shear rate range. The HB rheology model provided the best

fit over the greatest range of shear rate for the liquids they considered (mineral

slurries). Slatter showed that the predictions of turbulent flow correlations such

as mentioned above were sensitive to the rheology characterisation of the fluid.

The rheology model parameters determined from a laminar pipe flow curve (bulk

velocity vs. pressure drop) were found to give errors as large as 50% compared

to the experiments. Guzel et al. [45] also emphasised the importance of rheology

measurements. They showed that using differing range of shear rates could give

different rheology parameters suggesting that a poor rheology characterisation

could lead to significant errors in theoretical or numerical analysis.

Summary

All of the studies summarised above discussed friction factor in turbulent flow

of GN liquids. In all of these studies, the rheology characterisation considered

either a laminar pipe flow curve or a shear rheogram which was measured for

shear rates much lower than those relevant to turbulent flows. Studies such

as Shaver and Merrill [86] and Pinho and Whitelaw [76] used CMC solutions

which are known to show viscoelastic effects and therefore, were not simple GN

liquids especially at the high shear rates relevant to turbulent flows. Turbulence

intensities and Reynolds shear stress are important in understanding turbulent

flows but unfortunately except Park et al. [74] and Pinho and Whitelaw [76],

no other study reported these results. Only a little discussion is available on the

effect of yield stress on turbulent behaviour in Park et al. [74] and Slatter [89].
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Numerical studies

Although numerical investigations can give great insight to fluid flow, there are

only a few published numerical studies of turbulent flow of GN liquids. Many

of these were focused on developing a numerical technique for these liquids.

Malin [67] modified the Newtonian Lam-Bremhorst k − ϵ turbulence model for

Reynolds-averaged Navier–Stokes (RANS) simulations by introducing a viscous

damping for GN liquids. He used the modified RANS to study the flow of PL

liquids for ReMR up to 1 × 105. The friction factor predictions were found in

a good agreement with the Dodge & Metzner correlation (Eq. 2.16). For very

high ReMR, a good agreement was also observed between the predicted mean

axial velocity and Eq. 2.15. The turbulent kinetic energy was found to increase

with shear thinning for a given ReMR. Later using the same turbulence model,

Malin performed simulations for HB liquids [68] for ReMR up to 1 × 105. For

these simulations, the numerical predictions of the friction factor agreed with

the Dodge & Metzner correlation only for very high ReMR and low yield stress.

The results reported in these studies were limited to the mean flow and the

turbulent kinetic energy profiles. The statistics of viscosity, turbulent intensities

and Reynolds shear stress were not reported.

Chilton and Stainsby [22] analysed different turbulent friction factor

correlations and found the Wilson & Thomas correlation [103] the best available

analytical correlation for HB liquids. They observed that due to poor rheometry,

incorrect fitting, inappropriate use of rheological models or incomplete data sets,

a large fraction of published data were of little worth in validating numerical

results. Chilton and Stainsby further carried out RANS simulations of HB liquids

using a Newtonian low Reynolds number k − ϵ model. Simulations were found

to underestimate the turbulent friction factor by 15% compared to experiments

and the Wilson & Thomas correlation. Using their definition of Reynolds number

(see table 2.1) and their numerical results, Chilton and Stainsby proposed new

turbulent friction factor correlations, one of them was based on the Blasius

equation and another was based on Prandtl’s equation for Newtonian liquids.

The predictions of these correlations were in a good agreement with the available
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experimental results, however, these correlation were very complex and have not

been used in the literature thereafter.

Warsi [99] showed the capability of the Reynolds stress mixing length

model for RANS simulations of PL liquids, however, similar to Malin [67, 68]

no turbulence statistics was reported. Pinho [75] proposed a modified k − ϵ

model for RANS simulations of GN liquids which was assessed in Cruz and Pinho

[30] for PL liquids. The simulations underestimated the friction factor by 10%

compared to the Dodge & Metzner correlation.

Compared to RANS, large eddy simulations (LES) capture a wider range

of flow scales explicitly and therefore, can potentially provide a better insight into

the flow. However, similar to RANS, LES also need special subgrid scale (SGS)

models, to capture the behaviour of the small scales. LES was used by Ohta and

Miyashita [73] and Gnambode et al. [42] for PL liquids, however, they ignored

the effect of strain rate fluctuations in their formulation. Ohta and Miyashita

[73] considered only slightly shear-thinning (n = 0.85) and shear-thickening

liquids (n = 1.15) and therefore, the effects of non-Newtonian rheology were

very small. Gnambode et al. [42] covered a wider range of n (0.5 − 1.4) but

their friction factor predictions were more than 20% away from the Dodge &

Metzner correlation for strong shear-thinning liquids. Their profiles of the mean

axial velocity and turbulence intensities also showed large deviation from the

data available from well resolved direct numerical simulations, which are more

accurate than LES.

Although advances have been made in developing RANS and LES tech-

niques for GN liquids, still these are not mature and need further improvements.

Unlike RANS and LES, direct numerical simulation (DNS) does not require any

special model for capturing the small flow scales. DNS can resolve all turbulence

scales and present a greater insight in fluid flow. When validated, DNS can be

reliably used to disentangle the effect of rheology model parameters. However,

due to the high computational cost, DNS studies have been limited to only weakly

turbulent flows.

19



There are several techniques for discretising the domain for DNS such as

finite difference, finite volume etc., but the spectral–Fourier technique is known

for its higher accuracy and excellent convergence properties which are essential

for accurate turbulent flow predictions. Rudman and Blackburn [83], Rudman

et al. [84, 85] used this technique for DNS of PL and HB liquids and found

the results qualitatively similar to those observed in earlier experimental and

numerical studies. The transition to turbulence was delayed to a higher ReG.

The mean axial velocity and the axial turbulence intensity were higher but the

radial and azimuthal turbulence intensities were lower for shear-thinning liquids

compared to Newtonian liquids at similar ReG. Mean viscosity was found to

increase with increasing distance from the wall as expected for shear-thinning

liquids. For HB liquids, the yield stress was found to enhance the shear-thinning

effect. Although the DNS and experimental results agreed qualitatively, the

numerical predictions of the bulk velocity were approximately 25% lower than

the experimental value [84]. Rudman et al. suggested that this discrepancy

could be a result of viscoelastic effects shown by the liquids (CMC solutions) in

experiments, which were not modelled in numerical simulations. The agreement

between simulations and experiments was better in Rudman and Blackburn [83]

where a Carbopol fluid which shows negligible viscoelastic effects, was used,

however, the discrepancies were still significant (of order 10-15%). Rudman

and Blackburn suggested that a poor rheology characterisation could cause the

observed discrepancies between simulations and experiments although had no

data to back up this hypothesis. As mentioned earlier, the shear rate range used

in a typical rheology characterisation is usually not wide enough to cover the

high end of shear rates relevant to turbulent flows. In the absence of high shear

rate data, rheology model extrapolates the viscosity to high shear rates, which

can give unrealistic viscosity estimates and hence potentially lead to erroneous

flow predictions.

Gavrilov and Rudyak [40] carried out DNS of PL liquids for ReMR up to

20 000 using a finite element method. They found an increase in the turbulent

anisotropy with shear thinning, which was also observed by Rudman et al. [84].

They suggested that the increased turbulent anisotropy with shear thinning modi-
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fied the redistribution of turbulent energy between Reynolds stress components

and resulted in increased fluctuations in the axial direction but decreased in

the radial and the azimuthal directions. However, there was no data to support

this hypothesis. The damping of wall-normal velocity fluctuations decreased the

momentum transport via the Reynolds shear stress from the core towards the

wall which resulted in drag reduction. Similar to the mean viscosity, viscosity

fluctuations were also found to increase with increasing the distance from the

wall.

Summary

Most numerical studies summarised above aimed at developing numerical tech-

niques for GN liquids. RANS and LES are still not matured enough to confidently

model turbulent flows of GN liquids. DNS provides a detailed description of

turbulent flows, but studies by Gavrilov and Rudyak [40] and Rudman and Black-

burn [83], Rudman et al. [84, 85] are the only DNS studies available. In these

studies, the results of higher order turbulence statistics such as energy budgets

(discussed in chapter 3) are lacking. Little is known about the effect of fluid yield

stress on the turbulent pipe flow behaviour. The reason for discrepancies between

numerical predictions and experiments has been hypothesised but the proof still

forthcoming.

2.3 Flow through an open channel

Open channels as a medium of transport have the advantage of lower cost and

simple design when compared to pipelines. An open channel can effectively

transport liquids and slurries by taking the advantage of gravity and hence

eliminating the need for expensive pumps. Pipe and open channel flows are quite

similar to each other except one important aspect that in open channel flows,

there is a free surface whose position and shape can vary in time and space. The

depth of flow, discharge rate and the channel slope are all inter dependent in an

open channel flow. The presence of the free surface also decreases the number

of axes of symmetry in an open channel flow compared to a pipe flow. Together

these make open channel flows more complex than pipe flows.
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An additional non-dimensional number which is relevant to open chan-

nel flows is the Froude number

Fr = Ub/(gh). (2.24)

Here, h is the flow depth and Ub is the bulk flow velocity. The Froude number

defines the speed of the bulk velocity relative to the speed of a small wave at the

free surface. Based on the value of the Froude number, open channel flows are

characterised as subcritical (Fr < 1), critical (Fr = 1) and supercritical (Fr > 1)

flows. For subcritical flows, little surface deformation is observed.

Another classification of open channel flows is based on the flow con-

ditions [3, 46]. Steady-uniform open channel flow is the one which is treated

in open channel flow hydraulics [93] and therefore, is important. In steady and

uniform open channel flows, the flow depth is invariant with time and does not

change in the streamwise direction. For these flows, an expression for the shear

stress is obtained by considering the force balance (see figure 2.3) as:

τyx = ρg(h − y) (2.25)

where g is the driving force per unit volume in the flow direction. Another

expression for τyx can be obtained from the rheology model. However, due to

multiple walls, the shear rate in an open channel flow contains terms including

both ∂u/∂x and ∂u/∂y. Only under the assumption of a sheet flow (h << b,

where b is the channel width), can the velocity gradient ∂u/∂x be ignored.

Consequently, the shear stress can be expressed as a function of ∂u/∂y alone

and together with Eq. 2.25 it can be solved for the axial velocity under laminar

conditions [see Burger [20] for the derivation]. For any other open channel flow,

the governing equations have to be solved numerically. However, irrespective of

the channel shape and the fluid rheology, an expression for the time and area

averaged shear stress referred to as the mean wall shear stress τw is obtained as:

τw = ρgRh (2.26)
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where

Rh = A/Pw (2.27)

is the hydraulic radius of the channel, A is the channel cross-sectional area and

Pw is the wetted perimeter. Thus the friction factor for an open channel flow is

defined as:

f = 2gRh/U2
b (2.28)

Open channel flows of Newtonian liquids such as water have been very well

Fig. 2.3 Force balance for an open channel flow in the streamwise direction

studied for decades and since Te Chow [93] many books have been written on

this topic. Reliable methods for analysis and design of open channels carrying

Newtonian liquids are available in standard books [21, 93]. In contrast, the

literature on open channel flows of non-Newtonian liquids is limited. Because

non-Newtonian liquids show different flow behaviour to Newtonian liquids, the

design methods developed for Newtonian liquids may not be appropriate for

non-Newtonian liquids.

2.3.1 Reynolds number for open channel flows

For Newtonian liquids, pipe flow relationships can be used for open channel flows

by using the channel hydraulic diameter Dh (Dh = 4Rh) for the length scale

instead of the pipe diameter. This has theoretical and experimental support [59].

Thus, the Reynolds number for the open channel flow of a Newtonian fluid is

defined as Re = UbDh/ν. Although there have been experimental studies showing

that the hydraulic diameter is an appropriate length scale for open channel flows

of GN liquids under laminar conditions [4, 48], the same is yet to be shown for

turbulent flows.
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In the case of non-Newtonian liquids for which the choice of the viscosity

scale is not clear, several Reynolds number definitions have been proposed for

open channel flows of GN liquids. A few of these definitions are listed in table

2.2 but similar to pipe flow, none of the definition is universally accepted. It is

worth noting that the pipe flow Reynolds number definitions are also possible

choices for open channel flows of GN liquids, however, as mentioned earlier that

the appropriateness of the hydraulic diameter as a length scale for GN liquids is

yet to be shown.

Table 2.2 Different Reynolds numbers for open channel flows of GN liquids

Proposed by Mathematical definition comments

Kozicki and Tiu [61] Re = ρV 2−nRh
n

2n−3K(a+bn
n

)n
Applicable for the
power law rheology
model, a and b de-
pend on the shape of
the channel

Re = 4ρV Rh

K

 1
a + b

− 1
b

 τy

τw


+ a

b(a + b)

 τy

τw

(1+b/a) Applicable for the
Bingham rheology
model, a and b de-
pend on the shape of
the channel

Hao and Zhenghai
[53]

Re = 4RhV

K + τyRh/(2V ) Applicable for the
Bingham rheology
model

Haldenwang [46] Re2 = 8ρV 2

τy + K(2V /Rh)n

2.3.2 Studies of open channel flows of GN liquids

The literature of open channel flows of GN liquids can be divided into three

categories [49]:
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1. Studies that aimed at evaluating the fluid rheological properties by postu-

lating the laminar flow to be one-dimensional, steady and uniform on an

inclined surface. Under these assumptions, the shear stress varies linearly

from a maximum value at the wall to zero at the free surface and gives a

shear stress distribution similar to a pipe flow. Studies in this category used

this information to determine the rheology model parameters from the flow

depth vs. inclination data.

2. Studies that were primarily motivated by engineering applications, which

attempted to predict the flow rate for a given rheology model, shape and

inclination of the channel. Different correlations for predicting the friction

factor were proposed, which were empirical and for turbulent flows, many

of them were developed from some pipe flow correlation. Similar to the

studies from the first category, these studies also relied on the assumptions

of uniform, steady and one dimensional flow.

3. Studies that relaxed one or more assumptions (uniform, one dimensional

and steady flow) on which studies from the other two categories relied.

Out of these three categories only studies from the secondary category

are relevant to the current work and are reviewed here.

Experimental studies

Kozicki and Tiu [61] analysed the flow of GN liquids through channels of different

cross-sections. Correlations for predicting the average velocity in the laminar and

turbulent regimes were proposed, which used geometric coefficients to capture

the effect of channel shape (see table 2.2). The turbulent flow correlation was

based on the Dodge and Metzner pipe flow correlation (Eq. 2.16). By using

an analogy with flow through pipes, they defined a new Reynolds number for

open channel flows of GN liquids (see Table 2.2). The critical Reynolds number

for transition to turbulence was found to be a function of the channel shape

and compared to pipe flows, the transition was found to occur at a higher

Reynolds number for all geometries. From these observations, Kozicki and Tiu
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suggested that the critical Reynolds numbers defined for pipe flows were not

strictly applicable to open channel flows of GN liquids. No work was carried out

to validate the proposed correlations.

Alternate correlations were proposed by Hao and Zhenghai [53] and

Coussot [28] for laminar flows. The study by Hao and Zhenghai [53] was limited

to only Bingham liquids and only one channel slope was considered whereas the

flow index was fixed in Coussot [28]. Due to these limitations, the correlations

proposed in these studies can not be generalised. Abulnaga [1] also studied

the flow of Bingham liquids and proposed another definition for the Reynolds

number. New correlations were proposed for laminar and turbulent flows, which

have been used in designing the GN liquids systems [4]. Wilson [101] proposed

that the Wilson and Thomas pipe flow correlations for HB liquids (Eq. 2.21) could

be used for open channel flows with the pipe diameter replaced by the channel

hydraulic diameter.

Haldenwang [46] carried out an extensive experimental investigation

of laminar and turbulent flows of GN liquids, results of which were presented

in Haldenwang and Slatter [47] and Haldenwang et al. [49]. The experiments

covered a wide range of parameters including three different rheologies (PL,

Bingham and HB), three different channel sizes and five inclinations. Using the

channel hydraulic radius, the pipe flow Reynolds number definition proposed by

Slatter and Lazarus [90] (see Re2, table 2.1) was modified to give a new Reynolds

number definition for GN liquids (see table 2.2). Using this Reynolds number

definition, it was shown that all the experimental data of laminar flows collapses

on the Newtonian curve 16/Re2.

Alderman and Haldenwang [4] compared various laminar and turbulent

flow correlations for GN liquids using the experimental data of Haldenwang and

Slatter [47]. They found that various correlations showed large discrepancies

in predicting the bulk velocities compared to experiments despite giving good

agreement with the measured friction factor. The laminar and turbulent correla-

tions proposed by Haldenwang [46] were found in the best agreement with the

experiments compared to other correlations.
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Except Kozicki and Tiu [61], all of the studies mentioned above consid-

ered only rectangular open channel flows and a critical review of these studies

is available in Alderman and Haldenwang [4]. The effect of the shape of the

channel cross-section was studied by Burger [20] for four different geometries

including a rectangular section. Because the Reynolds number definitions pro-

posed by Kozicki and Tiu [61] is not applicable for HB fluids (n ̸= 1 and τy ̸= 0) ,

they preferred the Reynolds number definition of Haldenwang [46] (referred to

as Re2). For laminar flows, they found that the laminar friction factor correlation

f = 16/Re2 which was used for rectangular channels did not agree with the

results of other channel shapes [16]. Therefore, they proposed to replace the

constant 16 in the correlation with a coefficient K1 where K1 is a function of the

channel shape. However later it was found that the modified correlation worked

only for PL liquids and gave large errors for yield stress liquids (Bingham and

HB) compared to experiments [17]. The turbulent friction factors were found to

agree with the modified Blasius correlation f = a Reb
2 where a and b are functions

of the channel shape [18]. Additional correlations were proposed for the laminar

and turbulent flows [19], which were found to be in a good agreement with

experiments, however, only limited experimental data was used for validation.

Summary

Similar to pipe flow studies, open channel flow studies have been predominantly

aimed at defining friction factor correlations for GN liquids. Several Reynolds

number definitions and friction factor correlations have been proposed but none

of them is universally accepted. Except Kozicki and Tiu [61] and Burger [20],

none of the studies considered the effect of the shape of the channel cross section.

Numerical studies

Compared to experimental studies, numerical studies of open channel flow of

GN liquids are limited. This is not surprising considering that computations of

open channel flows are more challenging for GN liquids than Newtonian. The

challenges arise due to very high viscosity at low shear rates which unlike pipe
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flows, are common in an open channel flow because of the stress free boundary

conditions at the free surface.

Ohta and Miyashita [73] performed DNS and LES computations for

turbulent open channel flow of GN liquids but those were limited only for sheet

flows (h << b). The only numerical study of open channel flow is by Guang et al.

[43], which carried out DNS of Herschel-Bulkley liquids through semi-circular

channels. When compared with experiments, DNS was found to over-predict the

friction factor by approximately 40% compared to experiments. The reason for

this was not explained and is not clear.

2.4 Chapter summary

Existing literature shows that there is no universally accepted Reynolds number

definition for GN liquids and unlike Newtonian liquids, a pipe flow Reynolds

number definition may not be appropriate for open channel flows of GN liquids.

Several correlations for predicting the friction factor in laminar and turbulent

flows of GN liquids have been proposed in which the Dodge and Metzner corre-

lation is likely the best candidate for pipe flows of PL liquids. In contrast, there

is no best suitable candidate for yield stress liquids. Turbulent flow correlations

developed for pipe flows, have been shown to give erroneous predictions for yield

stress liquids.

For pipe flows, it has been shown experimentally and numerically that

shear thinning (decreasing n) delays transition to turbulence and decreases the

turbulent friction factor for a given Reynolds number. An increase in the axial

turbulent intensities but decrease in the radial and the azimuthal turbulent in-

tensities has also been shown experimentally and via simulations. Turbulence

statistics such as turbulence intensities, mean viscosity and Reynolds stress distri-

butions have been studied only for weakly turbulent flows. The effect of yield

stress on a turbulent pipe flow is not clear.

Compared to pipe flows, open channel flows of GN liquids have received

scant attention and the literature is mostly limited to friction factor data. The

appropriateness of the channel hydraulic diameter for open channel turbulent
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flows of GN liquids is yet to be shown. Only a few studies have reported the

effect of the shape of the channel cross-section. Secondary flows are known to be

induced in open channel flows of Newtonian liquids, however, there is no study

discussing the secondary flows for GN liquids. Similarly, the distribution of the

mean shear stress at the wall has not been studied.

RANS and LES techniques are still not mature enough for simulations of

GN liquids. DNS has been used to study turbulent pipe and open channel flows

of GN liquids, however, large discrepancies have been found in predicting the

friction factor using DNS compared to experiments, the reasons for which are not

clear. The effect of shear rate range in rheology characterisation on turbulent

flow predictions of GN liquids has been proposed as cause of the discrepancies,

however, it is not proven.
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3
Methodology

In this chapter, the governing equations as they are implemented in the code

and the methodology behind the code are presented. The Reynolds averaged

Navier–Stokes and energy budget equations for the mean and the fluctuating

flows are derived. The procedure for determining the simulation parameters

and domain-length and mesh-resolution independence of the current results is

discussed. Because there is no reliable experimental data available for turbulent

flow of GN liquids, the results of a Newtonian fluid are compared with those

available in the literature for validating the underlying methodology.

3.1 Governing equations for non-Newtonian liquids

The flow solver used in the current study was developed by Blackburn & Rudman

[83] which is based on the methodology presented in Blackburn and Sherwin [11]

and discussed in Rudman and Blackburn [83]. Here, the simulation methodology

is reviewed in brief. Since the instantaneous viscosity is spatially varying, the

incompressible Navier–Stokes equations must be written in stress-divergence

form:

Dv/Dt = ρ−1 (−∇p + ∇ · τ + g) , with ∇ · v = 0 (3.1)
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where v is the velocity vector, p is the static pressure, τ is the stress tensor and

g is the body force. For ease of notation, p, τ and g in Eq. 3.1 are divided by

the constant fluid density ρ, but referred to as pressure, stress and body force

respectively in subsequent discussion. The shear stress tensor τ is modelled with

the GN assumption as:

τ = 2ν(γ̇)s (3.2)

where s = [∇v+∇vT ]/2 is the instantaneous strain rate tensor and the kinematic

viscosity ν is calculated using the rheology model. It is worth noting that although

GN liquids such as mining slurries may show differences in normal stresses which

may lead to viscoelastic behaviour, Eq. 3.2 does not model any normal stress

differences. This is not of any concern for the current work, because it takes very

high concentration of solids (with solid volume fraction of larger than 40%) to

achieve significant normal stress differences [6, 64] and by that concentration

the flow could only be laminar.

The Herschel–Bulkley (HB) rheology model and its subsets – power-law

and Bingham rheology models, are used in the current study. All of these rheology

models show a numerically singular viscosity at zero shear rate which is avoided

in simulations by using a ‘cut-off’ shear rate (γ̇c) as:

ν =


ν(γ̇) if γ̇ > γ̇c

ν(γ̇c) otherwise
(3.3)

A very low value for the shear rate cut-off (of the order of 1 × 10−2 s−1) is used to

ensure that it does not affect the flow predictions. Except in a tiny region in open

channel simulations, the shear rate is never found to reach such a low value. It is

worth noting that the liquids of interest to this work (particle suspensions) can

show second normal-stress differences at high concentration of solid particles

[29], however, Eq. 3.2 does not model these stresses. Therefore, the current work

is relevant only for fine particle suspensions with low solid concentrations.

For numerical robustness, the convective term in Eq. 3.1 is implemented

in skew-symmetric form, i.e. (v ·∇v +∇ ·vv)/2. The body force term g in Eq. 3.1
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is the force per unit volume driving the flow, which is the axial pressure gradient

for a pipe flow and the gravity component in the streamwise direction for an

open channel flow. The form of the Navier–Stokes equations implemented in the

code is thus

∂v/∂t + (v · ∇v + ∇ · vv)/2 = −∇p + ∇ · (2νs) + g. (3.4)

In simulations, the spatial discretisation uses two-dimensional spectral elements

to cover the flow cross-section (e.g. in figure 3.1 for a pipe) with the streamwise

direction discretised using Fourier expansion. The spectral element represen-

tation uses standard tensor-product nodal basis with Gauss–Lobatto–Legendre

collocation points. Since the body force is constant for both pipe and open

channel flows, the pressure in Eq. 3.4 can be periodic as required by the Fourier

expansion used in this direction. The code execution is parallel over planar

Fourier modes; product terms are computed pseudo-spectrally and not de-aliased.

Time integration is second-order and uses backwards-differencing for approx-

imating temporal derivatives in the velocity-correction scheme [44, 57]. The

time-integration method as originally proposed by Karniadakis et al. [57] requires

a spatially constant viscosity which is accommodated here by adopting a tech-

nique introduced by Leslie and Gao [63] in the context of large-eddy simulation.

The viscosity ν is split into a spatially constant component, νref, with variable

remainder ν − νref to give the momentum equation

∂v/∂t + (v · ∇v + ∇ · vv)/2 = −∇p + νref∇2v + 2∇ · {(ν − νref)s} + g. (3.5)

Following this decomposition, the term νref∇2v is handled implicitly in time while

the remaining viscous term is dealt with explicitly and grouped with the nonlinear

terms. One advantage of this method is that by appropriate choice of νref, it is

possible to integrate stably with time steps close to the Courant–Friedrichs–Lewy

limit, rather than at smaller values which would be determined by a fully explicit

treatment of viscous diffusion.

A no-slip boundary condition is used for walls and a zero shear boundary

condition is used for the free surface. It is worth noting that a no-slip boundary
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Fig. 3.1 Detail of a spectral element mesh used to discretise the pipe cross-section,
illustrating the elements (left) and grid nodes for 12th-order element interpolation
functions, Np = 12 (right).

condition is a result of the continuum hypothesis and is true for all practical single

phase flows. However, wall slip (also called wall depletion effects or apparent

slip) can occur in multiphase flows such as slurry flows because of the possibility

of displacement of the solid particles away from the wall, leaving a lower-viscosity,

depleted layer of the carrier liquid (lubrication layer) near the wall [81]. Wall

slip has been known to cause discrepancies in measuring the viscosity of such

fluids at low shear rates [9] (note that the viscosity is measured under laminar

conditions). Shear rates are much larger in turbulent flows and the rapid mixing

between the wall layer and core region in turbulent flow is unlikely to allow

the formation of any lubrication layer near the wall. Thus, a no-slip boundary

condition is appropriate for turbulent flows of slurries.

Mesh and domain-length independence of the results was ensured and

is discussed in section 3.6. Simulations used initial conditions taken from earlier

simulations on different meshes or from simulations with a different rheology

model and were run until the calculated instantaneous shear stress integrated over

the wall (wall shear stress) and the bulk velocity had reached a statistically steady

value. In most cases the wall shear stress and the bulk velocity fluctuated by

approximately 2% about the mean value. The time interval required to reach this

state typically corresponded to around ten to twenty domain wash-through times.

Once this state had been reached, time-averaged statistics were accumulated over
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another ten to fifteen transit times for pipe flows and for thirty to forty domain

wash-through times for open channel flows.

3.2 Reynolds-averaged Navier–Stokes equation for

an incompressible GN fluid

Reynolds decomposition is used to separate variables into their ensemble mean

and the fluctuating components. Here, velocity is decomposed as v = V + v′;

viscosity ν = ν̄ + ν ′ and the rate of strain tensor as s = S + s′, where V , ν̄ and S

are the time-averaged quantities. Thus the Reynolds-averaged mean momentum

equation for an incompressible non-Newtonian fluid is written as:

V · ∇V = −∇P + ∇ · τ + g (3.6)

Here the mean stress tensor is the sum of three stress components.

τ = 2ν̄S − v′v′ + 2ν ′s′ (3.7)

= τ v + τ R + τ fv.

As in the mean momentum equation for a Newtonian fluid, there is a mean viscous

stress τ v and a Reynolds stress τ R, however, unlike Newtonian liquids, here τ v

is formed from a spatially varying viscosity ν̄(r). For non-Newtonian liquids, a

new stress term, τ fv, arises which is referred to as the turbulent viscous stress

τ fv. Unlike other shear stress terms, τ fv can be positive or negative depending

on the rheology of the fluid and unlike τ R, it does not vanish at the wall. This is

because it is a correlation between the fluctuations in viscosity ν ′ = ν − ν̄ and

shear rate s′ = s − S. Because the shear rate involves both mean and fluctuating

velocity gradients which do not vanish at the wall, this leads to non-zero viscosity

fluctuations there. Together these allow non-zero turbulent viscous stress at the

wall. Using an order of magnitude analysis, Pinho [75] showed that τ fv could

only be neglected in the mean flow of a non- or weakly shear-thinning fluid and

for strongly shear-thinning liquids, especially in the vicinity of the wall, this term

can be large. It must be noted that in a pipe flow for which an expression for the
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mean shear stress can be derived theoretically, the turbulent viscous stress τ fv

can also be calculated as a mean shear stress deficit τ fv+ = τ̄ − τ v − τ R (see

Eq, 3.7) as done by Ptasinski et al. [79, 80] for viscoelastic liquids.

3.3 Energy budget equations

The total kinetic energy per unit mass is defined as q = uiui/2 and using the

Reynolds decomposition, the mean kinetic energy is written as q̄ = K + k where

K = UiUi/2 is the mean flow kinetic energy (MFKE) and k = u′
iu

′
i/2 is the turbu-

lent kinetic energy (TKE). Non-uniform viscosity and viscosity fluctuations modify

the MFKE and TKE budget equations for a non-Newtonian fluid. The MFKE and

TKE budget equations are derived in Cartesian coordinates for a non-Newtonian

fluid in Appendix A. In the current work, the energy budgets are presented and

discussed only for a pipe flow for which the results are transformed to polar

coordinates to present them as a function of the radial distance (chapters 5-7).

3.3.1 Mean flow kinetic energy budget

An equation for the MFKE can be obtained by taking the divergence of Eq. 3.6

which produces

Kt︷︸︸︷
∂K

∂t
+

Am︷ ︸︸ ︷
Uj

∂K

∂xj

=

Wdp/dz︷ ︸︸ ︷
−Uj

∂P

∂xj

+

T m︷ ︸︸ ︷(
−

∂Uiu′
iu

′
j

∂xj

)
+

Dm︷ ︸︸ ︷
2∂ν̄SijUi

∂xj

+
ϵm︷ ︸︸ ︷

(−2ν̄SijSij) +
−P︷ ︸︸ ︷

u′
iu

′
jSij

+

Υm
nn︷ ︸︸ ︷

2
∂Uiν ′s′

ij

∂xj

+
χnn︷ ︸︸ ︷

(−2ν ′s′
ijSij) . (3.8)

The first two terms in Eq. 3.8 i.e. Kt and Am, are the rate of change and the mean

advection of K both of which vanish for pipe flow as the mean flow is temporally

stationary, one component and uniform in the axial direction. The mean flow

energy production, Wdp/dz, is the only source of energy in Eq. 3.8. Mean flow

stresses occur for both Newtonian and non-Newtonian liquids (τ v = 2ν̄Sij and

τR = −u′
iu

′
j) and appear in four places and play two roles; first, they appear in

transport terms Dm and T m that distribute the energy within the domain (Note

the volume integral of each transport term is zero [78]). Second, they appear in
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ϵm and −P which act as a sink. As shown later in section 3.3.2, −P also appears

with opposite sign in TKE budget (see Eq. 3.9) and thus represents the energy

transfer from the mean flow to turbulence.

The last two terms in Eq. 3.8, Υm
nn and χnn, appear only for non-

Newtonian liquids as they arise from the interaction between the turbulent

viscous stress τ fv = 2ν ′s′
ij, and the mean flow. The turbulent viscous transport,

Υm
nn, is a transport term and modifies the total MFKE transport whereas the mean

shear turbulent viscous dissipation, χnn, modifies the total MFKE dissipation.

The non-Newtonian dissipation term, χnn, also appears in the TKE budget (see

Eq. 3.9), the implications of which are discussed in section 3.3.2. Note that χnn

can be positive or negative depending on the rheology of the fluid, however,

positive values of χnn do not imply MFKE production. The mean flow can receive

energy only through the action of mean pressure gradient on the mean flow and

positive values of χnn instead correspond to a reduced MFKE dissipation.

3.3.2 Turbulent kinetic energy budget

The equation for the ensemble-average turbulent kinetic energy (k = u′
iu

′
i/2) is

kt︷︸︸︷
∂k

∂t
+

A︷ ︸︸ ︷
Uj

∂k

∂xj

=
P︷ ︸︸ ︷

−u′
iu

′
jSij +

{ T︷ ︸︸ ︷
−

∂u′
iu

′
iu

′
j

∂xj

Π︷ ︸︸ ︷
−

∂p′u′
j

∂xj

D︷ ︸︸ ︷
+

∂(2ν̄s′
iju

′
i)

∂xj

} ϵ︷ ︸︸ ︷
−2ν̄s′

ijs
′
ij

+


ξnn︷ ︸︸ ︷

∂(2ν ′u′
iSij)

∂xj

+

Dnn︷ ︸︸ ︷
∂(2ν ′s′

iju
′
i)

∂xj


χnn︷ ︸︸ ︷

−2ν ′s′
ijSij

ϵnn︷ ︸︸ ︷
−2ν ′s′

ijs
′
ij . (3.9)

In Eq. 3.9, terms in the first row are common for both Newtonian and non-

Newtonian liquids and are referred to as the Newtonian terms. As with the MFKE

budget (Eq. 3.8), the first two terms in Eq. 3.9, kt and A, vanish for pipe flow. As

mentioned in section 3.3.1, the turbulent kinetic energy production, P , is the only

source term in Eq. 3.9 and it couples the MFKE and the TKE budget equations.

The mean viscous dissipation, ϵ, is negative definite and, as the name suggests, it

is the dissipation of TKE due to the mean viscosity. The gradient terms, T , Π, D,

distribute TKE, k, within the domain. Although they can not produce or dissipate

TKE, they can be local sources or sinks in the TKE budget.
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The remaining terms, ξnn, Dnn, χnn and ϵnn are zero for a Newtonian

fluid as they arise due to viscosity fluctuations and are referred to as the non-

Newtonian TKE budget terms. In these, the gradient terms, the mean shear

turbulent viscous transport, ξnn, and the turbulent viscous transport, Dnn, either

enhance or diminish transport by the Newtonian transport terms. In the non-

Newtonian dissipation terms, the mean shear turbulent viscous dissipation, χnn,

appears in both the MFKE and the TKE budget equations with the same sign,

meaning that it affects both energy budgets in a similar manner. Both χnn and

ϵnn appear as source/sink terms in TKE budget, although neither is obviously

positive (or negative) definite for shear-thinning liquids. As mentioned in section

3.3.1 for χnn, positive values of either of these terms does not mean that they are

true sources of turbulent kinetic energy. Turbulence can only source energy from

the mean flow and although χnn involves the mean flow via Sij, its genesis is in

the total viscous dissipation and as such it is clearly part of the total turbulent

dissipation. The turbulent viscous dissipation, ϵnn, has similar origins and is more

clearly associated with dissipation. By summing the terms with similar nature,

the TKE budget equation is written as:

Dk

Dt
= P + T k − ϵk (3.10)

where, T k = T + Π + D + Dnn + ξnn, is the total transport and ϵk = ϵ + χnn + ϵnn

is the total dissipation.

3.4 Non-dimensional variables

Wall units are defined in a similar manner to the Newtonian analysis using the

nominal wall viscosity νw (Eq. 2.11), as the viscosity scale. The friction velocity

u∗ = (τw/ρ)1/2 is used for the velocity scale and νw/u∗ for the length scale. Hence,

the non-dimensional distance from the wall is expressed as y+ = y/(νw/u∗),

where y = (R − r) for pipe flow. The mean axial velocity is normalised as

U+
z = Uz/u∗, mean viscosity as ν+ = ν̄/νw and the root mean square viscosity

fluctuations as ν ′+ = (ν ′2)1/2/νw. Turbulence intensities are expressed in wall

units as u′+
i = (u′2

i )1/2/u∗. Shear rate is normalised by τw/νw, stress terms by τw

38



and the energy budget terms by (u∗)4/νw. The Fanning friction factor f which is

the non-dimensional wall shear stress is defined as f = 2τw/(ρU2
b ).

Although the nominal wall shear stress, τw, and the nominal wall viscos-

ity, νw, are chosen here for scaling, it is shown later in section 5.1.2 that these

scalings do not maintain the fundamental U+
z = y+ relation near the wall. Later

a scaling is developed that gives U+
z = y+, however, νw and u∗ are chosen in the

majority of the analysis below because these can be determined a priori from the

mean pressure gradient which is easily measured in experiments. This allows

a direct comparison to DNS results. Except where dimensions are specified, all

results are presented in non-dimensional units.

3.5 Simulation parameters

In later chapters, turbulent flows of HB liquids are investigated for pipes and

open channels. The range of rheology parameters is n = 0.4 − 1.2 and yield

stress τy = 0 − 20% of the nominal wall shear stress τw . Open channels with a

rectangular cross section are considered where the hydraulic radius Rh (Eq. 2.27)

is fixed and the channel aspect ratio (AR = 2b/h where 2b is the channel width

and h is the fluid depth) is varied for AR ∈ [1, 4]. As seen later the fixed hydraulic

radius implies a fixed flow rate for all AR for a given forcing (discussed in chapter

8).

The work in this study can be divided into two groups – first, where the

friction Reynolds number is fixed and the effects of modifying rheology model

parameters or changing the channel aspect ratio are studied. Second, where

the effects of increasing Reynolds number are studied for a given rheology. For

the simulations from the first group, a friction Reynolds number, Reτ = 323 was

chosen for pipe flows and Reτ = 146 for open channel flows to give a similar

generalised Reynolds number ReG of approximately 10 000 for a shear-thinning

fluid (PL, n = 0.6) in both flow configurations. The friction Reynolds number Reτ

was fixed by setting the nominal wall viscosity νw and the nominal wall shear

stress τw. The flow index or the yield stress was varied and accordingly the

consistency, K, was adjusted to give the desired nominal wall viscosity νw (see
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Eq. 2.11). In case of open channel flows, τw in Eq. 2.11 was calculated using

Eq. 2.26. The fixed τw in a pipe or an open channel implies a fixed forcing in

those simulations. Although Reτ = 146 in an open channel flow may seem a bit

low for a turbulent flow, contours plots of the instantaneous flow field showed

that the flow was turbulent (figures 8.1 and 8.2). The turbulence intensities

were also of the same order as in pipe flow at Reτ = 323 (see figure 5.12 and

figures 8.14 - 8.16). The fact that the friction Reynolds number Reτ is lower in

open channel flow compared to a pipe flow at similar ReG indicates that an open

channel flow requires less forcing compared to a pipe flow to achieve a given

flow rate. The results of the pipe flow are discussed in chapter 5 and of the open

channel flows in chapter 8.

For the second group, simulations were run for Newtonian and shear-

thinning (PL, n = 0.6) liquids for Reτ = 323, 500 and 750. The nominal wall

viscosity was fixed for both liquids at a given Reτ . The results from this study are

presented in chapter 7.

3.6 Mesh, domain-length and time step indepen-

dence

Mesh design for these flows is an iterative process, influenced by rules-of-thumb

for the resolution and domain size established in Newtonian DNS [77]. Turbulent

flow structures become finer with increasing n, therefore, DNS requires a higher

mesh resolution as n is increased. Since axial domain periodicity is used, it

is also important to ensure that the domain is sufficiently long to not unduly

influence results. In the current study, the mesh-resolution, time step and the

domain-length-independence are checked for a pipe flow at Reτ = 323. The mesh

chosen for the rest of the simulations was one in which the statistics did not vary

with either increased mesh-resolution or longer domain.

The domain length is verified for its adequacy via two point correlation

of axial velocity fluctuations ρu′
zu′

z
defined as:

ρu′
zu′

z
(∆z) = ⟨u′

z(r, θ, z, t)u′
z(r, θ, z + ∆z, t)⟩/⟨u′

z(r, θ, z)2⟩ (3.11)
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Here, u′
z represents the axial velocity fluctuations at time t and ⟨ ⟩ denotes

averaging in time and θ and z directions. Simulations were run for a domain

length of Lz = 4πD (approximately 12D) and for n = 0.4 − 1.2. Since the

velocity fluctuations are correlated for a longer distance in the flow of a more

shear-thinning fluid [84], a slightly longer domain (Lz ≈ 16D) was used for

n = 0.4. A mesh with 300 spectral elements of a polynomial order of 10 and 288

axial planes was used, which was fine enough to resolve the flow scales with a

sufficient accuracy (see the results of the mesh-resolution-independence study

in Appendix B). As seen in figure 3.2, ρu′
zu′

z
decays to zero for all n. Close to the

pipe centre, ρu′
zu′

z
remains positive for much of the domain, however, its value is

small (less than 0.1). Overall, these results indicate an adequate domain length.

Negative values of ρu′
zu′

z
in the profiles of n = 0.4 and n = 0.6 indicate intermittent

turbulent regions as also seen in near wall streaks (shown later in figure 5.3). The

larger negative values of ρu′
zu′

z
for n = 0.4 indicate the transitional nature of this

flow at Reτ = 323. These results show that a minimum domain length of 11D is

required in order that streamwise correlations are sufficiently small. This domain

length is twice that used by Eggels et al. [36] in their DNS of a Newtonian fluid

at Reτ = 180 and comparable to that suggested by Chin et al. [25] for DNS of

a Newtonian fluid at Reτ = 170 − 500. In the current work, a domain length of

Lz = 4πD is used for the pipe and open channel flow simulations at Reτ = 323

and Reτ = 146 (ReG ≈ 10 000) and is decreased slightly to Lz ≈ 10D for the pipe

flow simulations at Reτ = 500 and 750 as the correlation length decreases with

increasing Reynolds number.

Once the domain length is chosen, the adequacy of mesh resolution is

checked by running simulations and comparing the results of different meshes

with different mesh resolutions in the axial and the polynomial directions. The

results of the mesh-resolution-independence study are reported in Appendix B.

The final mesh had 300 spectral elements of 12th polynomial order and 384 axial

planes (192 Fourier modes). This gave a mesh resolution of ∆y+ = [0.8 − 4.0] in

the wall normal direction, ∆(rθ)+ ≈ 6 in the azimuthal direction and ∆z+ ≈ 21

in the axial direction. The mesh used for n = 1.2 had a slightly higher number

of elements near the pipe centre (total 384 spectral elements) to ensure a better
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(a)
r/D = 0.494
y+ = 4

(b)
r/D = 0.485
y+ = 10

(c)
r/D = 0.345
y+ = 100

(d)
r/D = 0.191
y+ = 200

Fig. 3.2 Two point correlation coefficient of axial velocity fluctuations as a
function of stream-wise separation ∆z/D plotted for n = 0.4 − 1.2 at Reτ = 323
(see table 5.1) at different y+ locations. Arrows show the direction of increasing
n.

mesh refinement there. This is because the viscosity of a shear-thickening fluid

decreases with the distance from the wall and therefore, the viscous length scale

for a shear-thickening fluid will be smaller near the pipe centre compared to a

shear-thinning fluid.

A time-step independence study was carried out for a shear-thinning

fluid (n = 0.6), results of which are also reported in Appendix B. The mesh

resolution and the time step size as used for final simulations for different

Reynolds number are presented in table 3.1. No mesh-resolution or time-step size

independence study was carried out for Reτ > 323 and the mesh-resolution and

the time-step size were chosen based on non-dimensional values for Reτ = 323

taking into account rules generally used for Newtonian liquids. The open channel

meshes used a similar mesh resolution (in wall units) and domain length as in

the acceptable pipe mesh at Reτ = 323.
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Table 3.1 Mesh spacing and time step size in wall units used in pipe flow simula-
tions at different Reτ

pipe/channel Reτ ∆y+ ∆rθ+ ∆z+ ∆t/(νw/u∗2)
Pipe 323 0.8–4.0 6 21 0.035
Pipe 500 0.8–4.0 6 12 0.023
Pipe 750 0.8–4.0 6 12 0.021

Open channel 146 0.8–5.0 6 21 0.017

3.7 Validation of numerical method

As mentioned in chapter 2, the experimental data available in the literature for

GN liquids could not be used here due to a poor rheology characterisation in

those studies. Therefore, to provide a baseline comparison of the underlying

numerical method, statistical data from a Newtonian fluid are compared with the

experimental results of den Toonder and Nieuwstadt [32] for Reτ = 323 and with

the DNS data of El Khoury et al. [38] at Reτ = 360 and Reτ = 500 (figures 3.3

and 3.4). The DNS results of Chin [23] for Reτ = 500 are also included. As seen

in figure 3.3, profiles of mean velocity, turbulence intensities, Reynolds shear

stress and the turbulent kinetic energy production obtained from DNS agree well

with the experimental results except very close to the wall, where some of the

experimental results are acknowledged to be unreliable. The current results are

in good agreement with the DNS results of El Khoury et al. [38] (figure 3.4).

Although no reliable experimental data is available for comparison of GN liquids,

in chapter 4, limited validation is provided for measurements in GN liquids.
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Fig. 3.3 Wall-scaled statistical profiles from DNS of Newtonian fluid at Reτ = 323
(solid line), compared to experimental results of den Toonder and Nieuwstadt [32,
circles: Reτ = 314] and DNS results of El Khoury et al. [38, filled circles: Reτ =
360]. (a) mean axial velocity; (b) rms of axial and radial velocity fluctuations; (c)
Reynolds shear stress and azimuthal velocity fluctuations (d) turbulent kinetic
energy budget.
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Fig. 3.4 Wall-scaled statistical profiles from DNS of Newtonian fluid at Reτ = 500
(solid line), compared to DNS results of El Khoury et al. [38, filled circles:
Reτ = 550] and Chin [23, squares: Reτ = 500]. (a) mean axial velocity; (b) rms
of axial and radial velocity fluctuations; (c) Reynolds shear stress and azimuthal
velocity fluctuations (d) turbulent kinetic energy budget.
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4
The importance of rheology

characterisation for turbulent flow

predictions

4.1 Chapter summary

In this chapter, the importance of high shear rate rheology on turbulent pipe flow

predictions using DNS is discussed. This work has been published in the Journal

of non-Newtonian fluid mechanics and the published article is attached here. A

summary of the published work is as follows:

DNS of turbulent pipe flows of GN liquids have shown discrepancies in

the past compared to experiments [83, 85]. The errors in predicting flow rate for

a given pressure gradient were as large as 20% compared to the experimental

value. Since these kind of discrepancies are not seen for Newtonian liquids, the

errors are likely to be associated with rheology characterisation. Assuming DNS

were well resolved and the rheology measurements were taken carefully, possible

candidates leading to the inaccuracies in DNS are 1) Viscoelasticity shown by the

liquids used in experiments which was not modelled in simulations. 2) lack of
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high shear rate data in rheology characterisation, which is typical to turbulent

flows. In the attached paper it is shown that the lack of high shear rate data in

rheology characterisation is indeed responsible for the observed discrepancies.

Rheology measurements usually cover shear rates which are much lower than the

maximum shear rate in turbulent flows. In the absence of high shear rate data,

DNS extrapolates the shear rheogram which leads to errors in viscosity estimates

and thus in DNS predictions. Additionally, it is shown that errors in predicting

friction factor using a turbulent flow correlations are also significantly decreased

if high shear rate rheology data is used.

Shear rates in turbulent flows span several orders of magnitude and it

is not possible to cover the entire shear rate range in rheology measurements.

It is shown here that the errors introduced in rheology characterisation at very

low shear rates do not affect the predictions of DNS and a turbulent friction

factor correlation to any significant extent. By analysing the probability shear

rate distribution in the flow, it is shown that it is the near wall region where DNS

predictions are the most sensitive to the errors in viscosity estimates. The proba-

bility density curve of shear rate in the near wall region when expressed in wall

units is found to be almost independent of the rheology and the Reynolds number.

Using this observation, a criterion for the maximum shear rate required in rheol-

ogy characterisation to get a good agreement between DNS and experiments is

proposed.

4.2 Publication

The article J.Singh, M. Rudman, H.M. Blackburn, A. Chryss, L.Pullum and L.J.W.

Graham. The importance of rheology characterization in predicting turbulent pipe

flow of generalized Newtonian liquids. J. non-Newt. fluid mech. 232:11-21(2016)

is reproduced with permission Elsvier Publishing, Copyright 2016.

4.3 Errata

There is a typo in Eq. 5 in the attached paper. The viscous stress terms should be

∇.τ (it is written incorrectly as ∇τ .)
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a b s t r a c t 

Most Direct Numerical Simulation (DNS) of turbulent flow of generalized Newtonian (GN) fluids pre- 

sented to date have shown significant discrepancy between experimental measurement and simulation. In 

addition to DNS, empirical correlations using different rheology models fitted to the same shear rheogram 

have also shown to give significantly different results. Important to note is that for turbulent flow predic- 

tions it is a common practice to use a shear rheogram which is measured at shear rates well below the 

values encountered in turbulent flows. This paper highlights the importance of obtaining high shear rate 

rheology in reducing these discrepancies. Further, it is shown that if high shear rate rheology is used in 

rheology characterisation, the choice of rheology model has little influence on the results. An important 

aside is that accurate prediction of laminar flow gives absolutely no confidence that a rheology model 

is acceptable in modelling the turbulent flow of the same fluid. From an analysis of instantaneous shear 

rates in the predicted turbulent flow field, the probability distribution of the non-dimensionlised shear 

rates in the near-wall region appears to collapse onto a universal curve. Based on this, we propose that 

the maximum shear rate required in rheology characterisation should be at least twice the shear rate 

corresponding to the mean wall shear stress. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

Many fluids in industrial applications and nature show non- 

Newtonian behaviour i.e. they do not show a uniform viscosity un- 

der isothermal conditions. Generalised Newtonian (GN) fluids are a 

class of non-Newtonian fluids for which the shear stress tensor τ
can be expressed as a product of a non-constant viscosity and the 

strain rate tensor: 

τ = 2 μ( ˙ γ ) S (1) 

Here, ˙ γ is the second invariant of the strain rate tensor S = 

1 
2 [ ∇v + ( ∇v ) T ] determined as ˙ γ = 

√ 

(2 S : S ) and μ is a scalar vis- 

cosity usually called an effective or apparent viscosity. The GN as- 

sumption assumes an instantaneous response of the fluid to the 

applied shear stress and therefore, the viscosity of a GN fluid can 

be expressed as a function of shear rate ˙ γ as in Eq. 1 . Note that the 

effective viscosity of a GN fluid can also depend on temperature, 

but we do not consider the effect of temperature in the current 

study. In practice, the effective or apparent viscosity of a GN fluid 

∗ Corresponding author. Tel.: +61409033037. 

E-mail address: murray.rudman@monash.edu (M. Rudman). 

is determined by dividing the shear stress measured in a rheome- 

ter by the shear rate at which the stress is measured. These mea- 

surements are performed in a uni-directional flow in a rheometer. 

Fine particle suspensions, sewage sludges, molten lava, some poly- 

mer solutions, some bodily fluids and paints are examples of fluids 

that are well approximated by the GN assumption. Although the 

apparent viscosity of these fluids is often very high, industrially 

relevant flows can be turbulent at sufficiently high flow rates or in 

pipes with sufficiently large diameters. Despite their wide applica- 

tions, there have been only a few studies dedicated to the funda- 

mental understanding of turbulent flow of GN fluids, the majority 

of which have been experimental [1–6] with the primary objective 

often to derive a general correlation for the friction factor. 

Unlike Newtonian fluids where the kinematic viscosity can be 

measured very accurately, non-Newtonian fluids are far more diffi- 

cult to characterise. Despite this, the assumption of GN behaviour 

as a constitutive model appears to work well for a range of fluids. 

However, the constitutive equation relating the shear stress and 

shear rate is usually determined by fitting a particular mathemati- 

cal rheology model to the experimental measured shear rheogram. 

There are many rheology models available for GN fluids [7,8] , 

but the Herschel–Bulkley [9] and the Hallbom rheology models 

http://dx.doi.org/10.1016/j.jnnfm.2016.03.013 

0377-0257/© 2016 Elsevier B.V. All rights reserved. 
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[10] have been found to represent the rheology of fluids such as 

mining and waste water slurries quite well [10–12] . The Herschel–

Bulkley model defines the effective viscosity as: 

μ = τy / ̇ γ + K( ˙ γ ) n −1 (2) 

Here, the yield stress τ y , consistency K and flow index n are the 

model parameters. This model reduces to the power-law rheology 

model giving μ = K( ̇ γ ) n −1 when τy = 0 and the Bingham model 

μ = τy / ̇ γ + K when n = 1 , both of which are commonly used in 

application. Unlike the Herschel–Bulkley model which has no theo- 

retical basis [10] , the Hallbom rheology model ( Eq. 3 ) is derived by 

considering the behaviour of solid particles in homogeneous shear- 

thinning mineral suspensions and relates the viscosity and shear 

rate via the following equation: 

μk = (τ0 / ˙ γ ) k + (μ∞ 

) k (3) 

In this equation the model parameters are known as the yield 

stress τ 0 , the infinite shear viscosity μ∞ 

and the scaling factor k . 

The benefit of the Hallbom model in approximating (for example) 

a fine particle suspension is that as ˙ γ → ∞ , the carrier fluid rheol- 

ogy is recovered, unlike the Herschel–Bulkley model in which the 

predicted viscosity drops below that of the carrier fluid. This is not 

physically possible. 

Rheograms used for determining rheology model parameters in 

industrial application are typically measured over shear rates that 

would rarely exceed 500 s −1 (and often significantly less). This 

range is well below the shear rates that could be encountered in 

turbulent flow. Another way of determining the model parameters 

for the rheology models discussed here is via the use of analytical 

expressions that relate the bulk velocity (volumetric flow rate per 

unit cross-sectional area) and pressure gradient under laminar flow 

conditions to the model parameters [7,8] . These relationships can 

be (and often are) used for determining rheology parameters from 

the measured laminar flow curve (i.e. flow rate versus pressure 

drop), often in a small scale laboratory pipe loop. The shear rate 

range over which laminar flow is appropriate will depend on the 

fluid and pipe diameter. For laboratory experiments it is typically 

less than 300 s −1 and sometimes much smaller. It has been shown 

that constitutive equations based on different rheology models de- 

termined from the same laminar pipe data when used with the- 

oretical or empirical correlations for determining the friction fac- 

tor give barely distinguishable results in the laminar region as ex- 

pected. However, the discrepancy in the turbulent regime can be 

as large as 50% [12,13] . Regardless, it is a common practice in hy- 

draulic conveying to use such measurements. 

Numerical techniques such as Reynolds Averaged Navier–

Stokes(RANS), large eddy simulation (LES) and direct numerical 

simulations (DNS) require a constitutive equation for estimating 

viscosity. Although simulation of turbulent flow of GN fluids us- 

ing these numerical techniques, particularly DNS, show encourag- 

ing outcomes [14–16] , the most fundamental flow prediction (flow 

rate versus pressure drop, or equivalently friction factor) is usually 

in error. In DNS of pseudo–plastic fluids, Rudman et al. [14] found 

that for a given pressure gradient the bulk velocity predicted by 

DNS was 25% lower than the experimental value. Given that the 

same code at a similar resolution was able to predict the turbu- 

lent flow of a Newtonian fluid to within a few percent, this level 

of error is unacceptable. The discrepancy between DNS and exper- 

iments could be due to the following factors: 

1. Inaccurate experimental measurements; 

2. Poor choice of simulation method and parameters in terms of 

method accuracy, simulation resolution, computational domain 

length and time duration over which results are averaged; 

3. The rheology measurements and/or data fitting; 

4. The assumption of a GN rheology model. 

Given that the experimental techniques used for the pipe flow 

measurements reported in Rudman et al. are standard and were 

validated against well characterised water data, experimental er- 

ror is believed to be far smaller than the observed discrepancy. 

Thus, the first point is unlikely to be the cause. A spectral element- 

Fourier method which is exponentially convergent [17] was used 

in that study and domain length and mesh convergence were en- 

sured, therefore, the second point is also unlikely to be the cause. 

In their simulations, Rudman et al. observed that the instanta- 

neous, local shear rates spanned many orders of magnitude and 

were predicted to be significantly higher than those values used in 

the rheological characterisation. They suggested that the extrapo- 

lation of the shear rheogram for estimating viscosity beyond the 

range of shear rate where it was measured lead to the observed 

discrepancy between simulation and experiment. Thus the third 

point remains a possibility. The assumption that a GN model is ap- 

propriate is a difficult one to demonstrate conclusively. Although it 

remains a possibility that the GN assumption is not valid, we do 

not consider this as an alternative here. We agree with the argu- 

ment in Rudman et al. , and later demonstrate, that the majority 

of the discrepancy arises due to poor rheology characterisation at 

high shear rates. It is worth noting that for turbulent flow pre- 

dictions using empirical correlations (for example Dodge & Met- 

zner [2] and Wilson & Thomas [18] ), the importance of high shear 

rate rheology has also been advocated by other researchers [2,7,19] . 

Shook & Roco [19] suggest that for turbulent flow predictions, the 

shear rheogram used in rheology characterisation should be mea- 

sured to shear rates at least as high as those corresponding to the 

mean wall shear stress τw 

. 

The objectives of the present study are three-fold. First we aim 

to show that shear rheograms determined using traditional ap- 

proaches such as laminar pipe flow curves or rheometry measured 

at low shear rates, when extrapolated to shear rates relevant to 

turbulent flows can deviate significantly from the actual rheology. 

By including the high shear rate rheology of the fluid in rheolog- 

ical characterisation, discrepancies between experiments and pre- 

dictions using DNS or empirical turbulent flow correlations can be 

significantly reduced. Second, if an appropriate range of shear rates 

is considered in the rheology characterisation, the choice of the 

rheology model has a very small effect on turbulent flow predic- 

tions of DNS or empirical correlations. The third objective of this 

study is to define a criterion for the maximum shear rate (and 

shear stress) to use in rheology characterisation in order for DNS to 

produce good results. In the process of determining this we analyse 

the shear rate distribution in turbulent pipe flow field for the first 

time. The results suggest that in the near-wall region, the prob- 

ability distribution of non-dimensionlised instantaneous shear rate 

collapses to a universal distribution for different models, fluids and 

Reynolds numbers. Based on this observation we propose that for 

turbulent flow predictions of shear-thinning fluids, the rheology 

characterisation should use the rheogram measured at least up to 

twice the mean wall shear stress. 

2. Pipe flow measurements 

The pipe flow test apparatus is shown schematically in Fig. 1 . 

It comprises a 14 m pipe loop ( ≈300 diameters) with an internal 

diameter of 44.5 mm. A 400 litre agitated tank supplies a Warman 

2 × 1 1 2 AH variable speed pump for circulating fluids around the 

loop. The pressure gradients in both the upper and lower horizon- 

tal lines are measured using differential pressure (DP) cells span- 

ning straight sections of pipe. The volumetric flow rate is moni- 

tored via a magnetic flow-meter. The rig instrumentation is data 

logged using a stand-alone LabVIEW application allowing the nor- 

mal transport flow characteristics to be obtained in real time. In 

order to test the instrumentation a water-only flow curve was 

51



J. Singh et al. / Journal of Non-Newtonian Fluid Mechanics 232 (2016) 11–21 13 

Fig. 1. Schematic of pipe rig. 

obtained and compared against the established values for a hy- 

draulically smooth pipe (based on pipe Reynolds number and 

Darcy–Weisbach friction factor). The agreement was within ex- 

pected variations; ± 5% at a bulk velocity U b = 0 . 2 m s −1 and ±
2% at U b = 3 . 0 m s −1 . The majority of the measurement error arises 

from measuring at the low end of the pressure sensor. This implies 

that more accurate readings are probable for the Carbopol fluid un- 

der investigation, as the Carbopol fluid requires much higher pres- 

sure gradients than water. 

For the data used in this study, 300 litres of Carbopol 980 solu- 

tion was made and allowed to stabilise. The nominal concentration 

of the solution was 0.075 wt% and the solution was neutralised 

using sodium hydroxide to a pH between 6.5 and 7. The tests re- 

quired a series of steady flow rate conditions to be established and 

pressure drop on both legs to be recorded and time-averaged. The 

pressure drop measurements were taken for flow rates from the 

laminar region to the turbulent. They were sampled at 0.5 Hz over 

a period of 300 s and time averaged. Spectral analysis was con- 

ducted on the data and no significant frequencies were detected, 

ensuring that the pressure readings are not affected by any unin- 

tended flow phenomena. The DP cells were 2 m apart and had an 

accuracy of 0.15% of full scale deflection, with a further allowance 

of 0.1% for ambient vibration effects. This equates to an uncertainty 

in pressure drop readings of ± 7.5 Pa m 

−1 . For a measured pressure 

gradient of 2500 Pa m 

−1 this corresponds to an error of 0.3%. The 

flow meter used had an accuracy of 0.25% which corresponds to an 

uncertainty of 0.007 m s −1 at a bulk velocity U b = 2.9 m s −1 . The 

temperature of the fluid in the pipe loop could not be controlled 

but was monitored via a Platinum Resistance Thermometer (PRT) 

inserted in the stream outside of the pressure measurement zones 

and also in the tank. The PRT is able to measure reliably to ± 0.1 °C 

and a maximum variation of ± 0.2 °C was recorded in the course 

of a single run. Any inaccuracy in the measured fluid density is 

predominantly due to the temperature change. The fluid behaves 

similarly to water in this regard and the uncertainty in density is 

therefore less than 0.01%. 

3. Rheology measurements and characterisation 

3.1. Measurement 

A wide range of shear rates is covered in the rheology measure- 

ments by using two different measurement geometries; a concen- 

tric cylinder and a parallel plate (see Table 1 ). Using different ge- 

ometries also provides a mean of confirming data where the mea- 

surements overlap. A Haake Rheostress RS1 rheometer was used 

throughout and temperature control was maintained via a recircu- 

lating water bath, with test temperatures matched to those in the 

pipe flow measurements (see Section 2 ) within ± 0.1 °C. The con- 

centric cylinder geometry was used to measure the rheology in low 

to medium shear rate region (see Table 1 ). The larger surface area 

Table 1 

Details of the geometries used in the rheometry and corresponding shear rate 

range. 

Geometry Dimensions Shear-rate range 

Concentric cylinder Inner-Cylinder dia. = 38 mm, 0 . 01 − 100 s −1 

Outer-Cylinder dia. = 41 mm 

Parallel plate Plate-dia. = 60 mm,gap = 0.2 mm 10 − 150 0 0 s −1 

of this geometry provided shear stress measurements that were 

2.9 times more sensitive than the parallel plate geometry. The up- 

per range of the measurements in the concentric cylinder geom- 

etry was limited due to the inaccuracies caused by the onset of 

Taylor-Couette eddies, a secondary flow effect at high shear rates 

[20] . In the unaffected region the correct shear rate (allowing for 

the non-Newtonian fluid effect) was obtained by using an integra- 

tion approach for the Couette inverse problem [21] . This method is 

generally more successful than a differential approach due to the 

inevitable noise present in real data. For the measurements in the 

medium to high shear rate region, a parallel plate geometry was 

used. As high shear rate rheometry necessitate small measurement 

gaps the alignment of our parallel plate geometry was tested us- 

ing a camera with a macroscopic lens calibrated against a 0.1 mm 

graticule. The rheometer gap measurement consistently underesti- 

mated the distance in the order of 0.01 mm when compared to 

the optical technique. This would produce an error of the order 

of 5% with the 0.2 mm gap used and the shear rate was recalcu- 

lated accordingly. In this geometry, the calculation of the rim shear 

stress corrected for non-Newtonian fluids required the differentia- 

tion of measured instrument torque as a function of shear rate at 

the rim [22] . Duplicate results from each geometry, after any nec- 

essary corrections, were combined and averaged in the overlapping 

shear rate regions. 

3.2. Characterisation 

To address the aims of the paper, a number of different rhe- 

ology characterisations are performed on the measured data. The 

model parameters of these characterisations are shown in Table 2 

and the corresponding shear rheograms for the full shear rate 

range (0.01 to 15 0 0 0 s −1 ) are plotted in linear and log coordi- 

nates in Fig. 2 . We use the term ‘model’ in two different contexts 

below. In the first, ‘model’ type refers to the mathematical form 

of the rheological model we fit to (power–law, Herschel–Bulkley 

etc.). In the second, ‘model’ means the mathematical form plus the 

fitted parameters that describe the best fit to the data. The mean- 

ing should be clear from the usage. The curve fitting exercise to 

determine the rheology parameters from the measured data is car- 

ried out using the lsqcurvefit function in MATLAB which de- 

termines a least-square fit to a non-linear data set. 
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a b

Fig. 2. Shear rheograms for different rheology models plotted in (a) linear and (b) log-log scales. Here ˙ γ + = ˙ γ / (u 2 τ /νw ) is the shear rate expressed in wall units. Low shear 

rate models 0 and I show large deviation from the measured rheology at high shear rates whereas high shear rate models I I −V deviate from each other at very low shear 

rates. 

Table 2 

Rheology models determined using the laminar pipe flow curve 

and the measured shear rheogram with differing shear rate ranges. 

The first column is the rheology identifier, and the second column 

specifies what data was used in determining the model parameters. 

Herschel–Bulkley τ y (Pa) K (Pa.s −n ) n 

0 laminar pipe flow data 1.33 0.067 0.88 

I [0.01, 500] s −1 0.14 0.389 0.53 

II [0.01,5 0 0 0] s −1 0.52 0.177 0.65 

III [0.01,15 0 0 0] s −1 0.72 0.129 0.69 

Power law K (Pa.s −n ) n 

IV [0.01, 15 0 0 0] s −1 – 0.15 0.68 

Hallbom τ 0 (Pa) μk 
∞ (Pa.s −k ) k 

V [0.01, 15 0 0 0] s −1 0.0526 0.311 0.169 

Model 0 

In rheology model 0 , the Herschel–Bulkley model is fitted to 

the laminar pipe flow curve (see Section 2 ) using the analytical 

expression given in Eq. 4 . 

U b = nR 

(
τw 

K 

)1 /n 

(1 − φ) n +1 /n 

{
(1 − φ) 2 

3 n + 1 

+ 

2 φ(1 − φ) 

2 n + 1 

+ 

φ2 

n + 1 

}

(4) 

Here, φ = τy /τw 

and τw 

is the mean wall shear stress calculated 

from the axial pressure gradient ( τw 

= (D/ 4) d p/d z). As seen in 

Fig. 2 a and b, the shear rheogram of fit 0 deviates significantly 

from the measured data at both high and low shear rates. Worth 

noting in this regard is that the maximum shear rate (estimated 

from the analytical velocity profile) is ≈ 500 s −1 , however, rheol- 

ogy fit 0 fails to represent the rheology of the fluid accurately for 

shear rates ˙ γ > 100 s −1 . 

Models I–III 

The rheogram obtained using the rheology measurement tech- 

niques described in Section 3.1 is used to fit the Herschel–Bulkley 

model over three different shear rate ranges to give models I, II and 

III , each with an increasing upper bound of maximum shear rate, 

(500 s −1 , 5000 s −1 and 15000 s −1 ) and all with the lower bound 

of 0.01 s −1 . 

The maximum shear rate considered in model I (500 s −1 ) is 

typical of an industrial laboratory measurements and similar to the 

maximum implied in model 0. As seen in Fig. 2 a, model I clearly 

deviates below the measured rheology at shear rates ˙ γ > 10 0 0 s −1 

indicating that the viscosity estimates using this rheology fit will 

be in error at high shear rates. 

Rheology model II used the measured shear rheogram in the 

range of shear rate ˙ γ = 0 . 01 − 50 0 0 s −1 . This maximum shear rate 

is chosen based on an analysis of our DNS results where we ob- 

served that the instantaneous shear rates in the flow field were 

usually less than 50 0 0 s −1 (see Section 5.3 ). This model deviates 

from the measured data for low shear ( ̇ γ < 10 s −1 ) and a little for 

higher shear ( ̇ γ > 50 0 0 s −1 ). 

Model III used the shear rheogram over the full range of mea- 

sured shear rate data, i.e. ˙ γ = 0 . 01 − 150 0 0 s −1 . 

Models IV and V 

Model IV is based on the power–law model and model V is 

based on the Hallbom model. Both use data over the full range of 

measured shear rate, ˙ γ = 0 . 01 − 150 0 0 s −1 . We observed that the 

shear rheogram of the Hallbom model is very sensitive to the pa- 

rameter μ∞ 

(see Eq. 3 ) which is of order 10 −5 Pa s −k . Hence we 

choose μk ∞ 

as the fitted parameter. As seen in Fig. 2 a and b, the 

rheology predictions of models IV and V are good at high shear 

rates, although the power–law model deviates below the measure- 

ments for ˙ γ < 100 s −1 . The Hallbom model agrees well for all 

shear rates ˙ γ > 1 . 0 s −1 . 

Summary 

Except at very low shear rates (or 100 s −1 in the case of model 

IV ), the rheograms of models II –V agree well with the measured 

data. Deviation, especially at quite low shear rates, highlights the 

difficulties associated with finding a universal model fit which can 

represent the rheology of a fluid over a very wide range of shear 

rates. The Hallbom model comes closest to fulfilling the condition 

of universality. For a given rheology model, the model parameters 

vary with the shear rate range used in rheology characterisation 

(see I −I I I in Table 2 for the Herschel-Bulkley fits). This highlights 

the fact that while a rheology model aims to capture the essence 

of the fluid rheology, the parameters determined from the curve 

fitting exercise usually have no direct physical basis in themselves. 

It is worth noting that at lower shear rates, model fits to the 

rheometric data (models I −V ) deviate significantly below model 0 

(the rheology fit determined from the laminar pipe flow curve). 

Given that model 0 predicts the laminar flow behaviour very well, 

it is clear that laminar flow rate predictions using any of models 

I −V will likely be in error. An important corollary of this is that 

accurate prediction of laminar flow behaviour is no indicator of 

model performance in the turbulent flow through the same pipe 

and that such agreement cannot be used as validation data for 

turbulent flow prediction. Indeed, poor prediction in laminar flow 

does not automatically invalidate the accuracy of a model in turbu- 

lent flow, in direct contradiction to usually accepted practice with 

Newtonian fluids. As a final comment, rheology measurements at 
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low shear rates are difficult and most likely to be error-prone in 

normal measurement situations. We will later demonstrate that in- 

adequacy of low shear rate rheology does not affect turbulent flow 

predictions significantly. 

A note on visco-elasticity 

Peixinho et al. (2005) [23] measured the rheology of a 0.2 wt% 

Carbopol solution and observed visco-elastic effects for shear 

stresses greater than approximately 110 Pa. The shear stress value 

for which visco-elasticity becomes important will increase with 

decreasing Carbopol concentration. Because the concentration used 

here is approximately 0.075 wt%, visco-elastic effects will not be- 

come noticeable for us until the shear stresses becomes signifi- 

cantly higher than 110 Pa. Even at the highest shear rates we mea- 

sure (15 0 0 0 s −1 ), the shear stress does not exceed 90 Pa. Thus 

our 0.075 wt% Carbopol solution can be confidently modelled as 

an inelastic fluid. 

4. Computational methodology 

4.1. Numerical method 

A nodal spectral element-Fourier DNS code [15,17] is used to 

solve the following governing equations written for the flow of an 

incompressible GN fluid. 

∂ v /∂t + v · ∇v = −∇ p + ∇τ + f , with ∇. v = 0 . (5) 

Here v is the velocity vector, p is the modified or kinematic 

pressure i.e. pressure divided by a constant density, τ is the shear 

stress tensor given by Eq. 1 where the viscosity μ is calculated 

using the rheology model. In Eq. 5 , f is the constant body force 

per unit mass. which is set equal to the pressure gradient divided 

by density. The code uses Fourier expansions in the axial direc- 

tion and thus strictly enforces axial periodicity. Simulations were 

run until the calculated total wall shear stress is statistically con- 

verged, usually it fluctuates a little about a mean value. Once this 

dynamic steady state is reached, mean fields and turbulence statis- 

tics are collected for approximately twenty domain wash-through 

times. 

4.2. Non-dimensional units 

Results are non-dimensionalised in the standard manner. The 

mean wall shear stress is related to the pressure gradient via 

τw 

= 

D 

4 

∂P 

∂z 
. (6) 

Here, D is the diameter of the pipe. The mean axial velocity U 

is expressed in wall units as U 

+ = U/u τ where u 2 τ = τw 

/ρ . Dis- 

tance from the wall is expressed in wall units as y + = (R − r) u τ /νw 

where νw 

is the mean wall viscosity, r is the radial distance from 

the centre of the pipe and R is the radius of the pipe. The mean 

wall viscosity is calculated directly from the pressure gradient via 

Eq. 6 and the rheology model. For the Herschel–Bulkley model νw 

is determined from the mean wall shear stress as: 

νw 

= 

K 

1 /n 

ρ

τw 

(τw 

− τy ) 1 /n 
. (7) 

For the power–law rheology model νw 

is easily recovered by set- 

ting τy = 0 in Eq. 7 . For the Hallbom rheology model, νw 

is calcu- 

lated using the following expression [8] : 

νw 

= 

μ∞ 

ρ(1 − Z k ) 1 /k 
, with Z = 

τ0 

τw 

(8) 

The non-dimensional shear rate is expressed in wall units as ˙ γ + = 

˙ γ / (u 2 τ /νw 

) . 

Because viscosity is not uniform in GN fluids, the definition of 

a suitable Reynolds number is not immediately clear. Here we will 

use the mean wall viscosity νw 

as the viscosity scale and define 

a generalized Reynolds number Re G and a friction Reynolds num- 

ber Re τ using the bulk velocity U b and friction velocity u τ . These 

Reynolds numbers are: 

Re G = 

U b D 

νw 

, and Re τ = 

u τ D 

νw 

. (9) 

4.3. Resolution and domain independence 

A grid resolution and domain independence study using rheol- 

ogy model III was performed to ensure that the mean flow profiles 

and turbulence statistics do not change with mesh refinement or 

domain length. The final mesh had 16,500 grid points in the pipe 

cross-section with 288 Fourier planes in the axial direction giv- 

ing 5.6 M node points. The near-wall mesh spacings expressed in 

wall units (defined above) are �r + = 1 . 3 , r�θ+ = 7 and �z + = 25 

which correspond well to typical rules-of-thumb for wall resolving 

DNS [24] . 

4.4. Wilson–Thomas correlation for friction factor 

There are several empirical correlations commonly used for pre- 

dicting the friction factor in turbulent flow of GN fluids [18,25–

27] . Our aim here is to understand if the predictive capability of 

such correlations is also improved by the use of high shear rate 

rheometry. We choose one correlation, the Wilson–Thomas corre- 

lation [18] , because it is easily expressed for the three rheology 

models we consider. This correlation relates the bulk velocity U b 

and friction velocity u τ = τw 

/ρ via: 

U b = 2 . 5 u τ ln 

(
Du τ

νw 

)
+ u τ (11 . 6(α − 1) − 2 . 5 ln (α)) . (10) 

Here α is the ratio of the area of rheograms of the non-Newtonian 

and Newtonian fluids up to the mean wall shear rate ˙ γw 

. For a 

given rheology model, the area under the rheogram is given by 

A = 

∫ ˙ γw 

˙ γ =0 

μ( ˙ γ ) ̇ γ d ˙ γ (11) 

Solving the above integration for a Newtonian fluid gives A = 

1 
2 ˙ γw 

τw 

and with the Herschel–Bulkley rheology model this gives 

A = ˙ γw 

(τw 

+ nτy ) / (n + 1) . Hence, the area ratio for a Herschel–

Bulkley fluid can be written as α = (2 / (n + 1))(1 + nτy /τw 

) . For 

the Hallbom rheology model a general expression for calculating 

α is written as [8] : 

α = 

2 

˙ γw 

∫ ˙ γw 

˙ γ =0 

[(
τ0 

τw 

)k 

+ 

{
1 −

(
τ0 

τw 

)k }(
˙ γ

˙ γw 

)k ]1 /k 

d ˙ γ (12) 

For integer values of 1/ k the above integration can be solved di- 

rectly, however, for non-integer values of 1/ k , this integration must 

be carried out numerically. 

5. Results and discussion 

We split the comparison of DNS and experimental results into 

two main parts. First is the effect that shear rate range used in the 

rheology characterisation has on the turbulent flow predictions. In 

the second, the effect that the rheology model type has on the 

comparison is considered, given the models are based on identi- 

cal shear rate data. 

The measured experimental flow data is shown in Fig. 3 . There 

are two points in the transitional regime and two in the turbulent, 

and below we consider results primarily at the highest flow veloc- 

ity, 2.90( ± 0.01) m s −1 , with some additional comparisons at the 

next highest velocity, 2.70( ± 0.01) m s −1 . 
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Fig. 3. Pressure gradient versus bulk velocity measured in (o) experiments and (x) 

predicted by DNS with rheology model III . The solid line is the laminar flow curve 

of model 0. The critical velocity of transition of flow from laminar to turbulent 

(identified as the point where the laminar flow curve deviates from the experimen- 

tal data) is ≈ 2.3 m s −1 . DNS are run for the two highest bulk velocities measured 

in experiments i.e. V = 2 . 70 m s −1 and V = 2 . 90 m s −1 . 

5.1. Effect of the shear rate range in rheology characterisation 

To consider the effect of shear rate range, we use models 0–

III which are based on the Herschel–Bulkley rheology model but 

use different shear rate ranges. DNS are run using these mod- 

Table 3 

Flow Reynolds number Re G , Re τ and the error in bulk velocity predictions using 

DNS and the Wilson–Thomas correlation ( Eq. 10 ) at d p/d z = 2 . 72 kPa m 

−1 . 

Error in Wilson–Thomas 

Rheology Re τ Re G Error in DNS (%) ( Eq. 10 ) (%) 

0 241 3500 –13 –12 

I 887 16,0 0 0 8 .3 19 

II 666 11,300 1 .2 10 

III 633 10,600 0 .3 7 

IV 627 10,516 0 .4 7 .3 

V 638 10,844 1 .6 9 .4 

els for an axial pressure gradient d p/d z = 2 . 72( ±7) kPa m 

−1 . The 

measured bulk velocity in experiments at this pressure gradient 

was 2.90( ±0.01) m s −1 . Predictions of the bulk velocity U b us- 

ing DNS and the Wilson–Thomas correlation are compared against 

the experimental value in Table 3 . Given that rheology models 0 

and I showed poor agreement with the measured rheology data, 

the large errors in predicted U b with these models is expected 

(see Table 3 ). DNS underpredicts the bulk velocity U b by 13% us- 

ing model 0 whereas it overpredicts it by approximately 8% using 

model I . With high shear models II and III , DNS prediction of U b 

comes very close to the experimental value (within 2%). Similar 

trends (although different magnitudes) are also seen in the predic- 

tion of U b using the Wilson–Thomas correlation ( Eq. 10 ) with the 

error decreasing to 7% with fit III compared to 19% with fit I . 

Mean flow profiles are presented in Fig. 4 a and b. For ease of 

discussion, we divide the flow into a wall-region ( y + < 10 ), buffer- 

layer ( 10 < y + < 30 ), log-layer ( 30 < y + < 200 ) and core ( y + > 

a b

c d

Fig. 4. The effect of shear rate range used in rheology characterisation in predicting flow at d p/d z = 2 . 72 kPa m 

−1 . All are Herschel–Bulkley models, with model 0 determined 

from the laminar pipe flow data and models I −I I I determined from increasing range of shear rate. Profiles of (a) mean axial velocity (b) mean viscosity and (c,d) the 

turbulence statistics. Division of the flow region based on the distance from the wall y + is shown in (b). The mean wall viscosity νw of fit III is used in calculating y + . 
Profiles of low shear rate models 0 and I can be seen deviating from those of high shear rate models II and III which agree well with each other except the mean viscosity 

profiles where a small offset between the profiles of models II and III can be seen in log-layer and core-region. 
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a b

c d

Fig. 5. The effect of rheology model type on mean flow profiles. Model III is Herschel–Bulkley, model IV is power–law and model V is a Hallbom model. Profiles of (a) mean 

axial velocity (b) mean viscosity and (c,d) turbulence statistics of different high shear rate models I I I −V at d p/d z = 2 . 72 kPa m 

−1 . The dashed line in (a) shows the classical 

Newtonian log law U + z = 2 . 5 ln y + + 5 . 5 . The mean wall viscosity νw of model III is used to calculate y + . Except mean viscosity, profiles of all rheology models agree very 

closely with each other. 

200 ). Note that at such low Reynolds number ( Re G ≈ 10 000) split- 

ting the flow into regions based on these numbers is somewhat 

arbitrary, however the results will later vindicate this choice. The 

general picture for models I −I I I is similar with a linear near-wall 

layer, a small log-like region and core that lifts very slightly above 

the log profile, not easily seen in the figure. 

Results from model 0 have the hallmark of being a transi- 

tional flow without an obvious log-like region in the profile. This 

is in agreement with the higher viscosity predicted by this model 

at high shear rates. Consistent with the predictions of U b , the 

mean axial velocity profiles of models II and III are close to 

each other and the profile of model I deviates ( Fig. 4 a). Note 

that νw 

of model III is used in non-dimensionalisation which en- 

sures that if the profiles collapse in wall units, they will collapse 

in the physical units too. Hence, the results of different rheol- 

ogy models can be compared directly. If we scale the profiles, 

particularly of the mean axial velocity and viscosity, of differ- 

ent rheology models with their respective νw 

, the profiles would 

collapse in the wall region making it difficult to interpret the 

results. 

The mean viscosity profile for each case is nearly uniform in the 

wall layer and appears to have a log-like region in part of the y + 

region corresponding to the velocity log-region, but then increases 

significantly toward the core of the flow. Rheograms of models II 

and III deviated from each other at low shear rates ( ̇ γ < 50 s −1 ) 

( Fig. 2 b) and this is reflected in the mean viscosity profiles in 

the log-layer and core. Note that this difference in mean viscos- 

ity does not affect the mean axial velocity profile to any notable 

extent. 

Understanding the relationship between different rheology 

models and the resulting predicted velocity profile (and value of 

U b ) is straightforward. In a pipe flow, the total mean shear stress 

τ at any radial location r is given by 

τ = τw 

(
r 

R 

)
. (13) 

In the wall region specifically, where the velocity fluctuations 

decay to zero, almost all of the stress is due to the mean viscosity. 

As seen from Fig. 4 b the mean viscosity is nearly uniform in the 

wall layer. Together these two considerations allow us to write, 

τw 

(
r 

R 

)
≈ ρνw 

∂U z 

∂r 
(14) 

or 

∂U z 

∂r 
≈ τw 

ρνw 

(
r 

R 

)
= ˙ γw 

(
r 

R 

)
. (15) 

For a given τw 

, the viscosity profile that predicts a higher vis- 

cosity at a given shear will also result in a lower wall shear rate. 

From Eq. 15 , lower shear rate equates to a lower increase in veloc- 

ity with distance from the wall, at least within the wall region. Be- 

yond the wall layer, the mean viscous shear stress decreases (and 

the viscosity increases) and differences in mean shear play less of 

a role in influencing the velocity profile and bulk velocity. The key 

influence occurs in the near-wall region. Thus overestimation of 

the viscosity by the rheology model will result in underestimation 

of the mean axial velocity, as seen for model 0 in Fig. 4 a. Simi- 

larly, underestimation of viscosity will result in overestimation of 
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c d

a b

Fig. 6. Distribution of the conditional probability p( ̇ γ + | y + ) of a fluid with (a) Herschel–Bulkley rheology III at Re τ = 633 (b) power–law rheology IV at Re τ = 627 (c) New- 

tonian rheology at Re τ = 647 and (d) the power–law rheology at Re τ = 1457 . Contours are of % probability. The spread of the probability distribution of instantaneous shear 

rate near the wall when plotted in wall units is almost independent of the rheology and Re τ . 

the mean axial velocity, as seen for model I . This explains why the 

difference in rheograms for models II and III at low shear rates is 

reflected only in the mean viscosity profiles ( Fig. 4 b) and not in the 

mean axial velocity profiles ( Fig. 4 a). Profiles of the rms velocity 

fluctuations and Reynolds stress predicted using rheology models 

II and III are shown in Fig. 4 c and d. They also agree well with each 

other and deviate only slightly in the wall-region and the buffer- 

layer. Again, the near-wall, high shear rheology of these two mod- 

els is similar and results in similar turbulence statistics, despite the 

differences in predicted viscosity at low shear rates that are typical 

of the core region. 

Additional DNS were run using models II and III at a lower pres- 

sure gradient of d p/d z = 2 . 33 kPa m 

−1 . The flow at this pressure 

gradient is closer to transition. Similar results were observed to the 

case of 2.72 kPa m 

−1 , with the error in DNS predictions of U b be- 

ing -1% with model II and -1.77% with model III . The corresponding 

errors obtained using the Wilson–Thomas correlation were 5% and 

6.5%. 

Summary 

These results show that the error introduced in the rheology 

characterisation by neglecting high shear rate data, can lead to 

large discrepancies between experiments and predictions using 

either DNS or the Wilson–Thomas correlation. Discrepancies be- 

tween the results from DNS and experiments are largely due to 

incorrect viscosity estimates in the wall-region. 

5.2. Effect of rheology model type 

As seen in Section 3 and Fig. 2 , it is possible to obtain consti- 

tutive equations based on different rheology model types (models 

I I I −V ) which agree closely with each other over most of the shear 

rate range. These models only deviate from each other significantly 

at shear rates ˙ γ < 100 s −1 . Based on the results in Section 5.1 , we 

hypothesise that provided high shear rate rheology is used in rhe- 

ology characterisation, the choice of rheology model type will have 

a negligible effect on turbulent flow predictions using either DNS 

or the Wilson–Thomas correlation. In order to test this hypothesis, 

additional DNS are run using rheology models IV (power–law) and 

V (Hallbom) for a pressure gradient d p/d z = 2 . 72 kPa m 

−1 . 

As seen in Table 3 the bulk velocity predictions using DNS or 

the Wilson–Thomas correlation with rheology fits I I I −V are close 

to each other, validating our hypothesis. Similar agreement is seen 

for the mean axial velocity profile and turbulence statistics where 

the profiles of models I I I −V overlap each other ( Fig. 5 ). Again the 

effect of the deviation in the model rheograms is limited to the 

predicted mean viscosity profiles in the log-layer and the core- 

region. The reason, also explained in Section 5.1 , is that the shear 

rates are very low in the log-layer and the core-region. Therefore, 

the shear stress tensor and hence the predictions of the mean ax- 

ial velocity and the turbulence statistics are affected notably by 

the deviation in viscosity estimates in the log-layer and the core- 

region. 

5.3. A criterion for the maximum shear rate needed in rheology 

characterisation 

Results presented in Section 5.1 and 5.2 show that high shear 

rate data is required in rheology characterisation in order to ob- 

tain good agreement between the results from experiments and 

DNS. It has also been shown that it is relevant in obtaining better 

agreement in the use of empirical correlations, in particular the 
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a b

c d

Fig. 7. Profiles of p( ̇ γ + | y + ) plotted as a function of ˙ γ + in (a) wall-region (b) buffer-layer (c) log-layer and (d) the core-region for the cases from Fig. 6 . Profiles of the 

probability distribution of different rheology and Re τ overlap each other in the wall-region and buffer-layer. In wall units, the profiles show rheology and Re τ dependence 

only in the log-layer and core-region. 

Wilson–Thomas correlation. However, the obvious question is yet 

to be answered, “How high is high enough?”. 

To provide some rigour in developing an answer to this ques- 

tion, instantaneous shear rate distributions in the turbulent flow 

DNS are analysed using conditional probability densities. This ap- 

proach identifies the range of shear rates in different parts of the 

flow volume. The conditional probability density function (pdf) 

p( ̇ γ + | y + ) is defined as the probability that the shear rate is equal 

to ˙ γ + given that the distance from the wall is given by y + . It is 

normalised such that ∫ R + 

y + =0 

∫ ∞ 

˙ γ =0 

p( ˙ γ + | y + ) d ˙ γ + dy + = 1 . (16) 

This definition then allows the marginal pdf to be written as a con- 

stant 

p(y + ) = 

∫ ∞ 

˙ γ =0 

p( ˙ γ + | y + ) d ˙ γ + = 1 /R 

+ (17) 

Thus the probability density is weighted by distance (not by area). 

This is not the only way to normalise the distribution, however 

it allows more direct comparison with channel flow results by re- 

moving the effect of the radial coordinate from the definition. 

The full conditional probability density function is calculated in 

the current simulations for rheology models III and IV in which 

Re τ ≈ 630 (results for model V , the Hallbom model, are almost in- 

distinguishable and are not shown). The pdf’s are compared with 

those from our unpublished DNS results of a Newtonian fluid at 

Re τ = 647 and a pseudo–plastic fluid modelled with the power–

law rheology model at Re τ = 1457 in Fig. 6 . The qualitative pic- 

ture is very similar for all cases. Decrease in the shear rate mag- 

nitude with distance from the wall can be seen clearly in the con- 

tour plots of p( ̇ γ + | y + ) . The distribution of shear rate is wider near 

the wall and much narrower (and at lower shear rate) towards 

the centre of the pipe where the probabilities are also significantly 

higher. Considering the near-wall shear rates in particular, a large 

region of non-negligible probability exists for shear rates ˙ γ + > 1 . 

This suggests that Shook’s criterion, (expressed here as ˙ γ + 
max = 1 ), 

underestimates the shear rates that bracket the relevant near-wall 

values, and is not high enough to capture around half of the range 

that is important. 

An alternative way of presenting the same information is to av- 

erage the conditional pdf’s over ranges of y + corresponding to the 

wall, buffer, log and core regions of the flow. This more clearly 

highlights similarities and differences between the cases. Aver- 

aged pdf’s are presented in Fig. 7 . In the wall region, profiles of 

p( ̇ γ + | y + ) collapse quite well onto the same profile for different 

rheologies and at two different Re τ . The same is observed in the 

buffer layer, although the profile is different to near-wall, with 

higher probability and a lower value at which the probability peak 

occurs. Moving away from the wall, the distributions begin to sep- 

arate in the log layer and become significantly different in the 

core. Most notable in the core is that the probability peak for 

the Newtonian fluid is at a higher shear rate than the two non- 

Newtonian fluids at similar Re τ . This behaviour is expected. Al- 

though the mean viscosities of the non-Newtonian cases match the 

Newtonian case at the wall, viscosites are higher in the core for 

shear-thinning fluids. Consequently shear rates will be lower. The 

profile for the higher Re τ power–law case is shifted to lower non- 

dimensional shear rate and demonstrates that shear rates in the 

core do not increase linearly with increasing mean wall shear (i.e. 

increasing Re τ ). 
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In the near-wall region the profiles of the probability distribu- 

tion in Fig. 7 a (i.e. p( ̇ γ + | y + < 10) ) spread as high as ˙ γ + ≈ 3 but 

the value of the probability for ˙ γ + > 2 is less than 0.1, indicating 

that the total flow volume with shear rates higher than this is very 

small. The condition ˙ γ + > 2 corresponds to ˙ γ > 50 0 0 s −1 for Re τ
≈ 630. The collapse of these probability profiles in the near-wall 

are suggestive of a universal near-wall shear rate distribution, al- 

though further simulation are required to confirm this collapse for 

a broader range of the rheologies (in particular with higher yield 

stress) and for other values of Re τ . Based on these observations we 

propose that the maximum shear rate ˙ γ + 
max in the rheology char- 

acterisation should be 2. This criterion can further be expressed 

in terms of shear stress using the constitutive equation of rheol- 

ogy model. For the Herschel–Bulkley model it is straight forward 

to show: 

τ/τw 

= τy /τw 

+ 

K 

ρU 

2(1 −n ) 
τ νn 

w 

( ˙ γ + ) n (18) 

With ˙ γ + 
max = 2 this equation can be rewritten to give τmax as 

τmax /τw 

= 2 

n − (2 

n − 1) τy /τw 

(19) 

For shear thinning Herschel–Bulkley fluids, Eq. 19 is a maxi- 

mum when n approaches one and the yield stress approaches zero, 

i.e. the maximum value it can take is 2. Hence, in terms of all shear 

thinning Herschel–Bulkley fluids, using rheology characterisation at 

shear stresses given by τmax = 2 τw 

will provide a margin of safety 

in the measurements. 

6. Conclusions 

This study shows that choosing an appropriate shear rate range 

in rheology characterisation is crucial in obtaining good turbu- 

lent flow predictions using DNS and influences in a positive way 

the results obtained from the Wilson–Thomas correlation. Standard 

methods of determining rheology model parameters such as using 

the laminar pipe flow curve or from low shear rate rheograms, can 

result in large error in turbulent flow predictions. Fundamentally, 

this study shows the familiar dangers associated with extrapolation 

of data. It serves as a reminder to practitioners that extrapolating 

rheology outside the range where it was measured can result in 

unreliable predictions using DNS or empirical correlation. 

Results obtained with three simple rheology models namely 

the power–law, Herschel–Bulkleyand the Hallbom models, which 

are commonly used in applications, show that if an appropriate 

range of shear rate is considered in the rheology characterisation, 

the model type has a little effect on turbulent flow predictions. 

This means that using a more complex rheology model or using a 

piece-wise fit to the rheology data to improve the accuracy of the 

model at lower shear rates will not have a significant effect on the 

turbulent flow predictions using DNS or the Wilson–Thomas cor- 

relation. The effect of errors introduced at low shear rates due to 

poor rheology measurements or poor fitting were found to be lim- 

ited to the mean viscosity predictions in the log-layer and core- 

region. They do not affect the profiles of the mean axial velocity 

or the turbulence statistics to any notable extent. 

In the near-wall region and the buffer-layer where shear 

rates are highest, the conditional probability distributions of non- 

dimensionalised, instantaneous shear rates are found to be essen- 

tially independent of rheology and Reynolds number. Based on this 

observation we propose that the maximum shear rate in rheology 

characterisation should be at least twice the mean wall shear rate. 

When expressed in terms of shear stress, Eq. 19 provides the same 

criteria, although using the simpler value of twice the mean wall 

shear stress will provide a margin of safety. 

The comparison between DNS and experiments presented in 

the current study is based entirely on bulk velocity because ve- 

locity profiles and turbulence statistics could not be measured in 

the current experimental facility. However, the previous compar- 

isons [14] to experimental mean flow profiles showed the DNS was 

able to predict the correct form (but not magnitude) of the profiles. 

When coupled to a demonstration of the correct integrated veloc- 

ity, demonstrated in this paper, the results collectively suggest the 

complete picture is likely to be correct. However, only consistent 

measurement will prove this conclusively. 

We note that Peixinho et al. [23] carried out pipe flow mea- 

surements in the turbulent regime using a 0.2 wt% Carbopol so- 

lution and measured the rheology at high shear rates. However, 

the Carbopol fluid used in their study was acknowledged to show 

viscoelastic effects at Reynolds numbers they considered i.e. the 

fluid showed a partial recovery when the applied shear stress is re- 

moved. Therefore, their experimental measurements could not be 

used in the current study for validation purposes as visco-elastic 

effects are likely to be influencing the measurements. 

As a final point, although we advocate the use of high shear 

rate rheology in rheological characterisation, in practice it could 

be very difficult to measure such rheology in fine particle mineral 

suspensions such as the mining and waste slurries that have mo- 

tivated this study. In these fluids centrifugal effects in most rheo- 

metric methodologies will tend to separate the solids-even for very 

small particles. Accurate rheology measurement of these fluids at 

high shear rates therefore remains an open problem. 
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5
The effect of yield stress and shear

thinning on turbulent pipe flow

The work presented in the previous chapter identified the cause of discrepancies

between DNS and experiments in earlier studies [83, 85] and thus gives confi-

dence in modelling turbulent flow of GN liquids using DNS. In this chapter, DNS

is used to study the effects of modifying flow index and yield stress on a turbulent

pipe flow. The generalised Reynolds number in the current study is approximately

10 000 which is higher than earlier DNS studies of GN liquids [83, 84] and there-

fore, presents a wider range of length and time scales in the flow. The findings of

power-law liquids reported in this chapter have been accepted for publication in

the Journal of Fluid Mechanics.

5.1 The effect of shear thinning

The effect of shear thinning (decreasing n) is studied via simulations of power-law

(PL) liquids with the flow index n ∈ [0.4, 1.2]. The friction Reynolds number is

fixed at Reτ = 323 by fixing the axial forcing g and the nominal wall viscosity νw

(see Eq. 2.11 and Eq 3.4). For this Reτ , the generalised Reynolds number ReG

slightly varies from 10 000 – 12 000 and the Metzner–Reed Reynolds number
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varies from approximately 4 000 to 15 000. The simulation parameters are given

in table 5.1 and the fluid viscosity for these cases is plotted against the shear

rate in figure 5.1. It can be seen that decreasing the flow index (shear thinning)

affects the viscosity at all shear rates except at the wall value (γ̇+ = 1) where a

fixed value is forced for all n.

Table 5.1 Simulation parameters for pipe flow at Reτ = 323 for different n. The
non-dimensional body force gR/u∗2 and the nominal wall viscosity νw/(u∗R) are
2 and 1/323 respectively.

n K/(ρu∗2−nRn) ReG ReMR

0.4 9.9080 × 10−2 11862 4291
0.6 3.1181 × 10−2 11189 5498
0.8 9.8128 × 10−3 10681 7401
1.0 3.0870 × 10−3 10322 10322
1.2 9.7179 × 10−4 10106 14784
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Fig. 5.1 Non-dimensionalised viscosity plotted as a function of non-dimensional
shear rate for different n (see table 5.1 for the values of rheology parameters)
plotted on (a) linear-log axes and (b) on log-log axes. In this and subsequent
figures, arrows labelled n indicate the direction of increasing flow index.

5.1.1 Observations of instantaneous flow

The effect of flow index n on instantaneous flow structures is shown in figures

5.2 and 5.3. Finer scale structures are observed with increasing n, which is seen

clearly in the contours of axial velocity and viscosity plotted on a pipe cross

section in figure 5.2 and in the near wall streaks shown in figure 5.3 (a) and (f).
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The finer scales also correspond to higher frequency motions, although later it

will be seen that they are also associated with lower turbulent kinetic energy.

The longer, wider low-speed streaks seen in figure 5.3 for lower n are associated

with reduced wall normal turbulence intensities by shear thinning which will be

discussed in section 5.1.2. There are qualitative correlations evident between

the surface contours on adjacent surfaces indicating the radial extent of these

structures demonstrating the imprint of the outer flow on near wall fluctuations

[56].

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 5.2 Top row: contours of instantaneous axial velocity normalised by the bulk
velocity Ub (0 is black, 1.4 is white). Bottom row: contours of instantaneous
viscosity normalised by the maximum viscosity (0.1 is black, 1.0 is light grey).
From left to right, flow indices are (a,e) n = 0.6 (b,f) n = 0.8, (c,g) n = 1.0 and
(d,h) n = 1.2. Velocity and viscosity contours are plotted for the same time instant
for each n.

The information presented in figure 5.3 can be quantified using the

velocity integral length scale which is a measure of the characteristic correlation

distance between velocity fluctuations at two points in the flow field. Here,

the streamwise velocity integral length scale, lz, is calculated by integrating the

two point autocorrelation function (Eq. 3.11) to the point where it first crosses

zero. As expected from the qualitative information in figure 5.3, lz increases

with decreasing n at all y+ (figures 5.4 a, b). At y+ = 10 it decreases from

approximately 60 for n = 1 to around 100 for n = 0.6. This suggests that axial

velocity fluctuations are correlated for a longer distance for lower n. For all flow
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(a) (f)

(b) (g)

(c) (h)

(d) (i)

(e) (j)

Fig. 5.3 Contours of instantaneous axial velocity fluctuations normalised by the
local mean axial velocity at y+ = 10, 30, 45, 70, 100 (from top to bottom) for (a-e)
Newtonian and (f -j) n = 0.6 plotted on surfaces of constant y+. White represents
positive fluctuation and black negative. Contours have been stretched azimuthally
to maintain the same vertical extent.
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Fig. 5.4 (a,b) Streamwise integral length scales (c) azimuthal integral length
scale plotted as functions of y+.

indices, the maximum lz occurs at y+ ≈ 10 with the exact location slightly shifting
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away from the wall with decreasing n (figure 5.4 b). Azimuthal length scales near

the pipe wall follow a similar trend with n (figure 5.4 c).

5.1.2 Mean flow and turbulence statistics

Mean axial velocity and viscosity

The mean axial velocity (U+
z ) profiles of different n show little variation when

plotted in outer variables (not shown) and the differences are seen when they

are plotted in wall coordinates (figure 5.5 a). For ease of discussion, the flow

domain is nominally divided into four regions – the viscous sublayer (y+ < 5),

buffer layer (5 < y+ < 30), log layer (30 < y+ < 200) and core region (y+ > 200).

Although this flow domain subdivision is common for Newtonian liquids [78], it

will be seen later that the delineation is not as obvious for GN liquids.

In Newtonian liquids, it is well known that the mean axial velocity

profile in the viscous sublayer follows U+
z = y+ which is the near-wall form of the

law of the wall [78]. A similar viscous sublayer was anticipated in the analyses

of Dodge and Metzner [35] and Clapp [27] for PL liquids. A viscous sublayer

appears in the mean axial velocity profiles for n ̸= 1 in figure 5.5 a, however, a

close examination shows that the profiles for different n deviate slightly from the

Newtonian case. This is more clearly seen in figure 5.5 (b) where the difference

(∆U+
z ) between U+

z of the PL and Newtonian liquids is plotted against y+. For

all y+, the ∆U+
z profiles for shear thinning GN liquids lie above the Newtonian

profile (and vice versa for shear-thickening). In all subsequent discussion, when a

trend is described as occurring with shear thinning (n < 1), it should be taken

as read that the opposite trend occurs with shear thickening (n > 1) unless

otherwise explicitly mentioned.

Although the effect of flow index is seen at all y+, ∆U+
z profiles deviate

significantly only beyond y+ ≈ 10. The maximum ∆U+
z occurs somewhere in the

log layer with the exact location depending on the value of n. Note that the area

integral of ∆U+
z at a cross section represents the excess bulk flow rate. Higher

values of ∆U+
z indicate higher bulk flow (hence higher Ub) for lower n indicating

drag reduction as also reported in previous studies [35, 83, 84].
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Fig. 5.5 Profiles of (a) mean axial velocity U+
z , and (b) difference between U+

z

for a non-Newtonian and Newtonian fluid plotted against y+.
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Fig. 5.6 Profiles of the normalised mean viscosity ν+ = ν̄/νw, plotted as a function
of y+. Detail in the viscous sublayer is shown in the inset figure.

Profiles of the normalised mean viscosity, ν+ = ν̄/νw, show only minor

dependence on n for y+ < 10 with values slightly higher for lower n (figure 5.6).

At y+ = 10, the mean viscosity ν̄ is 25% higher than the nominal wall viscosity

νw for n = 0.6 and 10% lower for n = 1.2. As viscosity of a shear-thinning

fluid increases with decreasing shear rate, we expect the mean viscosity ν+, to

increase monotonically towards the centre of the pipe for a shear-thinning fluid

as observed. For all n ̸= 1, mean viscosity profiles deviate rapidly from the wall

value beyond y+ = 10. The profiles of ν+ appear to display a log like region over

the range 20 ≲ y+ ≲ 200, although the reasons for this are not yet understood.
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Mean shear stress budget

Noting that the mean shear stress is zero at the pipe centre and reaches a

maximum τw at the wall, integration of the Reynolds-averaged Navier–Stokes

equation, Eq. 3.6, leads to the following expression for the (r, z) component of

the mean non-dimensional shear stress:

τ+
rz = τ v+

rz + τR+

rz + τ fv+

rz = r

R
=
1 − y+

R+

. (5.1)

In a fully developed pipe flow, only the (r, z) component of the mean shear stress

component remains, therefore, subscript rz is dropped in the following discussion

for clarity.

The effect of flow index n on the mean shear stress budget is shown in

figure 5.7 where similar profiles of τ v+ and τR+ are seen for all n. As required,

the profile of the total mean shear stress is the same for all n and is a straight line

in linear coordinates with a maximum at the wall and zero at the pipe centre.
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Fig. 5.7 Profiles of the (r, z) component of the mean viscous stress τ v+ , Reynolds
shear stress τR+, and the turbulent viscous stress τ fv+, plotted for different n.
The profile of the total mean stress τ+ is linear and the same for all n and is given
by Eq. 5.1.

The mean viscous stress, τ v+ , is maximum at the wall and remains nearly

constant until y+ ≈ 3 and then decreases towards the centre of the pipe. For
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shear-thinning liquids, τ v+ is higher than the Newtonian fluid across the entire

radius. For the Newtonian fluid, the mean viscous stress τ v drops to 5% of the

nominal shear stress τw by y+ = 50, however, for n = 0.6 it is still ≈ 15% of

τw at y+ = 50. It does not drop to 5% of τw until y+ ≈ 200, which indicates a

significant thickening of the region over which the viscous stress plays a role as

first suggested by Wilson and Thomas [103]. Note that τ v+ = 2ν+S+
rz, thus the

increase could be a result of either increased ν+ (see figure 5.6) or increased

S+
rz = (∂U+

z /∂y+)/2 (see figure 5.8). From these figures, the increase in τ v+ in

the viscous sub-layer is seen to be due to small increases in both ν+ and S+
rz.

Beyond y+ > 10, the increase in τ v+ with decreasing n is primarily due to an

increase in ν+.
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/
∂
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+ n

Fig. 5.8 Profiles of the mean velocity gradient plotted as a function of y+ for
different n.

Outside the viscous sublayer, the increase in τ v+ with shear thinning

is compensated for primarily by a decrease in the Reynolds shear stress τR+.

For the Newtonian fluid, the maximum value of the Reynolds shear stress τR

is approximately 80% of τw which occurs at y+ ≈ 40. In contrast, for n = 0.6,

the maximum τR is approximately 70% of τw with the location of maximum τR

moving away from the wall, y+ ≈ 50. These results are discussed further in

section 5.1.2.

Since the Reynolds shear stress is almost zero in the viscous sublayer,

higher mean viscous stress, τ v+ , here with shear thinning is compensated for by a

decrease in the turbulent viscous stress τ fv+. Because τ fv+ = 0 for a Newtonian
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fluid, this results in increasingly negative values for n < 1 as seen in figure 5.7.

However, the contribution of τ fv to the mean shear stress budget is overall small

(approximately 5% of τw at the wall for n = 0.6).

Overall, the effect of increased shear thinning (decreasing n) on the

mean shear stress budget is to increase the mean viscous stress and decrease

the Reynolds stress. The turbulent viscous stress which is zero for a Newtonian

fluid becomes more negative with shear thinning but is small compared to other

components. It must be noted that the turbulent viscous stress is determined using

the fluctuations in viscosity and shear rate, however, it can also be determined

as a deficit in the time-averaged shear stress i.e. τ fv+ = r/R − τ v+ − τR+ (see

Eq. 5.1) from the measurements of the turbulent viscous stress and the Reynolds

stress as done by Ptasinski et al. [79, 80] for viscoelastic liquids.

Mean axial velocity gradient and a new scaling for wall coordinates

A higher mean axial velocity in the viscous sublayer was observed for a more

shear-thinning fluid in figure 5.5. This can be explained by considering the mean

viscosity and the turbulent viscous stress. Using τ v+ = ν+(∂U+
z /∂y+), Eq. 5.1 can

be rearranged to write the mean axial velocity gradient as:

∂U+
z

∂y+ = 1
ν+

1 − y+

R+ − τR+

rz − τ fv+

rz

. (5.2)

In the viscous sublayer, the Reynolds shear stress τR+ is almost zero and y+/R+ ≈

0. Thus using (5.2), ∂U+
z /∂y+ in the viscous sublayer can be approximated as

∂U+
z

∂y+ ≈ 1
ν+

1 − τ fv+

rz

. (5.3)

For a Newtonian fluid τ fv+ = 0, and hence Eq. 5.3 gives ∂U+
z /∂y+ = 1 which

reduces to the classical near wall form of the law of wall U+
z = y+. However,

τ fv+ is negative for a shear-thinning fluid and its magnitude increases with shear

thinning. Although the mean viscosity, ν+, also increases slightly with shear

thinning (see figure 5.6), it does not compensate for the effect of τ fv+ in Eq. 5.3
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and thus, an increase in ∂U+
z /∂y+ with decreasing n is expected. Indeed from

Eq. 5.2, the effect of negative τ fv+ is to increase ∂U+
z /∂y+ at all y+, however, its

influence diminishes with increasing y+.

In order to collapse the mean axial velocity profiles in the viscous

sublayer for different n, velocity and viscosity scales should include the turbulent

viscous stress and the mean wall viscosity ν̄w which is different from the nominal

wall viscosity νw (figure 5.6). In order to define the new velocity and viscosity

scales to give such collapse, the mean shear stress equation, Eq. 3.7, is used here

at the wall in the (r, z) direction which gives

ρν̄w∂Uz/∂y = τw − τ fv. (5.4)

Here, τ v = ρν̄w∂Uz/∂y is used. If Eq. 5.4 is non-dimensionalised using a velocity

scale u# = ((τw − τ fv)/ρ)1/2 and a viscosity scale ν̄w, U⊕
z = y⊕ (a superscript

⊕ is used for the non-dimensionalisation using the new scales) is immediately

recovered. These new velocity and viscosity scales are used for normalisation in

figures 5.9 and 5.10. As expected profiles of the mean axial velocity gradient and

therefore, the mean axial velocity collapse for different n in the viscous sublayer.

Note that using the effective mean wall viscosity ν̄w only is not enough to give

such collapse of the mean axial velocity as seen in figure 5.9 (b). This is also

expected from Eq. 5.4.
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Fig. 5.9 Profiles of the mean axial velocity gradient for different n where the non-
dimensionalistion used (a) u# for the velocity scale and the mean wall viscosity
ν̄w for the viscosity scale (b) u∗ for the velocity scale and the mean wall viscosity
ν̄w for the viscosity scale.
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Fig. 5.10 Mean axial velocity profiles plotted for different n using u# for the
velocity scale and ν̄w for the viscosity scale in non-dimensionalisation.

A mitigating factor against using these new scales is that they are less

practical. Neither u# or ν̄w can be determined a priori in experiment or simulation.

The mean shear rate and axial velocity gradient required at the wall are difficult

to measure accurately in experiment. Although the new scaling collapses near

wall profiles of the mean axial velocity, its gradient and the mean viscous stress,

profiles of other mean flow variables and correlations do not collapse for different

n in the viscous sublayer (not shown). Finally, profiles of the total mean shear

stress for different n no longer lie on top of each other because the shear stress

scale ρu#2 varies with n (figure 5.11). Thus in the process of recovering one

fundamental Newtonian relation, another fundamental relation is lost. As a

consequence of these facts u∗ and νw as mentioned in section 3.4 are used in the

non-dimensionalisation.

Turbulence intensities

The results presented in section 5.1.2 show that the mean axial velocity U+
z , and

the mean viscosity ν+, are only weakly dependent on n in the viscous sublayer.

However, this is not the case for the axial turbulence intensity, u′+
z , as shown in

figure 5.12 (a). Here u′+
z increases with decreasing n at all y+ and its peak moves

further from the wall. For n = 0.6, the increase in the viscous sublayer is of order

25%.
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Fig. 5.11 Profiles of the viscous stresses, τ v and τ fv, plotted for different n using
u# for the velocity scale and ν̄w for the viscosity scale in non-dimensionalisation.

Unlike u′+
z which showed a flow-index-dependence for all y+, the radial

and the azimuthal turbulence intensities (ur
′+, uθ

′+) show dependence on n

mainly outside the viscous sublayer, where they decrease with decreasing n

(figures 5.12 b,c). The location where ur
′+, u′+

θ profiles deviate significantly from

each other coincides with the location where the mean viscosity ν+ also deviates

from the Newtonian value. This suggests that ur
′+, uθ

′+ strongly depend on the

mean fluid viscosity and that higher viscosity for lower n damps the velocity

fluctuations normal to the mean flow direction. Note that the turbulence intensity

profiles plotted in outer units (normalised by the bulk velocity Ub) also show

similar trends (figures 5.12 d-f). Both of these trends have been noted previously

[40, 83, 84] and have been suggested as being due to decreased energy transfer

from axial velocity fluctuations to transverse velocity fluctuations via pressure

fluctuations [40]. However, this has not been demonstrated to date.

For a power-law fluid, root mean square (rms) viscosity fluctuations

ν ′+ = ν ′
rms/νw are non-zero at all y+ and increase with shear thinning (figure

5.13 a). Similar to the mean viscosity, ν ′+ remains uniform in the viscous sublayer

and increases with y+ outside the viscous sublayer. Except for n = 0.6 and

presumably n < 0.6, however, the increase in ν ′+ with y+ is small. Profiles of ν ′+

normalised by the local mean viscosity show that ν ′+/ν+ increases only up to

a certain y+ (the value of which increases with shear thinning) and then starts

decreasing (figure 5.13 b). Higher ν ′+ suggests higher instantaneous viscosities

72



(a)

1 10 100
0

1

2

3

y+

u
′+ z n

(d)

0 0.5 1
0

0.1

0.2

y/R

u
′ z
/
U
b

(b)

1 10 100
0

0.4

0.8

1.2

y+

u
′+ r

n (e)

0 0.5 1
0

0.05

0.1

y/R

u
′ r
/
U
b

(c)

1 10 100
0

0.5

1

1.5

y+

u
′+ θ

n (f)

0 0.5 1
0

0.05

0.1

y/R

u
′ θ
/
U
b

Fig. 5.12 Profiles of turbulence intensities plotted in wall units (a-c) and in outer
units (d-f) for different flow indices n.
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Fig. 5.13 Profiles of rms viscosity fluctuations normalised by (a) the mean wall
viscosity νw and (b) mean viscosity, ν̄(y+) plotted for different n.

for a more shear-thinning fluid, which is also seen by comparing figure 5.2 (e)

and (f).
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Quadrant analysis of Reynolds stresses

The quadrant analysis of Reynolds stress as proposed by Wallace et al. [98] is

considered here to show the effect of shear thinning in different Reynolds stress

quadrants. The instantaneous wall normal velocity fluctuations are defined as

ṽ′
r = −v′

r where v′
r has a different sign here from Wallace et al. because of the

coordinate system employed. The analysis classifies the v′
zṽ′

r signal into four

different categories: Q1(+v′
z, +ṽ′

r), Q2(−v′
z, +ṽ′

r), Q3(−v′
z, −ṽ′

r) and Q4(+v′
z,

−ṽ′
r). These quadrants are associated with different physical events. For channel

flows of Newtonian liquids, it has been found that most of the Reynolds stress

production is associated with the ejection (Q2) and sweep (Q4) of low-speed

fluid near the wall. Consequently they are also termed the ejection and sweep

quadrants (see Wallace [97]).

Figure 5.14 compares the joint probability distribution P (−v′
r/u∗, v′

z/u∗)

for n = 1.0 and n = 0.6 for values of y+=10, 30, 70 and 100. In the near wall

region, the major axis of P (−v′
r, v′

z) is less inclined in the direction of Q2–Q4 for

n = 0.6 (figure 5.14 e) compared to the Newtonian fluid (figure 5.14 a), which

suggests that shear-thinning rheology suppresses the contribution of ejection and

sweep events to Reynolds stress generation. Compared to a Newtonian fluid, a

narrower spread of the marginal probability distribution P (−v′
r) for n = 0.6 in

the near wall region (seen clearly for y+ = 10 and 30) suggest that with shear

thinning, axial velocity fluctuations become larger than wall normal fluctuations

(as known from figure 5.12). Therefore, there is a less momentum exchange via

the Reynolds shear stress in the wall normal direction.

Summary of the mean flow and turbulence intensity results

The key results in this section are that the effect of shear thinning is to increase

the mean axial velocity, mean viscosity and axial turbulence intensity but, to

decrease the radial and azimuthal turbulence intensities. The mean viscous stress

is increased slightly in the very near wall region and quite significantly in the

buffer layer, and the distance from the wall where it drops to order 5% of the
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Fig. 5.14 Joint and marginal probability distributions of the axial and wall
normal velocity fluctuations (v′

z and −v′
r) plotted at y+ = 10, 30, 70, 100 (from top

to bottom) for (a-d) Newtonian and (e-h) n = 0.6.

total stress is significantly increased. With shear thinning, the Reynolds stress

decreases across the pipe and the new term in the mean shear stress balance, the

turbulent viscous stress, is always negative, offsetting the increased mean viscous

stress very near the wall. This results in an increase in the mean axial velocity

gradient and the bulk velocity (hence, the flow rate) with shear thinning.

5.1.3 Energy budgets

Non-uniform viscosity and viscosity fluctuations modify the mean flow kinetic

energy (MFKE) and turbulent kinetic energy (TKE) budget equations for a non-

Newtonian fluid as shown in section 3.3. Here, the effects of modifying flow

index on these energy budget equations are discussed.
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Mean flow kinetic energy budget

To set the scene for subsequent discussion, the MFKE budget for a Newtonian

fluid is described first and the profiles of different terms (see Eq. 3.8) are plotted

in figure 5.15. Because the mean axial pressure gradient dP/dz, is independent

of r, profiles of the mean flow energy production, W +
dp/dz, follow a similar trend

as seen for U+
z in figure 5.5 (a) and W +

dp/dz increases towards the wall (seen more

clearly in figure 5.16 a). Very near the wall (y+ < 3), the MFKE budget is purely

a balance between the two viscous terms, Dm+ and ϵm+, because the Reynolds

shear stress, τR+, is almost zero here, as do the two terms that contain it (i.e.

the Reynolds stress transport, T m+ , and the turbulent kinetic energy production,

−P+).

Over the range 3 < y+ < 60, there is a more complex balance between

the Newtonian transport and dissipation terms, T m+, Dm+, ϵm+ and −P+. For

y+ > 3, both T m+ and −P+ grow in magnitude with T m+ adding energy in this

region and −P+ dissipating it , with both terms reaching a maximum at y+ ≈ 10.

The mean viscous transport, Dm+, is a sink for y+ > 8 and source for y+ < 8,

which means that it transports energy to the viscous sublayer because its volume

integral is zero. The turbulent kinetic energy production, −P+, is significant

only for 3 ≲ y+ ≲ 40 and it reaches a maximum approximately at the same

location where Dm+ and ϵm+ cross each other as also noted in Thais et al. [94]

for viscoelastic liquids.

The Reynolds stress transport, T m+, acts as a source up to y+ ≈ 40

where it changes sign due to the change in the slope of the Reynolds shear

stress (see figure 5.7). It then acts as a sink, which shows that the Reynolds

shear stress transports energy from y+ > 40 towards the wall. For y+ > 60, the

MFKE budget is mainly a balance between T m+ and W +
dP/dz because the turbulent

energy transfer term, −P+, is very small and approaches zero at the pipe centre.

The effect of changing the flow index on individual mean flow energy

budget terms is shown in figures 5.15 and 5.16. First the effect of shear thinning

on those terms that also appear for a Newtonian fluid are discussed before

examining the modifications resulting to the non-Newtonian terms. As mentioned
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Fig. 5.15 Profiles of the mean flow kinetic energy terms from Eq. 3.8 plotted in
wall coordinates for a Newtonian fluid (top) and n = 0.6 (bottom). Vertical grey
lines show the location where Dm+, −P+ and ϵm+ intersect.

earlier also, when a trend is described as occurring with shear thinning, it should

be taken as reading that the opposite trend occurs with shear thickening.

As already noted in section 5.1.2, the mean axial velocity profile for a

shear-thinning fluid lies above the Newtonian profile and consequently, the mean

flow energy production, W +
dP/dz, must increase with shear thinning as seen in

figure 5.16(a). However, with the exception of W +
dP/dz, most terms show little

variation with n beyond y+ ≈ 60 although there are sufficient differences to

balance the increased production. The radial location where the two viscous

terms, Dm+ and ϵm+ , cross each other is also shifted by shear thinning as observed

in figure 5.15.

The mean axial velocity gradient, ∂U+
z /∂y+, and hence the mean viscous

stress, τ v+, increases with shear thinning (figure 5.7), therefore, more negative

ϵv+
m is observed with shear thinning in figure 5.16(d). Since the gradient of τ v+ is

also less negative for a more shear-thinning fluid further from the wall, higher

values of Dm+ result until y+ ≈ 15 − 20 where this term becomes slightly less

negative for a more shear-thinning fluid (figure 5.16 c). Similarly, lower Reynolds

stress with decreasing n (figure 5.7) results in less negative turbulent energy
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Fig. 5.16 Profiles of the mean flow kinetic energy energy budget terms from
(Eq. 3.8) plotted for different flow indices n in wall variables. Note that the
vertical scale changes in each plot.
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transfer, −P+, (figure 5.16 e) and lower values of the Reynolds stress transport,

T m+ , up to approx y+ ≈ 20 at which point the latter term becomes a little higher

with shear thinning (figure 5.16 b). As discussed in section 3.3.2, −P+ appears

with opposite sign in the turbulent kinetic energy budget as a production term.

Thus the decrease in magnitude of −P+ observed here with shear thinning means

there is a less energy transferred via this mechanism into turbulence for lower n.

The combination of higher MFKE production, W +
dP/dz, and less energy transfer to

turbulence via −P+ suggests that there will be higher dissipation by the mean

viscous stress (ϵm+) in case of lower n — this may be observed in figure 5.16 (d).

The two non-Newtonian terms, Υm+
nn and χ+

nn, vary most significantly

with n for y+ < 60, similarly to the Newtonian transport and dissipation terms.

However, their magnitude is approximately one order less than the Dm+ and ϵm+

and they play a smaller role in the MFKE balance. The non-Newtonian dissipation,

χ+
nn, is negatively related to τ fv+ which was seen to be negative for shear-thinning

liquids (figure 5.7). Thus χ+
nn is expected to be positive for shear-thinning liquids

(as seen in figure 5.16 f) and this reduces dissipation. However, the sum of ϵm+

and χ+
nn (figure 5.17 a) shows that the net effect of these two viscous dissipation

terms only slightly increases the magnitude of total dissipation in the very near

wall and buffer layer. The non-Newtonian transport term, Υm+
nn , changes sign in

y+ ≈ 15 − 20 (depending on n) and for shear thinning acts as a sink of the mean

flow energy for y+ ≲ 15 and a source further away from the wall. Overall, except

in a narrow region near y+ ≈ 10, the non-Newtonian terms act as a source for

shear-thinning liquids and as a sink for the shear-thickening fluid (n = 1.2) in

the MFKE budget at all y+ (figure 5.16 h).

In summary, the mean flow energy production increases with shear

thinning outside the buffer layer. For all other terms, the overall effect of shear

thinning is to modify the MFKE budget terms most significantly in the near wall

region y+ ≲ 60. The total viscous dissipation is increased with shear thinning but

the turbulent energy transfer (which peaks at y+ ≈ 10) becomes less negative.

The magnitude of the total viscous transport is also increased with shear thinning.

The turbulent transport which is the mean flow energy transfer via the Reynolds

stress and also peaks at y+ ≈ 10, decreases with shear thinning. The non-
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Fig. 5.17 Profiles of the sum of Newtonian and non-Newtonian (a) viscous
transport and dissipation terms (b) total transport and dissipation in (3.8) plotted
for different flow indices n.

Newtonian terms largely act as a source in the MFKE budget for shear-thinning

liquids. In the total transport and dissipation profiles the shear-thinning effect

almost disappears in 4 ≲ y+ ≲ 10 (figure 5.17 b).

Turbulent kinetic energy budget

The effect of modifying flow index n on the individual TKE budget terms (Eq. 3.9)

is shown in figure 5.18. Turbulent kinetic energy production, P+, decreases

with shear thinning over 3 < y+ < 20 with the peak shifting slightly away from

the wall (figure 5.18 a). Turbulent kinetic energy production is the product

−u′
iu

′
jSij and for a pipe flow, only the Srz component survives, which gives P+ =

τR+(∂U+
z /∂y+)/2. Since S+

rz is little affected by shear thinning for 3 < y+ < 20

(figure 5.8), the observed decrease in P+ with shear thinning is primarily due to

the decrease in Reynolds stress (figure 5.7).

As n decreases, turbulent dissipation, ϵ+ = 2ν+s′
ijs

′
ij

+
, increases in

magnitude for all y+, although most noticeably for y+ < 5 and then less so

over 20 < y+ < 100 (figure 5.18 a). The increase over 20 < y+ < 100 is due

to the increase in the mean viscosity with shear thinning (figure 5.6) because

s′
ijs

′
ij

+
decreases here for all n (figure 5.19 a). However, the increase in ϵ+ with

decreasing n close to the wall is due to increased strain rate fluctuations s′
ijs

′
ij with

decreasing n as the mean viscosity is only weakly dependant on n (figure 5.6).
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Fig. 5.18 Profiles of the turbulent kinetic energy budget terms (see Eq. 3.9)
plotted for different flow indices n in wall variables. Note that the vertical scale
changes in each plot.

Profiles of the three Newtonian transport terms, D+, T + and Π+, are

shown in figures 5.18(a-c). The mean viscous transport, D+, is the largest in

magnitude and shows flow-index-dependence mostly in the viscous sublayer

where it increases with shear thinning (figure 5.18 a), partly countering the more

negative dissipation for lower n. Recalling that i) D is the gradient of 2ν+s′+
ij u′+

i

(see Eq. 3.9) ii) that only the radial derivative survives and iii) that the mean

viscosity, ν+, is almost constant in the viscous sublayer (figure 5.6), it can be
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concluded that larger D+ for smaller n is due to more rapid increase with radius

in s′
riu

′
i

+
in the viscous sublayer with shear thinning.

The main effect of decreasing n on the turbulent velocity transport, T +,

is flattening and broadening of the profile in 8 < y+ < 50 (figure 5.18 b). The

contribution of the pressure related transport, Π+, is small compared to the other

transport terms (figure 5.18 c) and although its magnitude is reduced in the

viscous sublayer and buffer layer with shear thinning, this has a little effect on

the total turbulent energy transport.

Overall, the effect of reducing flow index on the Newtonian terms in TKE

budget is to elevate the mean viscous transport, D+ and turbulent dissipation,

ϵ+, close to the wall (y+ < 3), and to decrease turbulent production, P+, near

y+ = 10.

The non-Newtonian transport terms, the mean shear turbulent viscous

transport, ξ+
nn, and the turbulent viscous transport, D+

nn, are significant only

for y+ ≲ 40 and the magnitude of both increases with shear thinning (figures

5.18 d and e). The contribution of ξ+
nn to the turbulent kinetic energy budget

at the wall is significant where it is approximately 25% of the total Newtonian

transport (T + + Π+ + D+) for n = 0.6 and approximately 13% for n = 0.8. ξ+
nn

acts opposite to the Newtonian viscous transport, D+ for 0 ≲ y+ ≲ 30. Since

D+ is due to the mean viscous stress τ v+ and ξ+
nn is due to the turbulent viscous

stress τ fv+ , this opposition is expected from the opposite signs of the two viscous

stresses (see figure 5.7). The contribution of D+
nn to the turbulent kinetic energy

budget is small (less than 10% of the Newtonian transport T + + Π+ + D+ for

n = 0.8). The sum of all transport terms (T + + Π+ + D+ + D+
nn + ξ+

nn) is shown

in figure 5.19 b where it is seen that the effect of shear thinning is to reduce the

transport by the Newtonian terms for 0 ≲ y+ ≲ 20 and to increase it marginally

over 20 ≲ y+ ≲ 70.

The other two non-Newtonian terms, the mean shear turbulent viscous

dissipation, χ+
nn, and the turbulent viscous dissipation, ϵ+

nn, are positive for shear-

thinning liquids (figures 5.18 f, g). As previously mentioned, they are identified as

dissipation terms that act to reduce the mean flow dissipation ϵ+ over the entire
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pipe radius, but particularly for y+ < 40. For n = 0.6, they reduce the dissipation

in the viscous sublayer close to the wall by approximately 40%. Their net effect is

most clearly seen in figure 5.19 (a) where the total dissipation is seen to reduce

with shear thinning for y+ ≲ 30 with the reduction balancing the reduction in net

transport for y+ < 5 and partially balancing the reduction in production observed

around y+ ≈ 10.

In the very near wall region, ξ+
nn and χ+

nn almost cancel each other, as do

D+
nn and ϵ+

nn, resulting in no net effect of the non-Newtonian TKE budget terms

at the wall. The net effect of these terms increases through the viscous sublayer

reaching a maximum near y+ ≈ 7 before slowly decreasing again out to y+ > 100

(figure 5.18 h). They thus provide an additional source of energy in the TKE

budget for shear-thinning liquids.

A summary of the effects of flow index modification is shown in figure

5.19 (b) where the total turbulent production, transport and dissipation are

compared for different n. They show flow-index-dependence only for y+ ≲ 70

and shear thinning is seen to reduce the magnitude of each, albeit over different

ranges of y+.
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Fig. 5.19 Profiles of (a) s′
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(b) turbulent kinetic energy production (P+), total

dissipation (ϵk+ = ϵ+ +χ+
nn +ϵ+

nn) and transport (T k+ = T + +Π+ +D+ +D+
nn +ξ+

nn)
plotted for in wall units for different n.

Shear thinning widens the production region (where production exceeds

the total dissipation) by increasing its upper bound (figure 5.20) whereas the

lower bound remains fixed at y+ ≈ 6. In this region, the total transport becomes

negative and thus carries the excess energy (P+ − ϵk+) away from the production
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region. The ratio of the TKE production to total dissipation (P+/ϵk+) is higher for

15 ≲ y+ ≲ 60 but lower for 6 ≲ y+ ≲ 15 and beyond y+ ≈ 60 with shear thinning.

Profiles of the TKE production, total dissipation and transport integrated

over the pipe cross section from wall to y+ show that shear thinning globally

reduces the overall turbulent kinetic energy production and hence the total

dissipation (figure 5.21). Beyond y+ = 150, profiles of the integrated production

and total dissipation for all n are almost flat showing that most of the turbulent

kinetic energy production and dissipation occurs for y+ < 150. Profiles of the
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integrated total turbulent transport there (also negative of the extra energy

available for turbulence i.e. −(P+−ϵk+)) show that there is more energy available

(T k+ is more negative for y+ ≳ 25) for turbulence for a more shear-thinning fluid.

This suggests that shear thinning decreases dissipation more than it decreases

the production.

Using the results of P+/ϵk+ shown in figure 5.20, the TKE profiles for

different n can be explained. For y+ < 15, there is a narrow region (y+ ≈ 6 − 15)

where P+/ϵk+ is clearly lower for a more shear-thinning fluid and therefore, the

turbulent kinetic energy profiles slowly converge to a single curve towards the

wall. The turbulent kinetic energy k+ peaks at y+ ≈ 15 which is slightly higher

than the location where P+/ϵk+ attains a maximum and approximately the same

location where P+/ϵk+ profiles for different n cross each other. Over the region

15 ≲ y+ ≲ 60, higher TKE production than dissipation results in higher k+ in the

case of more shear-thinning liquids. A part of this higher k+ is transported away

from the wall and part towards the wall. For y+ > 60, there is more dissipation

for lower n which dissipates the extra energy and the k+ profiles of different n

collapse on top of each other for y+ ≳ 90.

Summary of the energy budget

Results of the MFKE budget show that except the MFKE production, all other

terms show flow-index-dependence only near the wall for y+ ≲ 60. Shear thinning

increases the MFKE production and hence dissipation. The non-Newtonian terms

are a source in the MFKE budget for a shear-thinning fluid and sink for the

shear-thickening. Similar to the MFKE budget terms, TKE budget terms are also

dependent on n only near the wall. Shear thinning decreases the turbulence

production in the buffer layer whereas it increases the turbulent transport and

the Newtonian dissipation primarily in the viscous sublayer. The non-Newtonian

terms act as a local source in the TKE budget. The non-Newtonian dissipation

terms in both MFKE and TKE are positive for a shear-thinning fluid and therefore

decrease the total viscous dissipation.
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5.1.4 Summary

The results presented in this section show that the flow structures becomes

wider and the low speed streaks run longer in the flow of a more shear-thinning

fluid. The mean axial velocity profiles of a power-law fluid do not strictly follow

U+
z = y+ in the viscous sublayer and the mean velocity gradient increases with

shear thinning. Mean axial velocity profiles at different n show large deviation in

the log layer and lie above the Newtonian profile for shear-thinning liquids. The

mean viscosity increases with shear thinning with the effect being most noticeable

only outside the viscous sublayer. Turbulence intensities when expressed in wall

units are found to increase in the axial direction but decrease in the radial and

the azimuthal direction with shear thinning.

The Reynolds shear stress is also found to decrease with decreasing

n. The turbulent viscous stress is negative for a shear-thinning fluid and its

magnitude of the turbulent viscous stress is maximum at the wall. Due to

increased viscosity and mean shear rate, the mean viscous stress increases with

shear thinning. Except for the mean flow energy production, the effect of shear

thinning is seen in the mean flow and the turbulent energy budgets mostly for

y+ < 60. The new terms introduced in the turbulent kinetic energy budget due

to the non-Newtonian rheology are found to add a source for a shear-thinning

fluid and sink for a shear-thickening fluid.

5.2 The effect of yield stress

Apart from decreasing flow index, a fluid can also give lower viscosity at higher

shear rates if it has a yield stress τy. Both shear thinning and yield stress also

have a similar effect on a laminar pipe flow (see section 2.2.1). Here, the effect

of τy is studied on a turbulent pipe flow at Reτ = 323 via simulations with the

Bingham rheology model. The yield stress is varied from 0 to 20% of the nominal

wall shear stress τw. The simulations parameters are given in table 5.2 and the

fluid viscosity is plotted in figure 5.22. It can be seen that modifying τy modifies

the fluid viscosity ν, for all shear rates except at the wall γ̇+ = 1 where a fixed
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mean wall viscosity is forced. Compared to shear thinning (figure 5.1), the effect

of modifying τy is smaller for shear rates larger than the wall value, γ̇+ > 1.

Table 5.2 Simulation parameters for pipe flow of different n and τy at Reτ = 323.
Non-dimensional body force gR/u∗2, the nominal wall viscosity νw/(u∗Rh)/ are
fixed at 323, 2 and 1/323 respectively.

Identifier n K/(ρu∗2−nRn) τ+
y (%) ReG ReMR

Bi5
1.0

2.9399 × 10−3 5 10463
-Bi10 1.3927 × 10−3 10 10635

Bi20 1.2379 × 10−3 20 11103

HB10 0.8 2.8352 × 10−3 10 11036
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Fig. 5.22 Viscosity rheograms plotted for Bingham liquids with different τy but
the same νw at Reτ = 323. The effect of modifying yield stress is seen mainly at
shear rates lower than γ̇+

w .

Figure 5.23 shows contours of instantaneous axial velocity near the

wall (in the buffer layer at y+ = 10) and at a cross section for Newtonian and

Bingham liquids. Despite having the same mean wall viscosity, differences in

the flow of these liquids are clear even very close to the wall. Similar to shear

thinning, increasing τy reduces the fluctuations in the flow and low speed streaks

run longer in the streamwise direction for a higher τy. When the information in

figure 5.23 is quantified using the integral length scales (see section 5.1.1), it is

found that the integral length scale of the axial velocity fluctuations is large in

both streamwise and azimuthal directions near the wall with increasing τy (figure

5.24). This is similar to the effect of shear thinning in PL liquids as seen in figure
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5.4, however, unlike PL liquids, here the profiles of Bi5 and Newtonian cross each

other away from the wall seen clearly in figure 5.24 (a). Similar behaviour is

seen for Bi10 and Bi20, however, the reason for which is not clear.

Fig. 5.23 Instantaneous axial velocity contours (left) at y+ = 10 shown on
developed cylindrical surfaces and (right) at a cross section plotted for (from top)
Newtonian fluid and Bingham liquids Bi5, Bi10 and Bi20. Flow is from left to
right, and lighter grey represents higher speed. Flow becomes more transitional
as the yield stress is increased.
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Fig. 5.24 Profiles of the (a) streamwise integral length scale and (b) azimuthal
integral length scale plotted as a function of y+ for different τy.
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5.2.1 Mean flow and low order turbulence statistics

Mean axial velocity and viscosity

Profiles of the mean axial velocity U+
z for Newtonian and Bingham liquids are

shown in figure 5.25 (a) and compared to the Newtonian profile. The flow domain

is divided into viscous sublayer, buffer layer, log layer and core region for ease of

discussion. The mean axial velocity profiles show a yield-stress-dependence only

outside the viscous sublayer seen clearly in figure 5.25 (b) where the difference

between U+
z for Bingham and Newtonian liquids is plotted. Outside the viscous

sublayer, the mean axial velocity U+
z is larger for higher τy for y+ ≳ 15, which

corresponds to an higher flow rate. In the log layer, U+
z profiles for all liquids show

a log region where the profiles shift above the Newtonian profile with increasing

τy. The effect of increasing τy is marginal on the mean velocity gradient (figure

5.26) and it appears primarily for the range of y+ ∈ [8 − 80]. These results are in

contrast to those of the power-law liquids where shear-thinning increased U+
z at

all y+ (figure 5.5 a) and increased the mean velocity gradient noticeably in the

log layer (figure 5.8).
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Fig. 5.25 Profiles of the (a) mean axial velocity U+
z and (b) difference between

U+
z for a non-Newtonian and Newtonian liquids plotted against y+ for Bingham

liquids at Reτ = 323.

Increasing yield stress affects the mean viscosity ν+ in a similar way

to shear thinning. For a given fluid, the mean viscosity ν+ is almost uniform

in the viscous sublayer, but increases rapidly with y+ beyond y+ ≈ 10 (figure

5.27). For Bi20, it is almost fifteen times larger than the mean wall viscosity νw.
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Fig. 5.26 Profiles of the mean axial velocity gradient plotted for Bingham liquids
at Reτ = 323.
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Fig. 5.27 Profiles of the mean viscosity plotted for different τy. The inset figure
shows a closer look of the mean viscosity profiles in the viscous sub-layer. Mean
viscosity is increased with increasing τy outside the viscous sublayer.

Similar to the mean axial velocity, ν+ is also affected by increasing τy mainly

outside the viscous sublayer. This is expected because γ̇ decreases with y+ and

the viscosity of a Bingham fluid increases with increasing τy for γ̇ < γ̇w (see figure

5.22). The effect of increasing τy on ν+ is very small (approximately 3%) in the

viscous sublayer. Similar to the mean viscosity profiles for shear-thinning liquids

(figure 5.6), here also a log alike region is seen for Bingham liquids the reason

for which is not obvious.

Mean shear stress budget

For a given fluid, the mean viscous stress τ v+ = ν+∂U+
z /∂y+ decreases monotoni-

cally with y+ and for a given y+, τ v+ is higher for higher τy (figure 5.28). The

latter is mainly due to higher ν+ for higher τy because the profiles of ∂U+
z /∂y+
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are only slightly affected by τy (see figure 5.25 b). This increase in τ v+ with τy

is mostly compensated for by a decrease in Reynolds shear stress τR+. Similar

to a shear-thinning fluid, the turbulent viscous stress, τ fv+, is negative for a

Bingham fluid and increases in magnitude with increasing τy and decreases with

y+ vanishing at the pipe centre. The turbulent viscous stress only marginally (

less than 5%) contributes in the total mean shear stress budget and as expected

from Eq. 5.2, it only slightly modifies the mean axial velocity profiles. Overall,

these results are similar to those of shear-thinning PL liquids except for τ fv+ . It is

less near the wall and bigger near the centre which is opposite to that seen for

shear-thinning liquids (see figure 5.7 and 5.28).
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Fig. 5.28 Profiles of the mean viscous stress τ v+, Reynolds shear stress τR+ and
the turbulence viscous stress τ fv+ plotted for Bingham liquids. The thick line
shows the profiles of the total mean shear stress which is the same for all cases
and plotted here only for the Newtonian fluid. Line legend is the same as used in
previous figures. Yield stress increases τ v+ and τ fv+ (in magnitude) but decreases
τR+.

Turbulence intensities

Turbulence intensities are also affected by increasing τy similar to as shear thin-

ning. The axial turbulence intensity u′+
z is higher but the radial and the azimuthal

turbulence intensities, u′+
r and u′+

θ are lower for higher τy (figure 5.29). The

net effect is seen in the turbulent kinetic energy (k+) profiles (figure 5.29 b).

The turbulent kinetic energy k+ is higher for higher τy in the buffer layer and

inner log layer for y+ ≲ 80 which is dominated by the increase in u′+
z rather than
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the decrease in u′+
r and u′+

θ with increasing τy. However, the trend reverses for

y+ ≳ 100 and k+ is lower for higher τy because the effect of τy on u′+
z diminishes

there whereas u′+
r and u′+

θ continue decreasing. A noticeable difference in k+

profiles compared to power-law liquids is that k+ profiles of different n collapse

in the core (figure 5.20) but the profiles of different τy do not.
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Fig. 5.29 Profiles of turbulence intensities (a) in the axial and the radial direction
(b) in the azimuthal direction and turbulent kinetic energy plotted in wall coordi-
nates for Bingham liquids. Turbulence intensities increase in the axial direction
but decrease in the radial and the azimuthal direction with increasing yield stress.

5.2.2 Turbulent kinetic energy budget

Profiles of the TKE budget terms (see Eq. 3.9) are shown in figure 5.30, which

except for a few differences (discussed here) are similar to those of shear-thinning

PL liquids (figure 5.18). Turbulent kinetic energy (TKE) production, P+, is lower

for higher τy (figure 5.30 a). Since P+ = τR+(∂U+
z /∂y+), lower P+ is mainly due

to lower τR+ for higher τy (figure 5.28) (the mean velocity gradient ∂U+
z /∂y+ is

negligibly affected by τy, figure 5.25 b). In the y+ range where P+ shows a strong

yield-stress-dependence, the mean viscous dissipation, ϵ+, is independent of τy. A

similar trend was observed for shear-thinning PL liquids (see figure 5.18), the

reason of which is not yet clear. At all other y+, increasing τy increases mean

viscous dissipation ϵ+. The effect of increasing τy on ϵ+ is the greatest outside

the viscous sublayer and is in contrast to shear thinning which increased ϵ+ (in

magnitude) more in the viscous sublayer.

The total turbulent transport in the viscous sublayer is dominated by

the mean viscous transport D+. It balances the mean viscous dissipation ϵ+
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Fig. 5.30 Profiles of (a,b) Newtonian kinetic energy budget terms (c–e) non-
Newtonian terms (f) sum of the Newtonian and non-Newtonian transport and
dissipation terms plotted in wall units for the Newtonian fluid and Bingham
liquids with different τy.

(figure 5.30 a). It increases in magnitude with increasing τy, however, the effect

is marginal beyond y+ ≈ 2. The remaining Newtonian transport terms, the

turbulent transport, T +, and the pressure-gradient work, Π+, show a yield-stress-

dependence only in the buffer layer (y+ ≈ 7 − 30, see figures 5.30 a and b). The

pressure-gradient work, Π+, is small compared to other Newtonian transport

terms and it decreases in magnitude with increasing τy whereas the effect of

increasing τy is marginal on T +.

The non-Newtonian terms which arise from viscosity fluctuations, are

plotted in figures 5.18 c–e. The transport terms, ξ+
nn and D+

nn, are significant
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Fig. 5.31 Profiles of the sum of the Newtonian and non-Newtonian transport
terms. The non-Newtonian transport usually opposes the Newtonian transport.

only for y+ ≲ 50. Although they change sign with y+, their magnitude increases

with increasing τy for a given y+. The mean shear turbulence viscous trans-

port, ξ+
nn, usually has a sign opposite to the mean viscous transport, D+, and

therefore, reduces the Newtonian transport for all y+ (figure 5.18 c). The other

non-Newtonian transport term, D+
nn, is three to four times smaller than ξ+

nn. The

overall effect of the non-Newtonian transport terms is to decrease the magni-

tude of total transport with increasing τy (figure 5.31), which is similar to the

shear-thinning effect (figures 5.18 d,e).

The yield-stress-dependence of the non-Newtonian dissipation terms

is also similar to that of shear thinning alone. Both non-Newtonian dissipation

terms, χ+
nn and ϵ+

nn, are positive for Bingham liquids (figure 5.18 e) and increase

in magnitude with increasing τy. The mean shear turbulent viscous dissipation,

χnn, is maximum near the wall and decreases with y+ vanishing somewhere in

the log-layer depending on the value of τy. The turbulent viscous dissipation,

ϵ+
nn, is small (about 1/3rd of χ+

nn) in the viscous sublayer, it reaches a minimum

at y+ ≈ 10 and then starts increasing. The location where ϵ+
nn peaks shifts away

from the wall with increasing τy.

In the viscous sublayer, the total dissipation, ϵk+ = ϵ+ + χ+
nn + ϵ+

nn,

decreases with increasing τy due to positive χ+
nn and ϵ+

nn (figure 5.18 f). Decreased

dissipation persists until the start of the log layer (y+ ≈ 30). Total transport,

T k+ = T + + Π+ + D+ + ξ+
nn + ϵ+

nn, also decreases (in magnitude) in wall layer

(y+ < 60) with increasing τy except near the edge of the viscous sublayer (y+ = 5)
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where the profiles for different τy cross. Overall, the effect of increasing τy is seen

for y+ ≲ 60 which was also seen for PL liquids (figure 5.18).

5.2.3 Summary

The effect of τy is the greatest outside the viscous sublayer and seen more clearly

for the viscosity dependent terms, τ fv+ , ϵ+, χ+
nn and ϵ+

nn. The mean axial velocity

is also independent of τy in the viscous sublayer. This is in contrast to shear

thinning which showed the greatest effect inside the viscous sublayer. Differences

are also seen for the turbulent kinetic energy profiles which deviate slightly for

different τy but were independent of n there.

5.3 Modification of the yield stress effect by shear

thinning

Many liquids in applications show both yield stress and shear-thinning behaviour

and can be modelled with the HB rheology model. In order to see the joint effect

of shear thinning and τy, the results of a shear-thinning PL fluid with n = 0.8

(referred to as PL) and a Bingham fluid Bi10 are compared with those of a HB

fluid with the same flow index as the shear-thinning fluid and τy as the Bingham

fluid (τ+
y = 0.10) at Reτ = 323. The HB fluid is referred to as HB10 in the

following discussion.

The fluid viscosity for the three liquids PL (n = 0.8), Bi10 and HB10 are

plotted in figure 5.32. Since νw is fixed, all rheograms cross each other at the wall

shear rate, γ̇+ = 1. Except in a range γ̇+ ∈ [0.2, 1], the PL viscosity is lower than

Bi10. In contrast, HB10 consistently shows higher viscosities than Bi10 for γ̇+ < 1

and lower for γ̇+ > 1. Contours of the instantaneous axial velocity near the wall

show qualitatively similar flow for PL and Bi10. As expected, less disordered

motion and low speed streaks running longer are seen in HB10 compared to

other cases, which suggests that the flow of HB10 is the closer transition than

the other cases. Since the flow of PL and Bi10 are qualitatively very similar, the

results of these two liquids are compared first before considering the joint effect

of τy and n in HB10.
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Fig. 5.32 Viscosity rheograms plotted for power-law (PL, n = 0.8), Bingham
(Bi10, τ+

y = 10%) and Herschel–Bulkley (HB, n = 0.8 and τ+
y = 10%) liquids.

Fig. 5.33 Instantaneous axial velocity contours (left) at y+ = 10 shown on
developed cylindrical surfaces and (right) at a cross section in the middle of the
domain plotted for (from top) HB liquids and Bi10. Flow is from left to right, and
lighter grey represents higher speed. Flow becomes more transitional as the yield
stress is increased or the fluid becomes more shear-thinning.

5.3.1 Comparison of power-law and Bingham rheologies

The mean axial velocity (U+
z ) profiles of PL and Bi10 almost overlap at all y+

(figure 5.34 a), however, a close look via the mean velocity gradient ∂U+
z /∂y+

shows that U+
z is slightly higher (approximately 2%) for the PL fluid than Bi10 in

the viscous sublayer (figure 5.34 b). Outside the viscous sublayer, the profiles of

∂U+
z /∂y+ for PL and Bi10 overlap (marker and solid line). In contrast, profiles

of the mean viscosity ν+ overlap for PL and Bi10 only very near the wall (figure
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5.35 a). For y+ > 10, Bi10 clearly shows significantly higher mean viscosity than

PL because of its higher viscosity at low shear rates compared to PL.

(a)

1 10 100
0

5

10

15

20

25

y+

U
+ z

PL

Bi10

HB10

(b)

1 10 100
0

0.4

0.8

1

1.2

y+

∂
U

+ z
/∂

y
+

1 10
0.95

1
1.02

Fig. 5.34 Profiles of the (a) mean axial velocity, U+
z (b) and the mean axial

velocity gradient, ∂U+
z /∂y+ plotted for PL, Bi10 and HB10.

Similar to the mean axial velocity, profiles of the axial turbulence inten-

sity, u′+
z , and Reynolds stress, τR+, also overlap for PL and Bi10 (figure 5.35 b)

whereas profiles of radial and azimuthal turbulence intensities (u′+
r and u′+

θ )

deviate from each other outside the viscous sublayer (figure 5.35 c). The location

where these profiles and ν+ profiles start to deviate is at approximately the same

location which indicates a direct influence of ν+ on u′+
r and u′+

θ .

The turbulent viscous stress, τ fv+, is slightly lower (in magnitude)

for Bi10 than PL in the viscous sublayer and the trend reverses for y+ > 10

(figure 5.35 d). Since the Reynolds stress profiles overlap for these two cases

(figure 5.35 b) and the total mean shear stress is independent of rheology (see

section 5.1.2), the reduced τ fv+ in the viscous sublayer in Bi10 is balanced by a

corresponding decrease in the mean viscous stress τ v+ as seen in figure 5.35 (d).

In the TKE budget, the viscosity dependent terms, D+, ϵ+, ξ+
nn, D+

nn, χ+
nn and ϵ+

nn,

are larger in magnitude for PL than Bi10 near the wall (y+ ≲ 15) but, the trend

changes away from the wall (figure 5.36).

Overall the results of PL and Bi10 are mostly similar qualitatively and

quantitatively except for a few differences seen for the mean viscosity and the

non-Newtonian TKE budget terms.
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Fig. 5.35 Profiles of (a) axial and radial turbulence intensities (b) azimuthal
turbulence intensities (c) mean viscosity and (d) the mean viscous stress τ v+

and the turbulence viscous stress τ fv+ plotted for HB liquids (lines) and Bi10
(markers).

5.3.2 Joint effect of shear thinning and the yield stress

HB10 includes both yield stress and shear thinning behaviour, therefore, as

expected the mean axial velocity profiles of HB10 deviate above both PL and

Bi10 (figure 5.34 a). In the viscous sublayer, profiles of the mean axial velocity

gradient of HB10 and PL overlap (figure 5.34 b), which supports our argument

presented for Bingham liquids in section 5.2 that yield stress does not have a

significant effect on the mean axial velocity in the viscous sublayer.

Since the mean viscosity, ν+, in the viscous sublayer is negligibly affected

by modifying τy or n (see figure 5.6 and 5.35 a), ν+ profiles of HB10 overlap

PL and Bi10 in the viscous sublayer. Outside the viscous sublayer, ν+ profiles of

HB10 deviate above the others (figure 5.35 a), which shows that modifying τy

affects ν+ in core significantly.

The joint effect of shear thinning and τy is to increase the anisotropy

of turbulent fluctuations, with increased u′+
z and decreased u′+

r and u′+
θ outside
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Fig. 5.36 Profiles of turbulence kinetic energy budget terms plotted in wall units
for PL (solid line), Bi10 (markers) and HB10 (dashed line).

the viscous sublayer (figures 5.35 b, c). Larger values of the turbulent viscous

stress, τ fv+, are also seen for HB10 compared to other cases due to both shear

thinning in the viscous sublayer and higher τy for y+ ≳ 10 (figure 5.35 d). The

larger values of τ fv+ for HB10 lead to a higher mean viscous stress τ v+ at all y+

compared to other cases.

In the TKE budget, profiles of the transport and the production terms

for HB10 deviate from others only near the wall (y+ ≲ 60) (figure 5.36). As

expected, for a given y+, the turbulence kinetic energy production, P+, is min-

imum for HB10. In contrast, the mean viscous transport, D+, and the mean

viscous dissipation, ϵ+, are maximum for HB10 (figure 5.36 a). The mean viscous

dissipation (ϵ+) profile of HB10 closely follows the profile of PL in the viscous

sublayer and the profiles of Bi10 outside the viscous sublayer. Profiles of the

non-Newtonian terms for HB10 closely follow the profiles of the their sum for PL

and Bi10 (figures 5.36 b-d). These are more influenced by shear thinning in the

viscous sublayer and by τy outside it.
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5.3.3 Summary

In summary, the combined effect of shear thinning and yield stress is that all

deviations observed for τy are increased in effect. The effects are additive but not

linear. Shear thinning in the HB rheology modifies the flow primarily in the near

wall region.

5.4 Empirical correlations

There are several correlation available for PL and HB liquids for predicting the

mean velocity and the turbulent friction factor (see chapter 2), however, for GN

liquids, particularly for PL liquids, the Dodge and Metzner correlation (Eq. 2.16)

has been found to give the best agreement with experiments. In this section, the

DNS results of PL liquids are compared with the Dodge & Metzner correlations

for the friction factor (Eq. 2.16) and the mean axial velocity (Eq. 2.15). The

results are also compared with alternate correlations (Eq. 2.18 and 2.23) which

are either widely used or have a theoretical support. Since the Wilson–Thomas

correlation (Eq. 2.21) is widely used for HB liquids [50], the friction factor

predictions using DNS and the Wilson–Thomas correlation are also compared.

Figure 5.37 (a) compares the DNS predictions of U+
z against the Dodge

& Metzner correlation (Eq. 2.15). In this figure, the Dodge & Metzner scaling

ŷ =
[
(ρnτ 2−n

w )1/2/K
]

yn is used to scale distance from the wall. As seen in the

figure, the agreement is poor and given a degree of confidence in the accuracy

of the DNS results as discussed in chapter 4, this suggests that Eq. 2.15 is not

appropriate, at least for Reτ = 323. Similarly, the predictions of Clapp’s correlation

(Eq. 2.18) and DNS do not agree (figure 5.37b), although the discrepancies

are less obvious in this case. The deviation between the predictions of these

correlations and DNS decreases when Reynolds number is increased as discussed

in chapter 7.

DNS friction factor (f = 2τw/ρU2
b ) predictions are compared with the

Dodge & Metzner correlation (Eq. 2.16) in figure 5.38 and table 5.3 where a good

agreement between DNS predictions and Eq. 2.16 can be seen with the largest

error (approximately 5%) occurring for the shear-thickening fluid. Since the
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Fig. 5.37 DNS mean velocity predictions compared with (a) Dodge & Metzner
velocity profile, Eq. 2.15 and (b) Clapp’s profile, Eq. 2.18.

Dodge and Metzner correlation is a semi-empirical correlation whose parameters

were derived from the experimental data of shear-thinning liquids, it is expected

to give relatively large errors for shear-thickening liquids. For n = 0.6, prediction

of Anbarlooei & Cruz correlation ( Eq. 2.23) agree with the Dodge & Metzner

correlation and DNS, however, for for n ≥ 0.8, the agreement between DNS and

Anbarlooei’s correlation is better than the Dodge & Metzner correlation. Since

Anbarlooei & Cruz correlation is based on the Blasius correlation for Newtonian

fluid and the Dodge & Metzner correlation is based on Nikuradse’s correlation

and for lower turbulent Reynolds number, the Blasius correlation agrees better

with experiments and DNS for Newtonian fluid. Therefore, a better agreement

between the DNS predictions and Anbarlooei & Cruz correlation is expected

than the Dodge & Metzner correlation. This assessment is revisited in section

?? for higher Reynolds numbers. Unlike the Dodge & Metzner and Anbarlooei

Table 5.3 Comparison of DNS predictions of friction factor f against the Dodge
& Metzner correlation for different n at Reτ = 323.

n f × 103 fDM × 103 Error( %)

0.6 6.7 6.6 0.9
0.8 7.3 7.3 0.6
1.0 7.8 7.7 1.3
1.2 8.2 7.8 4.8

& Cruz correlations, the Wilson–Thomas correlation defines the bulk velocity in

terms of the mean pressure gradient and the rheology parameters. It is used to
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Fig. 5.38 Moody diagram, plotting Fanning friction factor as a function of
Metzner–Reed Reynolds number ReMR. DNS results (circles) are compared to the
predictions of Dodge & Metzner correlation, Eq. 2.16 (solid lines) and Anbar-
looei’s correlation, Eq. 2.23 (dashed lines).

Table 5.4 DNS turbulent friction factor predictions compared with the Wilson–
Thomas correlation, Eq. 2.21.

Case f × 103 fW T × 103 Error( %)

power-law liquids

n = 0.6 6.7 5.8 13.0
n = 0.8 7.3 6.7 8.0
n = 1.0 7.8 7.6 3.0
n = 1.2 8.2 8.4 3.0

Yield stress liquids

Bi5 7.63 7.22 5.0
Bi10 7.3 6.8 6.7
Bi20 6.7 6.1 8.1
HB10 6.8 6.1 10

determine the friction factor fW T in table 5.4. Since this correlation can also

be easily used for PL liquids, the predictions of DNS and the Wilson–Thomas

correlation are compared for all liquids in table 5.4. It can be seen that the

deviation between the prediction of DNS and the correlation is of the order of

10% which is larger than seen with the Dodge & Metzner correlation. Although

the Wilson–Thomas correlation is backed by a theoretical analysis, the parameters
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used in the correlation are empirical. The current results suggest that there is a

need to revisit the correlation parameter to improve its accuracy.

Overall, Anbarlooei & Cruz correlation gives the best agreement with

DNS for power-law liquids. For yield stress liquids, the Wilson–Thomas correla-

tion’s predictions are 5–10% in error compared to DNS.

5.5 Chapter summary

Simulations carried out for Herschel–Bulkley liquids with varying flow index and

yield stress at a fixed friction Reynolds number of 323 show that shear thinning

and increasing yield stress modify a turbulent pipe flow similarly. Fluctuations in

the instantaneous flow decrease with shear thinning or increasing yield stress.

The mean axial velocity profiles scaled with the nominal wall viscosity νw and

the traditional friction velocity u∗, do not strictly follow the law of wall U+
z = y+

for shear-thinning liquids. This is due to non-zero turbulent viscous stress which

gives a higher U+
z for shear-thinning liquids compared to Newtonian liquids. New

velocity and viscosity scales are derived, which collapse the mean axial velocity

profiles in the viscous sublayer for different n. However, these new scales are

difficult to determine from experiments. The effect of the yield stress on the mean

axial velocity is very small in the viscous sublayer. Outside the viscous sublayer,

the mean axial velocity profiles deviate above the Newtonian profile with shear

thinning or increasing the yield stress.

The mean viscosity shows shear-thinning or yield-stress dependence

mainly outside the viscous sublayer where it increases with shear thinning or

increasing τy. The mean viscosity profiles show a log alike region the reason for

which is not clear. For power-law liquids, the turbulent friction factor predictions

using DNS were found to agree within 5% of the Dodge & Metzner correlation.

This is much lower than the error found in Rudman et al. [84] (approximately

20%). Compared to the Dodge & Metzner, Anbarlooei & Cruz correlation is

found to agree better with DNS of power-law liquids. Errors in the friction factor

predictions using Wilson & Thomas correlation are found to be higher for lower n

and higher τy compared to DNS. However, the discrepancies were less than 10%.
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Turbulence intensities are found to increase in the axial direction but

decrease in the radial and the azimuthal direction with shear thinning or increas-

ing τy. This is likely due to the decrease in the turbulent energy transfer from

the axial component to others as suggested by Gavrilov and Rudyak [40] for

PL liquids. The Reynolds stress is also found to decrease with shear thinning

or increasing τy. Due to viscosity fluctuations a new term is introduced in the

mean momentum balance: the turbulent viscous stress which is negative for both

shear-thinning and Bingham liquids. The magnitude of the turbulent viscous

stress is maximum at the wall and displays a minimum in the buffer layer with

the exact location depending on n. Due to increased viscosity and mean shear

rate, the mean viscous stress increase with shear-thinning or increasing τy.

Except for the mean flow energy production, the effect of shear-thinning

or increasing τy is seen on the mean flow energy budgets mostly for y+ < 60. The

mean flow energy production and dissipation are increased with shear thinning

or increasing τy. The non-Newtonian terms act as a local source in the mean flow

kinetic energy budget for both shear-thinning and Bingham liquids. Similar to

the mean flow kinetic energy, the turbulent kinetic energy budget also shows

flow-index or yield-stress dependence mainly for y+ < 60. Shear thinning and

the yield stress are found to have a notable effect on turbulence kinetic energy

production in the buffer layer. The new terms introduced in the turbulent kinetic

energy budget from the non-Newtonian rheology are found to add a local source

for both shear-thinning and Bingham liquids.

Although, shear-thinning and yield stress effects are very similar, there

are a few differences. Shear thinning increased the mean axial velocity in the

viscous sublayer whereas the effect of the yield stress was negligible in the current

simulations. Profiles of the axial turbulence intensity, mean viscous stress, turbu-

lent viscous stress, mean viscous dissipation and the non-Newtonian transport

and the dissipation terms also showed a larger shear-thinning dependence in

the viscous sublayer for pure shear-thinning liquids whereas outside the viscous

sublayer, the effect of τy was more than the shear-thinning effect.
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A key result observed here is that both shear-thinning and yield stress

affected the turbulent kinetic energy budget mainly in the near wall region,

y+ < 60, which suggests that the GN rheology is most important near the wall.

This is further investigated and discussed in chapter 6. The shift in the mean

axial velocity profiles with shear thinning or increasing yield stress is similar

to the effect of decreasing Reynolds number in Newtonian liquids [24]. The

Reynolds-number and shear-thinning effects are further analysed for Newtonian

and shear-thinning liquids at higher Reτ in chapter 7. These simulations will also

show if log layer in the mean viscosity profiles is real or not.

105





6
The rheology dependent region

For Newtonian liquids, the fluid viscosity is known to be important largely in the

viscous wall region y+ < 50 [78]. The same is not obvious for GN liquids since

these liquids show non-uniform viscosity. Viscosity approximately four times

larger than the nominal wall viscosity νw for a shear-thinning PL fluid (n = 0.6)

and six times larger than νw for a HB fluid (n = 0.8, τy/τw = 10%) were observed

at the pipe centre in figures 5.6 and 5.27. The viscosity will increase further

as the fluid becomes more shear-thinning or yield stress is increased. However,

it was also observed that the effect of both shear thinning and yield stress on

the turbulent kinetic energy budget was confined mainly to the near wall region

(figures 5.18 and 5.30). Errors introduced in the rheology characterisation at

shear rates typical of the outer log layer and of core region were also found not

to affect the DNS predictions to any significant extent (see chapter 4). Together

these observations suggest that the GN rheology is important mainly in the near

wall region, although exactly how far this extends from the wall is unclear.

DNS is capable of modelling unreal physics i.e., it is possible to specify

fluid properties and boundary conditions which actually do not exist in real-

ity [71]. In the current study, this feature of DNS is used to investigate the

effect of modifying viscosity in the log layer and core region for a shear-thinning
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PL fluid. As both shear thinning and increasing yield stress similarly affect a

turbulent pipe flow, (discussed in chapter 4 and 5), the outcomes of this study

can be extended to any GN fluid at least qualitatively or possibly quantitatively.

The method used here is slightly different from the one used in earlier chapters,

therefore, it is described first before discussing the results.

6.1 Methodology

The solver used here is the same as used earlier and the difference in methodology

comes via the rheology model. Earlier a single rheology model was used in the

whole domain, whereas the current simulations use a hybrid rheology model

over y+. A power-law (PL) rheology model is used up to a certain y+ from the

wall and is then smoothly blended to transition to a uniform viscosity (Newtonian

rheology) over small y+ range of 30. A notation y+
u is used for the centre of the

blended zone. Higher values of y+
u imply a wider PL rheology domain and hence,

a narrower uniform viscosity region. The uniform viscosity is set equal to the

mean PL viscosity at y+
u in a standard simulation.

6.2 GN rheology dependent region for a shear-thinning

fluid

A moderately shear-thinning (n = 0.6) fluid is considered and the width of the PL

rheology domain (y+
u ) is varied from 35 to 70. The results are compared with

those from a standard simulation (i.e. y+
u ≈ 323). These simulations are named

as I (standard simulation), II, III in the order of decreasing y+
u . Simulations are

run for Reτ = 323. The consistency, forcing and the mesh are the same as for

n = 0.6 in chapter 5 and the values of the uniform viscosity for different y+
u are

given in table 6.1.

Mean Flow and turbulence intensities

Profiles of the mean viscosity are shown in figure 6.1a, and as set, a uniform

viscosity is observed in simulations II and III for y+ > y+
u . Viscosity profiles below

y+
u are indistinguishable from each other. It appears that the mean axial velocity
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Case y+
u νN/νw

I 323 –
II 70 2.6
III 35 2.0

Table 6.1 The values of y+
u , which signifies the width of the PL rheology domain,

for different simulations. The pipe radius is R+ = 323 and νN is the uniform
viscosity used beyond y+

u in simulations II and III. The simulation I refers to
the standard simulation where a PL rheology with n = 0.6 is used in the whole
domain.

profiles for all three simulations collapse on a single curve (figure 6.1b). However,

a closer look shows that the profile of III deviate above the others for y+ < 30

and below them beyond that. The same is observed in the profiles of the mean

axial velocity gradient (figure 6.1c) where the profiles of III deviate from others

largely in the viscous sublayer (y+ < 5).
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Fig. 6.1 Profiles of (a) the mean viscosity and (b) the mean axial velocity plotted
in wall units. Dotted lines in (b) show the classical Newtonian law of wall
U+

z = y+, U+
z = 2.5 ln y+ + 5.5. The effect of switching the rheology model is

negligible on the mean axial velocity profiles.
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Fig. 6.2 Profiles of turbulence intensities in the (a) axial direction (b) radial and
the azimuthal direction (c) turbulence kinetic energy k. Profiles of I and II almost
overlap each other but deviate from those of III.

The effect of confining PL rheology to the near wall region has more

effect on the turbulence intensities than the mean axial velocity as shown in

figure 6.2. Similar to the mean axial velocity profiles, the differences between

I and II are very small and seen mainly in the profiles of the radial and the

azimuthal turbulent intensities for y+ > 70. In contrast, all turbulence intensity

profiles of III deviate from those of the standard simulation. The axial turbulence

intensity profile starts to deviate in the viscous sublayer itself but profiles of the

other components show deviation only for y+ > 20.

These results suggest that PL rheology has an effect for 35 ≲ y+ ≲ 70

and, for y+ ≳ 70, it has small effect on the overall profiles of mean axial velocity

and turbulence intensities.
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Mean Shear Stress

The total mean shear stress τ+ = r/R is independent of the rheology for pipe flow.

Because viscosity directly affects the mean viscous stress (τ v) and the turbulent

viscous stress (τ fv), the effect of confining the PL rheology can be seen in the

mean shear stress profiles (figure 6.3). As discussed in sections 3.2 and 5.1.2, only

the (r, z) component of the total mean shear stress tensor τ + = τ v+ + τ fv+ + τ R+

survives for a pipe flow. Therefore, only the (r, z) component of the mean shear

stress budget is discussed here and the subscript rz is dropped for clarity.

By using a uniform viscosity for y+ > y+
u , viscosity fluctuation ν ′ = 0 is

forced in these simulations. This causes the turbulent viscous stress τ fv+ to vanish

for y+ > y+
u (figure 6.3). Consequently, to maintain the total stress profile at

correct level, τ v+ + τR+ must decrease. The difference in the mean viscous stress

profiles between I and II is small because τ fv+ has already decayed to less than

10% by y+ = 70. This also leads to the Reynolds stress (τR+) profiles of I and II

overlapping each other. In contrast to II (y+
u = 70), there is a clear difference in

the profiles of τ v+ and τR+ between I and III (y+
u = 35). This is because the mean

viscous stress τ v+ is still large (approximately 30%) at y+ = 35.

Overall these results suggest that the effect of modifying viscosity on

the mean shear stresses is small for y+
u = 70 but large for y+

u = 35. Decreasing y+
u

further will increase the deviation between the predictions of the standard and

hypothetical simulations.

Summary

The results show that for n = 0.6, the non-uniform viscosity and viscosity fluctua-

tions in y+ > 70 have a little influence on the mean axial velocity and turbulence

intensities. This is because viscosity affects the flow largely via the mean vis-

cous stress which has already decayed to a very low value (less than 10% of its

maximum) by y+ = 70.
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Fig. 6.3 Profiles of the rz component of the mean viscous stress τ v+, Reynolds
stress τR+ and the turbulent viscous stress τ fv+ plotted in wall units for different
cases (see table 6.1).

6.3 The effect of shear thinning

Wilson and Thomas [103] argued that the region where viscous effects are

important, thickens with shear thinning. This is also expected from figure 5.28

where increase in the near wall mean viscous stress was observed with shear

thinning. To confirm the hypothesis of Wilson and Thomas, simulations are run

for y+
u = 50 for n = 0.6, 0.8. If the hypothesis is correct, there will be larger

differences between the standard and confined rheology simulations for n = 0.6

than n = 0.8. A notation “IV” is used for the simulations with y+
u = 50 in the

following discussion.

The results of the simulations with y+
u = 50 are compared with their

standard versions (simulation I) for both liquids in figure 6.4. As set, a uniform

viscosity is seen for y+ > 50 for both liquids (figure 6.4 a). Confining PL rheology

to y+ < 50 has a negligible effect on the mean axial velocity, turbulence intensities

and Reynolds shear stress predictions for n = 0.8, whereas the differences

between the confined rheology and standard simulations are clear for n = 0.6.

However, a reasonable agreement between the standard and confined rheology

simulations for n = 0.6 was obtained for y+
u = 70, which indicates the widening

of the rheology (or viscosity) dependent region.
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Fig. 6.4 Profiles of (a) mean viscosity (b) mean axial velocity (c) axial and radial
turbulence intensities and (d) azimuthal turbulence intensity and Reynolds stress
plotted for the full (lines) and restricted rheology (markers) simulations. Black
lines are for n = 0.6 and orange lines are for n = 0.8.

6.4 Chapter summary

The current study identifies the GN rheology dependent region via a power-law

rheology model by exploiting the ability of DNS to model physically impossible

situations. The results from the confined rheology simulations show that modify-

ing the fluid rheology beyond y+ = 70 has no significant effect on the mean flow

and first-order turbulence statistics for n = 0.6. By considering shear-thinning

liquids with different flow indices, it is shown that the thickness of the rheology

dependent region increases with shear thinning, which supports the argument of

Wilson and Thomas [103].

The current findings are inline with the results reported in chapter 4

where the DNS predictions were found to be most sensitive to errors introduced

at high shear rates such as those occur in the near wall region. Errors at low

shear rates typical of the outer log-layer and core region negligibly affect the DNS
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predictions. These results suggest that in RANS and LES numerical techniques,

it could be possible to capture the effect of GN rheology by only modifying the

turbulence models in the near wall region, for example, by modifying the wall

functions.

The friction Reynolds number was fixed in the current study, however

as shown in the next chapter that for n = 0.6, the overall effect of increasing

Reynolds number on the energy budgets is negligible beyond y+ ≈ 70. This

suggests that the extent of GN rheology dependent region will not vary with

increasing Reynolds number, however, this needs to be confirmed in future.
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7
The effect of increasing Reynolds

number on turbulent pipe flow

The results in chapter 6 showed that GN rheology is important mostly in the near

wall region and the non-uniform viscosity of a GN fluid in the core region has a

little effect in a turbulent pipe flow. Shear rate increases with increasing Reynolds

number, however as shear rate increases, viscosity becomes less sensitive to

changes in shear rate as shown in figure 7.1 for a PL fluid. This suggests that the

effect of GN rheology in a turbulent pipe flow might become negligible at very

high Reynolds number and Newtonian profiles might be recovered.

The effect of increasing Reynolds number is studied here via simulations

of Newtonian and shear-thinning (n = 0.6) liquids for Reτ = 323 − 750. The

simulations parameters and mesh spacing for these simulations are presented in

table 7.1. The mesh spacing is y+ = 0.8−4.0 in wall normal direction, ∆(rθ)+ ≈ 6

in the azimuthal direction and ∆z+ ≈ 12 in the streamwise direction. These mesh

spacings are in a good agreement with the values used for Newtonian liquids at

similar Reτ [23]. The error in the sum of the energy budget terms is also less

than 1% of the smallest term (not shown) which confirms an adequate mesh

resolution and sufficiently long time averaging.
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Fig. 7.1 Profiles of the rate of change in the viscosity with shear rate for a power-
law fluid with n = 0.6. The shear rate dependence of the viscosity decreases with
increase in shear rate.

Table 7.1 Simulation parameters for Newtonian and PL (n = 0.6) liquids for
different Reτ . The non-dimensional body force gR/u∗2 is 2 and the nominal wall
viscosity is 1/Reτ .

Reτ n K/(ρu∗2−nRn) ReG ReMR

323
0.6 3.1181 × 10−2 11189 5498
1.0 3.0870 × 10−3 10322 10322

500
0.6 24.0201 × 10−3 18471 7836
1.0 1.9996 × 10−3 17260 17260

750
0.6 18.8348 × 10−3 28600 10450
1.0 1.3333 × 10−3 27000 27000

Contours of instantaneous axial velocity are plotted in figure 7.2 for a

Newtonian fluid and in figure 7.3 for the shear-thinning fluid at y+ ≈ 10 in (a)-(c)

and at a cross-section in (d)-(f) for different Reτ . There are more small scale

structures for higher Reτ and less for the shear-thinning fluid compared to the

Newtonian fluid. From these results, the integral length scales for the streamwise

velocity fluctuations are expected to be larger for the shear thinning fluid than

the Newtonian fluid for all Reτ as seen in figure 5.4 for Reτ = 323.
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(a) (d)

(b) (e)

(c) (f)

Fig. 7.2 Contours of the instantaneous axial velocity normalised by the bulk
velocity plotted on (a-c) the developed cylindrical surface at y+ = 10 and (d-f) a
cross-section for a Newtonian fluid at (from top to bottom) Reτ = 323, 500 and
750. For a-c, the flow is from left to right. The contours levels vary from blue to
red with the values 0.4 to 0.8 for a-c and 0.1 to 1.2 for d-f.

(a) (d)

(b) (e)

(c) (f)

Fig. 7.3 Contours of the instantaneous axial velocity normalised by the bulk
velocity plotted on (a-c) the developed cylindrical surface at y+ = 10 and (d-f) a
cross-section for the shear-thinning fluid at (from top to bottom) Reτ = 323, 500
and 750. For a-c, the flow is from left to right. The contours levels vary from blue
to red with the values 0.4 to 0.8 for a-c and 0.1 to 1.2 for d-f.

117



7.1 Mean flow and turbulence intensities

Mean axial velocity

Profiles of the mean axial velocity (U+
z ) and its gradient in wall coordinates for

different Reτ are presented in figure 7.4 (a) and (b). The profiles are almost

independent of Reτ in the viscous sublayer for each fluid. The mean axial velocity

there slightly increases with shear thinning (seen more clearly via the gradient

∂U+
z /∂y+ in figure 7.4 b). As discussed in section 5.1.2, this is a result of non-

zero turbulent viscous stress there in shear-thinning liquids. Outside the viscous

sublayer, the U+
z profiles deviate below with increasing Reτ . Shear thinning

slightly increases the mean axial velocity gradient in the viscous sublayer and for

y+ ∈ [10 − 80] (figure 7.4 b). The slope of the mean axial velocity profiles in the

log layer is almost same (at highest Reτ ) for both the liquids.

(a)

1 10 100 1000
0

5

10

15

20

25

y+

U
+ z

5.1
+

2.4
5 ln

y
+

U
+ z

=
y
+

(b)

1 10 100 1000
0

0.5

1.0

y+

∂
U

+ z
/
∂
y
+

Newt., Reτ = 323

Newt., Reτ = 500

Newt., Reτ = 750

PL, Reτ = 323

PL, Reτ = 500

PL, Reτ = 750

Fig. 7.4 Profiles of the (a) mean axial velocity and (b) mean axial velocity gradient
plotted in wall coordinates for Newtonian (black lines) and shear-thinning liquids
(orange lines). The solid lines are for Reτ = 323, dashed lines are for Reτ = 500
and the dash-dotted lines are for Reτ = 750. Blue lines in (a) show the classical
law of wall.

The mean axial velocity profiles appear to follow a log-law A ln y+ + B

in the log layer for both liquids. This is further checked via the log-law indicator

function, Ξ = y+∂U+
z /∂y+, that is constant in where the U+

z profiles follow a

log-law (log region). Figure 7.5 (a) shows that for both liquids, the mean axial

velocity profiles follow a log-law scaling only in a narrow region which widens

with increasing Reτ . This is consistent with the findings of Ahn et al. [2], Chin
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et al. [24] and Zagarola et al. [107] for Newtonian liquids. The crest in the Ξ

profile is usually taken as the slope parameter A in the log-law [24]. As seen in

figure 7.5 (a), the slope parameter, A, slightly decreases with increasing Reτ for

both the liquids and slightly increases with shear thinning (A = 2.52 vs. 2.41).

The location where a minimum Ξ is reached shifts away from the wall with shear

thinning.

Although a log-law scaling is used more frequently, a power-law scaling

also has been proposed [7]. It is worth noting that theoretically a power-law

scaling is obtained in general and a log-law scaling is recovered only for an

infinite Reynolds number [7]. However, Zagarola and Smits [108] suggested

the existence of both the scalings, but in different ranges of y+. The validity of

a power-law scaling for the current results is checked via its indicator function

Γ = (y+/U+
z )∂U+

z /∂y+ plotted in figure 7.5 (b). The figure shows that the mean

axial velocity profiles follow a power-law scaling over a wider range of y+ than

a log-law scaling. The power-law coefficient Γ is almost independent of the

Reynolds number and slightly decreases with shear thinning (Γ = 0.15 vs. 0.14).
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Fig. 7.5 (a) log-law and (b) power-law indicator functions for Newtonian and
shear-thinning liquids. Vertical lines show the location where the labelled values
are read.

Mean viscosity

Similar to the mean axial velocity, mean viscosity is also independent of the

Reynolds number in the viscous sublayer but slightly increases there with shear-

thinning (figure 7.6). The mean viscosity profiles show a log-like region and
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collapse for different Reτ up to y+ ≈ 100, the reason for which is not obvious.

The extent of log-like region increases with increasing Reτ .
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Fig. 7.6 Profiles of the normalised mean viscosity plotted for a shear-thinning
fluid at different Reτ . For line legend see figure 7.4.

Mean shear stress budget

The profiles of different mean shear stress components in the (r, z) direction

(subscript rz is dropped for clarity) are plotted in wall coordinates in figure 7.7

for both liquids at different Reτ . Except in the viscous sublayer, the mean viscous

stress, τ v+ , is independent of Reτ for both the liquids and the profiles for different

Reτ deviate from each other only close to the pipe centre, which is because of

the different extent of y+ for different Reτ . In the viscous sublayer, τ v+ slightly

increases with increasing Reτ for the shear-thinning fluid, which is due to an

increase in the magnitude of the turbulent viscous stress τ fv+ (figure 7.7 c). In

contrast to τ v+ and τ fv+, the Reynolds shear stress, τR+, significantly increases

with increasing Reτ and decreases with shear thinning outside the viscous sublayer.

The ratio of peak τR+ and the ratio of the location where the peak τR+ is reached

for shear-thinning and Newtonian liquids do not change with increasing Reτ . This

suggests that the extent of the shear-thinning effect on the Reynolds shear stress

does not change with increasing Reτ . Overall, the Reτ -dependence of the mean

shear stresses is similar for both liquids.
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Fig. 7.7 Profiles of the (a) mean viscous stress τ v+ (b) Reynolds shear stress τR+

and (c) the turbulent viscous stress τ fv+ plotted for Newtonian and shear-thinning
liquids for different Reτ .

Turbulence intensities and viscosity fluctuations

Profiles of the turbulence intensities are also affected similarly for each fluid with

increasing Reτ and each component increases with increasing Reτ (figure 7.8).

The axial turbulence intensity (u′+
z ) profiles for different Reτ are very close to

each other near the wall but show a large Reτ -dependence outside the buffer

layer for y+ ≳ 30. The location where u′+
z reaches a maximum is independent of

Reynolds number for each fluid although is slightly further away from the wall

for the shear-thinning fluid. The axial turbulence intensity for y+ ≲ 200 is higher

for the shear-thinning fluid compared to the Newtonian fluid, but close to the

pipe centre for y+ ≳ 200, the u′+
z profiles of both liquids almost overlap each

other, the reason for which is unknown. The radial and azimuthal turbulence

intensity (u′+
r and u′+

θ ) profiles of different Reτ deviate from each other outside

the viscous sublayer for both the liquids with the deviation being larger for higher

Reτ . Shear thinning decreases u′+
r and u′+

θ .
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Fig. 7.8 Profiles of Reynolds shear stress and rms velocity fluctuations plotted in
wall coordinates for Newtonian and shear-thinning (n = 0.6) liquids for different
Reτ .

As seen in figure 7.9 (a), the root mean square viscosity fluctuations

normalised by the nominal wall viscosity (ν ′+) increase with the distance from

the wall, and similar to the mean viscosity profiles, they are only marginally

affected by increasing Reτ . The differences between the profiles for different

Reτ are more clearly seen when the profiles are normalised by the local mean

viscosity ν̄+ (figure 7.9 b). The locally normalised viscosity fluctuations, ν ′+/ν̄+,

reach a maximum at y+ ≈ 60 which is approximately the same location up to

which shear thinning rheology has the most prominent effect on the mean flow

and the energy budgets as discussed in chapter 6 and in section 5.1.3.

7.2 Energy budgets

In section 5.1.3, an increase in the mean flow kinetic energy (MFKE) production

and dissipation with shear thinning was observed for Reτ = 323, although it was

accompanied by a decrease in the turbulence production and total turbulence
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Fig. 7.9 Profiles of the rms viscosity fluctuations normalised by (a) the nominal
wall viscosity and (b) the local mean viscosity.

dissipation. The new terms introduced due to viscosity fluctuations were found

to act as a local source in the turbulent kinetic energy budget. Here, the energy

budgets are analysed for different Reτ to see whether the effect of shear thinning

on the mean flow and the turbulent kinetic energy budgets is enhanced or

diminished with increasing Reτ .

7.2.1 Mean flow kinetic energy budget

The mean flow kinetic energy (MFKE) budget equation is given in Eq. 3.8 and

the significance of each term was explained in section 3.3.1. There are two

terms, P+ and χ+
nn, common in both MFKE and turbulent kinetic energy (TKE)

budget equations. These two terms are discussed later with the TKE budget in

section 7.2.2 and the remaining MFKE budget terms are plotted in figure 7.10

and the main points are discussed below.

Since the Newtonian MFKE budget terms, W +
dp/dz, T m+,Dm+ and ϵm+,

depend on the mean shear stress and mean axial velocity, as expected they show

a similar Reτ -dependence for each fluid. The effect of increasing Reτ and shear

thinning on the MFKE production, W +
dp/dz = (U+

z ∂P +/∂z+), is similar to that

seen in the mean axial velocity (U+
z ) profiles because the mean pressure gradient

∂P +/∂z+ is uniform. The MFKE production W +
dp/dz is lower for higher Reτ .

The turbulent transport of MFKE, T m+ , is a sink of MFKE near the pipe

centre where it balances the MFKE production (other MFKE budget terms vanish
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Fig. 7.10 Profiles of the terms which appear only in the mean flow kinetic energy
budget (Eq. 3.8) plotted for Newtonian (black lines) and shear-thinning liquids
(orange lines). Solid lines are for Reτ = 323, dashed lines for Reτ = 500 and the
dashdotted lines are for Reτ = 750.

there). The turbulent transport T m+ changes sign close to the wall and thus

transports energy from the core region towards the wall (the volume integral of

T m+ is zero). The magnitude of T m+ in the core region is lower for higher Reτ

which is due to the lower MFKE production there for higher Reτ . Similar to the

axial turbulence intensity (u′+
z ) profiles, the profiles of T m+ of Newtonian and

the shear-thinning liquids overlap each other in the core region, however, there

is no obvious relation between T m+ and u′+
z . The location where T m+ reaches a

maximum slightly shifts towards the wall with increasing Reτ for both liquids.
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The remaining terms are the viscosity dependent terms (Dm+, ϵm+ and

Υ+
nn) which are significant only near the wall for y+ < 100 (figure 7.10 c–e). In

these terms, the mean viscosity dependent terms i.e. the mean viscous transport,

Dm+, and the mean viscous dissipation, ϵm+, dominate the MFKE budget near

the wall and similar to the mean viscous stress, τ v+, both of these terms show a

marginal dependence on Reτ . Due to the higher τ v+ in the shear-thinning fluid,

the magnitude of Dm+ and ϵm+ is higher for the shear-thinning fluid compared

to the Newtonian fluid. The turbulent viscous stress transport, Υ+
nn, which is

due to the turbulent viscous stress τ fv+, show a similar Reτ -dependence as seen

for τ fv+ in figure 7.7 (c) and slightly increases with increasing Reτ . However,

the magnitude of Υ+
nn is very small compared to the mean viscous dissipation

ϵm+ . The negative values Υ+
nn close to the wall suggest that it decreases the total

viscous dissipation there.

Overall, the Reynolds number dependence of the MFKE budget terms is

similar for both the liquids and the contribution of the non-Newtonian dissipation

term, Υ+
nn, is small in the total MFKE dissipation.

7.2.2 Turbulent kinetic energy budget

Similar to the MFKE budget, Newtonian terms in the turbulent kinetic energy

(TKE) budget are also similarly affected with increasing Reτ for each fluid (figure

7.11 a-e). The TKE production, P+ = τR+(∂U+
z /∂y+), is higher for higher Reτ for

each fluid (figure 7.11 a), which is due to the higher Reynolds shear stress τR+

for higher Reτ as seen in figure 7.7 (c). Shear thinning decreases τR+, therefore,

the TKE production P+ is lower for the shear-thinning fluid compared to the

Newtonian fluid. The location of the maximum P+ slightly shifts away from the

wall with shear thinning but is almost independent of Reτ .

The increase in the TKE production with increasing Reτ is accompanied

by an increase in the mean viscous dissipation, ϵ+ (figure 7.11 b). The mean

viscous dissipation ϵ+ shows Reτ -dependence mainly for y+ ≲ 30. Higher ϵ+

near the wall for higher Reτ indicates larger shear rate fluctuations s′
ijs

′
ij

+
(ϵ+ =

2ν+s′
ijs

′
ij

+
) for higher Reτ because the mean viscosity is constant for a Newtonian

fluid and is independent of Reτ there for the shear-thinning fluid (figure 7.6).
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Fig. 7.11 Profiles of the turbulent kinetic energy budget terms (see Eq. 3.9)
plotted for Newtonian (black lines) and shear-thinning liquids (orange lines) at
different Reτ .

The mean viscous dissipation near the wall is mainly balanced by the

mean viscous transport, D+, there. Therefore, the profiles of D+ show a similar

Reτ -dependence as ϵ+ for y+ < 3, and D+ there is higher for higher Reτ (figure

7.11 c). The mean viscous transport D+ vanishes beyond y+ ≳ 30. Profiles of the

other Newtonian transport terms, T + and Π+, which are small compared to D+

(approximately five and ten times smaller), also show a similar Reτ -dependence
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for each fluid as seen for the mean viscous transport D+ (figures 7.11 d and

e). However unlike D+, T + and Π+ do not vanish until y+ ≈ 100. The non-

Newtonian terms arising due to viscosity fluctuations are significant only for

y+ ≲ 30 where they increase in magnitude with increasing Reτ (figures 7.11 f and

g).

Profiles of the total transport T k+ = T + + Π+ + D+ + ξ+
nn + D+

nn and the

total dissipation ϵk+ = ϵ+ + χ+
nn + ϵ+

nn are affected similarly with increasing Reτ

for each fluid (figure 7.12). Both T k+ and ϵk+ are higher for higher Reτ . The

total TKE transport, T k+, shows a Reτ -dependence only in the viscous sublayer

whereas the total turbulence dissipation ϵk+ is affected by increasing Reτ until the

outer edge of the buffer layer (y+ ≲ 30).
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Fig. 7.12 Profiles of the sum of the Newtonian and non-Newtonian transport
and the dissipation terms plotted for the Newtonian (black lines) and the shear-
thinning fluid (orange lines).

The overall effect of increasing Reτ on the TKE budget is qualitatively

similar for each fluid. The non-Newtonian terms act as a sink in the TKE budget

and their contribution increases with increasing Reτ . The Reynolds number effect

is mainly confined near the wall for y+ ≲ 30 whereas the shear-thinning effect is

seen until y+ ≈ 100.

127



7.3 Comparison of the effect of shear thinning and

increasing Reynolds number

It was noted in figures 7.2 and 7.3 that the velocity streaks become wider and

longer with shear-thinning or decreasing Reτ which suggests that the effect of

shear thinning and increasing Reτ are opposite to each other. However, this

hypothesis does not hold for other results such as the axial turbulence intensity

which increased with both shear thinning and increasing Reτ (figure 7.8 a). In

this section, the results of increasing Reτ and shear thinning are compared to

highlight the similarities and the differences between the two effects.

Shear thinning and increasing Reτ affect the mean axial velocity profiles

in an opposite manner. The effect of increasing Reτ on the mean viscous stress,

τ v+, and the turbulent viscous stress, τ fv+, is although similar but is very small

compared to the shear-thinning effect. Both shear thinning and increasing Reτ

increase the axial turbulence intensity, u′+
z , for all y+. In contrast, the radial and

the azimuthal turbulence intensities (u′+
r and u′+

θ ) are affected oppositely by the

two effects.

In the Newtonian mean flow kinetic energy (MFKE) budget terms, the

mean viscosity dependent terms, Dm+ and ϵm+, are only marginally affected by

increasing Reτ , therefore, a clear comparison between the shear-thinning and the

Reynolds number effects can be made only for the remaining terms W +
dp/dz, −P+

and T m+. All of these terms are affected with shear thinning and increasing Reτ

in an opposite manner.

The Newtonian terms in the turbulent kinetic energy (TKE) budget show

a mixed trend with the two effects. The mean viscosity dependent terms, ϵ+ and

D+, increase in magnitude with both shear thinning and increasing Reτ , which

suggests that the fluctuations in velocity gradients are similarly affected by both

shear thinning and increasing Reτ . In contrast, the turbulence production P+

(also discussed in the MFKE budget) and the pressure gradient work, Π+, are

affected oppositely with increasing Reτ or shear thinning. The turbulent transport
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of TKE, T +, is affected similarly with both shear thinning and increasing Reτ in

the viscous sublayer but the trend is reversed in the buffer layer.

All non-Newtonian terms in the MFKE and TKE budget are affected

similarly with shear thinning or increasing Reτ . The overall effect of shear

thinning and increasing Reτ is opposite to each other on the total TKE transport

and dissipation (figure 7.12). A key result shown by this comparison is that

the effect of shear thinning is not to decrease the effective Reynolds number as

it appears in the near wall streaks. The gap between the profiles of the shear-

thinning fluid and the Newtonian fluid also does not decrease with increasing

Reτ . Therefore, the shear-thinning effect is expected to persist even at higher

Reynolds number, although it could be small.

7.4 Empirical correlations

In section 5.4, the mean axial velocity profiles predicted by DNS were found

to deviate significantly from the profile proposed by Dodge and Metzner [35]

(Eq. 2.15) for shear-thinning liquids. The DNS predictions of the friction factor

for shear-thinning liquids were in a better agreement with Anbarlooei & Cruz

correlation (Eq. 2.23) compared to the Dodge & Metzner correlation (Eq. 2.16),

however, the maximum disagreement between the DNS predictions and Dodge &

Metzner correlation was less than 5%. Here, this comparison is made at higher

Reynolds number.

As seen in figure 7.13 (a), the mean axial velocity profiles of the shear-

thinning fluid predicted by DNS deviate from the Dodge & Metzner profile

(Eq. 2.15) for all Reτ , however, the disagreement is less for higher Reτ . This

suggests that a good agreement between DNS and Dodge & Metzner correlation

might be possible at very high Reynolds number.

Clapp’s scaling [27] suggests that the profiles of nU+
z of different flow

indices will collapse when plotted against the non-dimensional distance from the

wall ŷ. This non-dimensionalisation is used in figure 7.13 (b) where it can be

seen that the current values of ReMR (the non-dimensional pipe radius R̂ is higher

for higher ReMR) for the shear-thinning fluid are not high enough to compare
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with the Newtonian fluid. This also means that Clapp’s scaling is not applicable

at the current Reynolds number for n = 0.6.
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Fig. 7.13 Profiles of the mean axial velocity plotted using (a) Dodge & Metzner
scaling [35] and (b) Clapp’s scaling [27]. In (a) the prediction of Eq. 2.15 are
shown using dotted lines. The same line patterns and colours are used as in
previous figures.

The DNS predictions of the friction factor are compared with Dodge &

Metzner and Anbarlooei & Cruz correlation in figure 7.14. Dodge & Metzner

correlation reduces to Nikuradse correlation and Anbarlooei & Cruz correlation

reduces to Blasius correlation for n = 1.0. Both correlations agree well with each

other for ReMR ≲ 100 000 for the shear-thinning fluid. For the Newtonian fluid,

the predictions of the Blasius correlation are slightly higher than Nikuradse’s

correlation. For the Newtonian fluid, the DNS predictions are in a better agree-

ment with the Blasius correlation compared to Nikuradse’s correlation. For the

shear-thinning fluid, DNS slightly under-predicts the friction factor for higher Reτ .

The disagreement between DNS and the correlations might increase with further

increasing Reτ , however, this needs to be confirmed.

7.5 Chapter summary

Simulations carried out for Newtonian and shear-thinning PL fluid (n = 0.6) for

Reτ = 323, 500 and 750 show that the effect of increasing Reτ is similar for each

fluid. Fluctuations in the flow are higher for higher Reτ . The mean axial velocity

profiles shift slightly below with increasing Reτ , however, the effect of increasing

Reτ is almost negligible on the mean axial velocity gradient. The mean viscosity
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Fig. 7.14 Comparison of the friction factor predicted using DNS against Dodge &
Metzner correlation (solid lines) and the Anbarlooei & Cruz correlation (dashed
lines) for Newtonian (black lines) and the shear-thinning liquids (orange lines).

profiles for a shear-thinning fluid are almost independent of the Reynolds number

until the inner log-layer (y+ ≈ 100). The effect of increasing Reτ on the mean

viscous stress and the turbulent viscous stress is small. In contrast, the Reynolds

shear stress increase significantly with increasing Reτ outside the viscous sublayer.

All components of the turbulence intensities also increase with increasing Reτ for

each fluid.

The effect of increasing Reτ on the mean flow and the turbulent kinetic

energy is similar for each fluid and most terms are higher for higher Reτ . A

key result is that except for the mean flow kinetic energy production and the

turbulence transport of the mean flow kinetic energy, all other terms in the energy

budgets show a Reynolds number-dependence only near the wall for y+ ≲ 100.

A comparison of the effect of shear thinning and increasing Reτ showed that

the effect of shear thinning is not to reduce the effective Reynolds number as it

appeared in the near wall velocity streaks. The two effects mostly oppose each

other.

The DNS prediction of the mean axial velocity profiles come closer to

Dodge & Metzner profile for higher Reτ which suggests that a good agreement

between DNS and Dodge & Metzner profile is possible for very high Reτ , however,

this needs to be confirmed. In contrast, DNS slightly under-predicts the friction

factor for higher Reτ compared to Dodge & Metzner and Anbarlooei & Cruz
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correlation with the deviation expected to increase with further increasing Reτ .

This also needs to be confirmed in future.
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8
Flow through an open channel

Open channels are also common in applications. Indeed, the flow through a pipe

also becomes an open channel flow when the pipe is not running full. Despite

their wide applications, fundamental studies of open channel flow have not

received the same level of attention as pipe flow. Compared to Newtonian fluids,

the studies of non-Newtonian fluids in open channels are rare.

An open channel can have different cross-sections, however, channels

with a rectangular cross-section are the most common because they are simple

to design and easy to maintain. In this chapter, DNS results of a rectangular

open channel flow with different aspect ratio AR (AR = 2b/h where b is the

half channel width and h is the fluid depth) are presented for Newtonian and

shear-thinning (PL, n = 0.6) fluids to highlight the differences arising from shear-

thinning rheology. The channel aspect ratio is varied from 1 to 4 while keeping

the hydraulic radius (ratio of the channel cross-sectional area to the channel

perimeter) fixed. The nominal wall shear stress τw (Eq. 2.26) and the nominal

wall viscosity νw (Eq. 2.11) are also fixed in simulations to give a fixed Reτ of 146.

The channel dimensions are given in table 8.1 and the simulation parameters are

given in table 8.2. The Froude number in the current simulations is much lower

than one (subcrticial flow), therefore, a significant deformation of the free surface
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is not expected in real flow for these parameters and a deformation-free boundary

conditions such as used here (see chapter 3) is adequate. Note that the fluid depth

is used for the length scale in defining the Froude number (Fr = Ub/(gh)1/2) to

be consistent with its traditional definition. Since the fluid depth decreases with

increasing AR, this leads to an increase in the Froude number.

Table 8.1 Geometric parameters and Froude number in the current open channel
simulations. The hydraulic radius is fixed. Simulations are run for Newtonian
and shear-thinning (PL, n = 0.6) fluids. The nominal wall viscosity is fixed
in simulations which is the same as the viscosity of the Newtonian fluid. The
nominal wall shear stress is also fixed by fixing the forcing. The simulation
parameters are given in table 8.2. The Froude number is calculated as Ub/(gh)1/2

where g is the gravitational acceleration and h is fluid depth.

AR 2b/Rh h/Rh FrNewt Frnn

1.0 3.0 3.0 0.24 0.27
2.0 4.0 2.0 0.30 0.33
4.0 6.0 1.5 0.34 0.38

Table 8.2 Simulation parameters for the current open channel simulations for
Newtonian and shear-thinning liquids. The nominal wall viscosity and the nomi-
nal wall shear stress are fixed in simulations by fixing the forcing g/(u∗2/Rh) = 1.0
and the hydraulic radius for different channels. The Metzner–Reed Reynolds
number is calculated using Eq. 2.7 with D = 4Rh.

n K/(ρu∗2−nRn
h) ReG ReMR

0.6 1.7605 × 10−5 10400 5400
1.0 2.332 × 10−5 9300 9300

8.1 Instantaneous flow

By their nature, DNS simulations are unsteady and details of the flow change with

time, although for the flume flows here, the flow statistics (e.g. mean, standard

deviations, etc.) do not. A qualitative view of the unsteady flow is presented in

figure 8.1 which shows contours of streamwise velocity on one cross section of

the flume at a given time. The faster bulk velocity for the shear-thinning case is

evidenced by the larger area covered by the dark red colours (velocity 1.3 and
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above). As was also seen for a pipe flow, low and high speed streaks are wider

and run longer for the shear-thinning fluid compared to the Newtonian fluid.

Shear rates are the largest close to the wall therefore, the viscosity is lowest there

and increases towards the centre which is expected for a shear-thinning fluid

(figure 8.2).

Newt. non-Newt.

A
R

=
1

A
R

=
2

A
R

=
4

Fig. 8.1 Contours of the instantaneous axial (z−) velocity normalised by the bulk
velocity plotted for Newtonian and shear-thinning liquids at a cross-section and
close to the bottom and a side wall (y+ ≈ 10). Contour levels vary from 0(blue)
to 1.3(red).

8.2 Bulk velocity and friction factor

Despite different aspect ratios, the predicted bulk velocity, Ub, does not vary

with AR and the simulations give Ub/u∗ = 15.95 for the Newtonian fluid and

Ub/u∗ = 17.84 for the shear-thinning fluid for all AR. The fact that the predicted

bulk velocity (and hence the flow rate) does not change with aspect ratio for

either fluid suggests that the hydraulic radius is an appropriate length scale to
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(a)

(b)

(c)

Fig. 8.2 Contours of the instantaneous viscosity normalised by the nominal wall
viscosity plotted for the shear-thinning fluid at the same cross-section and time
instant as in figure 8.1. Contour levels vary from 1(blue) to 6(red).

use in turbulent open channel flows of both Newtonian and GN liquids. However,

this assessment might change when the shape of the channel cross-section is

changed.

The nominal wall shear stress τw is fixed, therefore, the increased Ub

with shear thinning leads to a decrease in the friction factor f = 2τw/ρU2
b (figure

8.3) which was also observed for a pipe flow (see chapters 5 and 7). The DNS

friction factor predictions are in excellent agreement with the Dodge & Metzner

correlation (Eq. 2.16 with pipe diameter D replaced by the channel hydraulic

diameter Dh) for the Newtonian fluid whereas the agreement for n = 0.6 is

within 5%. This agreement is only slightly worse than the agreement seen for

a pipe flow. As noted earlier (see sections 5.4 and 7.4) the Dodge & Metzner

and Anbarlooei & Cruz correlations (Eq. 2.23) agree closely with each other for

ReG ≲ 10 000. These results suggest that either of these correlations can be used

for predicting turbulent friction factor in open channel flows of GN liquids at the

considered Reynolds number (ReG ≈ 10 000).
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Fig. 8.3 Comparison of the friction factor predictions using DNS (markers) with
Dodge & Metzner correlation (lines) and Abarlooei & Cruz correlation (dashed
lines).

8.3 Mean wall shear stress

Unlike pipe flows, the mean wall shear stress, τ̄w, is not uniform in an open

channel and it is modified by the secondary flows [60]. Since Reynolds shear

stress vanishes at the wall, only the viscous stresses, the mean viscous stress,

τ v
w, and the turbulent viscous stress, τ fv

w , contribute to τ̄w. The axially averaged

mean shear stress components at the wall, τ v
w and τ fv

w , starting at A, traversing

anticlockwise to D (see figure 8.4) are plotted in figure 8.5 for Newtonian and

shear-thinning liquids and for different AR of the channel. In this figure, the

mean wall shear stresses are normalised by the nominal wall shear stress τw

(Eq. 2.26) and the distance s along the perimeter from A normalised by the

wetted perimeter Pw is chosen for the x−axis. The line integral of the mean wall

shear stress τ̄+
w divided by the wetted perimeter Pw is one for all cases which

confirms that the simulations are converged and the data has been averaged for

sufficient time.

General trends in the mean wall shear stress profiles are broadly similar

for all AR and for both liquids with some “important” differences. A zero shear

stress occurs at the bottom two corners B and C, which is because the fluid is

almost stationary there. For the Newtonian fluid, the mean wall shear stress,

τ̄+
w , is maximum at the top two corners A and D. This is also true for the shear-
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Fig. 8.4 Naming of corners and the horizontal and the vertical centre lines for an
open channel.

thinning fluid for AR = 1 and 2, however, for AR = 4, τ̄+
w is maximum in the

middle of the base BC (point E).

The mean wall shear stress distribution along the base BC is similar

for all AR for the Newtonian fluid; it reaches a maximum in the middle and

its magnitude increases with increasing AR. The trend is similar for the shear-

thinning fluid except for AR = 1 for which τ̄w reaches a minimum in the middle.

This will be seen later to be a secondary flow effect (discussed in section 8.7).

As mentioned, the mean wall shear stress for non-Newtonian liquids is

the sum of the mean viscous stress τ v+
w and the turbulent viscous stress τ fv+

w . As

seen in figure 8.5, τ v+
w is higher than the mean wall shear stress τ̄w for most of

the wall which is due to the negative turbulent viscous stress τ fv+
w . The turbulent

viscous stress is lower along the side walls but is higher along the base for

higher AR. For pipe flow also the turbulent viscous stress was negative for a

shear-thinning fluid (figure 5.7), however, there is no known theoretical analysis

available to show this to be true.

The average τ̄w on side wall, τws , is lower for higher AR for both liquids

(table 8.3) which is due to a proportional decrease in the surface area of the side

walls with increasing AR. This is compensated for by an increase in the average

τ̄w on the base, τwb
. Except for AR = 1, shear-thinning rheology decreases τws

and increases τwb
. The contribution of the turbulent viscous stress in τw follows

the same trend as seen for τws and τwb
and increases with increasing AR. For
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Fig. 8.5 Profiles of the mean shear stress components plotted for Newtonian
(black lines) and shear-thinning (orange lines) liquids for (a) AR = 1 (b) AR = 2
and (c) AR = 4.

AR = 4, the average turbulent viscous stress at the base is almost 10% of τw but

is negative.

In summary, shear-thinning rheology modifies the distribution of the

mean wall shear stress at the base and at the side walls. The turbulent viscous

stress in the shear-thinning fluid becomes more negative with increasing AR. For

higher AR, the average mean wall shear stress is larger on the base and lower on

the side walls for the shear-thinning fluid compared to Newtonian fluid.
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Table 8.3 The average mean wall shear stress on the side walls and on the base
expressed as a percentage of nominal wall shear stress τw for Newtonian and
shear-thinning liquids. The average turbulent viscous stress at the wall in the
shear-thinning fluid is given in brackets.

AR τ+
ws

(%) τ+
wb

(%)

Newt. non-Newt. Newt. non-Newt.

1 69 69 (−5.8) 31 31 (−0.2)
2 50 49 (−1.5) 50 51 (−4.2)
4 30 27 (−1.0) 70 73 (−9.8)

8.4 Mean streamwise velocity

Contours of the mean streamwise velocity normalised by the bulk velocity are

shown in figure 8.6 where a larger flow area with Uz/Ub ≥ 1.2 (in red) can

be seen for the shear-thinning fluid than the Newtonian fluid for all AR. This

indicates that the flow moves faster in the core and slower near the wall for the

shear thinning fluid than Newtonian. The shape of the contours indicates the

presence of secondary flow which is discussed in section 8.7.

Unlike in pipe and sheet flows, the time-averaged data for an open chan-

nel flow can be spatially averaged only in the streamwise direction. Therefore, it

is not possible to show a single profile for the mean flow quantities for an open

channel flow. Here, the mean flow profiles along two lines, EF and GH, (see

figure 8.4), which pass through the centre of the domain and run in the vertical

and the horizontal directions are presented. The profiles of the normalised mean

streamwise velocity (Uz/Ub) are plotted along these lines in figure 8.7 (a) for the

vertical line EF and in figure 8.7 (b) for the horizontal line GH. Along the vertical

line EF, Uz/Ub increases with the distance from the wall and reaches a maximum

below the free surface for AR = 1, 2 (figure 8.7 a). This is known as velocity-dip

phenomenon and is caused by secondary flows [72]. This velocity-dip disappears

for AR = 4 for both liquids indicating very weak secondary currents in AR = 4.

The magnitude of the maximum Uz/Ub increases with increasing AR. The profiles

of Uz/Ub are also similar for both liquids along the horizontal centre line GH and
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Fig. 8.6 Contours of the time-averaged streamwise velocity normalised by the
bulk velocity shown for (a–c) Newtonian and (d–f) shear-thinning liquids for
AR = 1 − 4 (from top to bottom). The contour levels vary from zero (blue) to
1.2 (red).

the shear-thinning fluid shows slightly higher values of Uz/Ub than the Newtonian

fluid for most of the region (seen more clearly for AR = 2 and 4 in figure 8.7 b).
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Fig. 8.7 Profiles of mean streamwise velocity for Newtonian (black lines) and
shear-thinning liquids (orange lines) plotted as a function of the distance from
the wall along (a) the vertical centre line EF and (b) the horizontal centre line
GH.
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The effects of the channel aspect ratio AR and shear thinning on the

mean streamwise velocity become more clear when the profiles are plotted in

wall coordinates (figure 8.8). For the Newtonian fluid, the mean streamwise

velocity (U+
z ) profiles for AR = 2 and 4 overlap except very near the surface

and lie significantly above the profile of AR = 1. The U+
z profiles of the shear-

thinning fluid also show a similar trend with increasing AR, however, unlike the

Newtonian fluid, the profile of AR = 4 lies slightly above the profile of AR = 2

for entire depth of flow. For both liquids, the velocity-dip phenomenon becomes

weak with increasing AR and almost disappears for AR = 4, which was also

seen in figure 8.7 (a). For AR = 1 and 2, the y+ location where U+
z reaches a

maximum and the velocity-dip (the difference between the maximum U+
z and its

value at the free surface) is almost the same for both liquids. Also seen in figure

8.8 (b) is that in the viscous sublayer, the usual scaling U+
z = y+ does not appear

to be obeyed for either liquids. This is discussed further in section 8.6.
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Fig. 8.8 Profiles of mean streamwise velocity for Newtonian (black lines) and
shear-thinning liquids (orange lines) plotted in wall coordinates along (a) the
vertical centre line EF and (b) the horizontal centre line GH. Dotted lines show
the traditional law of wall U+

z = ϕ+, U+
z = 2.5 ln ϕ+ + 5.5 where ϕ is the wall

normal direction (x or y).

8.5 Mean viscosity

As expected, the mean viscosity of the shear-thinning fluid increases with the

distance from the wall towards the centre or the free surface (figure 8.9). The

maximum mean viscosity occurs close to the free surface and its location is

pushed further closer to the wall with increasing AR. Very high viscosity in a tiny
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region close to the bottom two corners is due to very low shear rates in those

regions. Indeed, the shear rate there reaches a value less than the cut-off shear

rate and thus, the viscosity in these regions is set to the maximum allowable

viscosity (see chapter 3). However, it is unlikely that this could have affected the

overall predictions as it happens only in a tiny region.

(a)

(b)

(c)

Fig. 8.9 Contours of the mean viscosity normalised by the mean wall viscosity
for a shear-thinning fluid for (a) AR = 1, (b) AR = 2 2 and (c) AR = 4. Contour
levels vary from 1 (blue) to 4 (red).

Profiles of the mean viscosity normalised by the nominal wall viscosity

νw are plotted along the vertical and horizontal centre lines, EF and GH, in

figure 8.10. The mean viscosity increases with the distance from the wall but

only significantly for y+(or x+) ≳ 10. This is similar to that seen for pipe flows

(figure 5.6). Near wall viscosity (y+ ≲ 10) is slightly lower for higher AR,

but away from lower wall (especially for y+ ≳ 60) viscosity increases with AR

(figure 8.10 a). In contrast, the profiles of all AR deviate from each other along

the horizontal line GH for y+ ≳ 30. The difference between the behaviour of the

mean viscosity profiles along the vertical and the horizontal centre lines is likely

to be a result of secondary currents which modify the velocity gradient and hence

shear rate in the flow. Since the effect of secondary currents is expected to be
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minimum and nearly uniform along the vertical line EF whereas the horizontal

centre line passes through the secondary vortices, different behaviour of the shear

rate and hence of the mean viscosity profiles along EF and GH is expected.
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Fig. 8.10 Profiles of mean viscosity of the shear-thinning fluid plotted in wall
units along (a) the vertical centre line EF and (b) the horizontal centre line GH.

8.6 Alternative scaling for the mean streamwise ve-

locity

Since the mean wall shear stress varies along the wall, using the nominal wall

shear stress is not a robust method of calculating the friction velocity [72]. For

PL liquids, where the mean wall shear stress and the mean wall viscous stress are

different from each other, using a friction velocity calculated from the mean wall

viscous stress and the mean wall viscosity in non-dimensionalisation collapsed the

near wall mean axial velocity profiles for Newtonian and shear-thinning liquids

in a pipe flow (section 5.1.2). This scaling is used in figure 8.11 for open channel

flows where the mean wall viscosity, ν̄w, at point E or G (see figure 8.4) is used

for the viscosity scale and u# = (ν̄w|∂Uz/∂ϕ|w)1/2 is used for the velocity scale (ϕ

is the wall normal direction x or y). This gives x⊕ = x̃u#/ν̄w and y⊕ = ỹu#/ν̄w,

where x̃ and ỹ are the distances from the wall. As seen in figure 8.11, using this

scaling collapses the near wall mean streamwise velocity profiles of different AR

for both Newtonian and shear-thinning liquids. This indicates the universality

of this scaling for wall bounded flows in the near wall region. Away from the

wall, the U⊕
z profiles of different AR are in a good agreement with the log profile

144



U⊕
z = 2.5 ln y⊕ + 5.5 for both liquids along the vertical line EF, however, similar

agreement is seen only for the Newtonian fluid along the horizontal line GH. The

profiles of the shear-thinning fluid deviate significantly from each other away

from the wall along GH (figure 8.11 b).
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Fig. 8.11 Profiles of mean streamwise velocity for Newtonian (black lines) and
shear-thinning liquids (orange lines) plotted in wall units along (a) the vertical
centre line EF and (b) the horizontal centre line GH.

It must be noted that although the new scaling collapsed the near wall

mean streamwise velocity profiles of different liquids and AR, this scaling is not

practical for reasons mentioned in section 5.1.2.

8.7 Secondary flows

Secondary flows are known to occur in non-circular ducts for Newtonian fluids

[14, 69] and for viscoelastic fluids [41, 100] even under laminar conditions.

However, the effect of pure shear-dependent viscosity on secondary flows is

still unknown. The profiles of the mean wall shear stress (figure 8.5) and

contours of the mean streamwise velocity (figure 8.6) indicated the presence

of the secondary currents normal to the streamwise direction. This is shown

using mean velocity vectors, contours of the normalised mean in-plane velocity

magnitude (Us = (U2
x +U2

y )1/2/Ub), and contours of the mean streamwise vorticity

in figures 8.12 and 8.13. The maximum in-plane velocity Usmax occurs close to

the free surface where it is more than three percent of the bulk velocity for all

AR and for both liquids. It is maximum for AR = 2 for both liquids. Contours of

the streamwise vorticity show that for both liquids, the number of vortices along
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the base are higher for higher AR. Although the in-plane velocity Us is higher for

the Newtonian fluid than the shear-thinning fluid close to the free surface and

at side walls, the secondary currents penetrate from the boundary more deeply

into the flow for the shear-thinning fluid. unlike other cases where the secondary

currents are almost zero in the middle of the base, they do not vanish there in

the shear-thinning fluid for AR = 1 and push the fluid away from the wall. This

is responsible for a minimum in the mean wall shear stress in the middle of the

base BC seen in figure 8.5 (a) for the shear-thinning fluid for AR = 1.

(a) (d)

(b) (e)

(c) (f)

Fig. 8.12 Contours of in-plane velocity expressed as a percentage of the bulk
velocity and cross-sectional velocity vectors for (a–c) Newtonian and (d–f) shear-
thinning liquids. Contour levels vary from 0 (blue) to 3 (red).

Secondary flows in open channels are known to affect the solid particle

suspensions in particle laden flows [105]. Slightly weaker, but a wider, region of

secondary currents in the shear-thinning fluid compared to the Newtonian fluid

suggests that the secondary currents will likely contribute more in lifting particles

from a bed for a shear-thinning fluid, however, further investigation is needed to

confirm this. The current results also suggest that the secondary flow effects will

persist up to a higher AR for the shear-thinning fluid than the Newtonian fluid,

however, this also needs to be confirmed via a further investigation.
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(a) (d)

(b) (e)

(c) (f)

Fig. 8.13 Contours of the mean streamwise vorticity overlayed with cross-
sectional mean velocity vectors for (a–c) Newtonian and (d–f) PL liquids. Contour
levels vary from -0.3 (blue) to 0.3 (red).

8.8 Turbulence intensities

Compared to secondary flows, turbulence intensities are likely to contribute more

in keeping the solid particles in suspension, therefore, the effect of varying AR

and the fluid rheology on the turbulence intensities is studied here. Profiles of

turbulence intensities are plotted in wall coordinates along the vertical and the

horizontal centre lines, EF and GH, in figures 8.14 – 8.16. Along the vertical line

EF, these profiles are similar to those in a pipe flow except close to the free surface.

The maximum of each turbulence intensity component occurs close to the wall

(at y+ ≈ 10) and then each decreases towards the free surface. Since the velocity

normal to the free surface, uy, is zero (as specified in simulations), u′+
y decays to

zero at the free surface (figure 8.16 a and c), however, the other components, u′+
x

and u′+
z , increase again close to the free surface with the increase being significant

for u′+
x (figure 8.15 a and c). Near the wall for y+ ≲ 100, all turbulence intensities

increase with increasing AR along the vertical centre line EF for both liquids but

the trend is reversed away from the wall. The location where the streamwise
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turbulence intensity, u′+
z reaches a maximum is shifted away from the wall with

increasing AR. The shear-thinning effect is similar to that as seen for a pipe flow;

it increases the turbulence intensity in the streamwise direction but decreases

it in the transverse directions for most of the flow. The effect of shear-thinning

along the line GH is similar as seen for the vertical line and it increases the u′+
z but

decreases u′+
x and u′+

y . The most striking difference occurs in u′+
x which increases

away from the wall and shows slightly higher peak values for AR = 1 and 2,

but for AR = 4 there appears to be no obvious maxima near the free surface for

either the Newtonian or shear-thinning fluid (figure 8.15 b).
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Fig. 8.14 Profiles of the streamwise turbulence intensity plotted in wall coordi-
nates for Newtonian (black lines) and shear-thinning (orange lines) liquids along
the (a,c) the vertical centre line EF and the (b,d) the horizontal centre line GH.

8.9 Chapter summary

In this part of the study, DNS is used to investigate the effect of varying channel

aspect ratio and shear thinning on the turbulent flow of a rectangular open

channel flow. Simulations are run for Newtonian and shear-thinning (power-

law index n = 0.6) liquids at a fixed friction Reynolds number of 146 which is

equivalent to a generalised Reynolds number of 10 000 for the shear-thinning

fluid and slightly less, 9300, for the Newtonian fluid. The key finding is that
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Fig. 8.15 Profiles of turbulence intensity in the x−direction (normal to the side
walls) plotted in wall coordinates for Newtonian (black lines) and shear-thinning
(orange lines) liquids along the (a,c) the vertical centre line EF and the (b,d) the
horizontal centre line GH.
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Fig. 8.16 Profiles of turbulence intensity in the y−direction (normal to the
base) plotted in wall coordinates for Newtonian (black lines) and shear-thinning
(orange lines) liquids along the (a,c) the vertical centre line EF and the (b,d) the
horizontal centre line GH.

similar to a Newtonian fluid, the bulk velocity and hence the flow rate is almost

independent of the channel aspect ratio for a shear-thinning fluid for a fixed
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hydraulic radius. In general, the effect of varying aspect ratio is similar for both

Newtonian and shear-thinning liquids and the effect of shear thinning is similar

to that seen in a pipe flow. An asymmetry in the boundary conditions because

of the free surface and corners induces secondary flows. These secondary flows

are slightly weaker in the shear-thinning fluid compared to the Newtonian fluid,

but they penetrate more deeply into the flow with shear thinning. This lead to a

non-uniform distribution of the mean wall shear stress and lead to differences

in the profiles of the mean streamwise velocity, mean viscosity and turbulence

intensities along the vertical and the horizontal centre lines.

Similar to a pipe flow, the flow becomes less fluctuating with shear

thinning. Mean velocity and the turbulence intensity in the streamwise direction

increase but the turbulence intensity in the transverse direction decrease with

shear thinning. Shear thinning increases the mean wall shear stress at the base

but decreases it at the side walls. The mean streamwise velocity profiles of

Newtonian and shear-thinning liquids are found to collapse near the wall if the

mean viscosity and the mean viscous stress at the base of the profile are used

in non-dimensionalisation. The log-law of the mean streamwise velocity profile

is found valid only for the Newtonian fluid. The DNS predictions of the friction

factor are in a reasonable agreement with the Dodge & Metzner correlation for a

pipe flow.

The current study shows that it is possible to study open channel flows

of GN liquids using DNS. Only channels with a rectangular cross-section are

considered here and the effect of the channel shape remains to be investigated in

future. The free-surface of the channel is modelled as a deformation-free bound-

ary in the current simulations which is a reasonable assumption for subcritical

flows such as considered here. However, it will not be a good approximation

for nearly critical or supercritical flow. How shear thinning affects open channel

flows of GN liquids at higher Froude numbers also remains to be investigated in

future.
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9
Conclusions and way forward

While turbulence in Newtonian liquids is well studied, studies of non-Newtonian

liquids are rare. Many studies of non-Newtonian liquids considered viscoelastic

liquids which due to their drag reducing properties are very attractive for engi-

neering applications. Only a few studies have appeared for GN liquids which are

also very common in applications and in nature.

9.1 Conclusions

This thesis is a step forward towards understanding turbulence in flows of GN

liquids. Flows through pipes and open channels are investigated using DNS.

Significant discrepancies were observed in the past between DNS and experiments

of turbulent pipe flows of GN liquids which are shown here to be caused by the

lack of high shear rate data in rheology characterisation. Using Wilson & Thomas

correlation for bulk velocity it is shown that the errors in the predictions of a

turbulence flow correlation also decrease if high shear rate data is used. It is

shown that that the maximum shear rate in rheology characterisation must be

at least twice of the nominal wall shear stress to get a good agreement between

DNS and experiments.
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Simulations of turbulent pipe flow of power-law liquids at Reτ = 323

showed that the turbulent length scale of axial velocity fluctuations increase in

the axial and azimuthal directions with shear thinning. The mean axial velocity

profiles when normalised by traditional wall scaling do not follow the Newtonian

law of wall U+
z = y+ in the viscous sublayer. This is caused by an additional mean

shear stress - the turbulent viscous stress which arises in the mean momentum

equation due to viscosity fluctuations. U+
z ̸= y+ for power-law liquids has a direct

implication on Reynolds-averaged Navier–Stokes simulations and large-eddy

simulations and suggests that the wall functions in those numerical techniques

require modifications for PL liquids. An alternate scaling (see section 5.1.2)

which uses the mean viscosity and the mean axial velocity gradient at the wall is

proposed to recover the law of wall for power-law liquids. However, this scaling

is not possible to determine a priori in DNS and in experiments. Outside the

viscous sublayer, the mean axial velocity profiles are found to deviate above the

Newtonian profile with shear thinning. Higher mean axial velocity for a shear-

thinning fluid leads to higher bulk velocity and thus lower friction factor compared

to Newtonian fluid. Shear-thinning increases the anisotropy of turbulent velocity

fluctuations by increasing the velocity fluctuations in the axial direction and

decreasing in the radial and azimuthal directions. Because of higher mean

viscosity and higher mean axial velocity gradient for shear-thinning liquids,

higher mean viscous stress is observed for shear-thinning liquids compared to

Newtonian fluid. In contrast, Reynolds shear stress is found to decrease with

shear-thinning which is consistent with findings reported in past studies.

Analysis of the mean flow and turbulent kinetic energy budgets, which

is carried out for GN liquids for the first time, shows that the effect of power-law

rheology is confined to the near wall region, y+ ≲ 60. This is further confirmed

via simulations where power-law rheology was used only near the wall and

away from the wall a uniform viscosity was assumed. The thickness of GN

rheology dependent region is found to increase with shear thinning which is

consistent with the argument of Wilson and Thomas [103]. The overall effect of

shear thinning is found greatest inside the viscous sublayer. The non-Newtonian

dissipation terms arising due to viscosity fluctuations in mean flow and turbulent
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kinetic energy budgets are found to decrease the total viscous dissipation. The

effect of increasing Reynolds number is found to be similar for Newtonian and

shear-thinning liquids. Increasing Reynolds number negligible affects the mean

axial velocity profiles in the viscous sublayer for a shear-thinning fluid. The

mean viscosity profiles near the wall for y+ ≲ 100 are found independent of

the Reynolds number, the reason for which is not clear. Profiles of the axial

turbulence intensity in wall units are found independent of rheology near the

pipe centre the reason for which is also unknown.

Simulations of Bingham liquids showed that the effect of yield stress on

a turbulent pipe flow is mostly similar to shear thinning. However, an important

difference between the two effects is that unlike pure shear thinning, yield

stress affects flow the greatest outside the viscous sublayer. The effect of yield

stress on the mean axial velocity is negligible in the viscous sublayer and the

mean axial velocity profiles follow U+
z = y+ there. This is due to almost zero

turbulent viscous stress there for Bingham liquids presumably because viscosity

is dominated by the consistency K at high shear rates and τy/γ̇ is almost zero in

the viscous sublayer.

A comparison of the mean axial velocity profiles for power-law liquids

predicted by DNS and the profile proposed by Dodge and Metzner [35] showed

that Dodge & Metzner profiles deviate significantly from the DNS predictions

with the deviation being larger for more shear-thinning liquids. However, the

predictions come close to the DNS predictions with increasing Reynolds number.

The DNS friction factor predictions of shear-thinning liquids however agree well

(within 5%) with the Dodge & Metzner correlation with the deviation between the

predictions of DNS and the correlation again being larger for more shear-thinning

liquids. This agreement is better than that observed in past DNS studies at

lower Reynolds number. For less shear-thinning liquids, the DNS predictions are

found closer to the correlation of Anbarlooei & Cruz [5] than Dodge & Metzner

correlation. The predictions of the Wilson & Thomas correlation [103] which

is used widely for yield stress liquids are found to deviate more from the DNS

predictions for more shear-thinning liquids or for higher yield stress.
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Compared to pipe flows, studies of open channel flows are rare. Simula-

tions of rectangular open channels showed that the flow rate does not vary with

varying channel aspect ratio for a fixed hydraulic radius. This means that a fric-

tion factor correlation defined using the hydraulic radius can be used confidently

for rectangular open channel flows of GN liquids for different aspect ratios. The

flows of Newtonian and shear-thinning liquids are affected similarly with varying

channel aspect ratio and the effect of shear thinning is similar to that seen for

pipe flow i.e. shear thinning increases the mean axial velocity and anisotropy of

turbulent velocity fluctuations. Due to corners and the free surface, secondary

flows are induced which penetrate more deeply into the flow from the boundary

for a shear-thinning fluid compared to Newtonian fluid.

Shear thinning is shown to decrease the turbulent friction factor (also

cited as drag reduction) in both pipes and open channels for a fixed Reynolds

number (Reτ or ReG). The signature of drag-reduction is also found in other

data, as in enhanced axial turbulence intensity, reduced radial and azimuthal

turbulence intensities, reduced Reynolds shear stress and viscous dissipation of

the turbulent kinetic energy. However, this drag reduction is much smaller than

observed for viscoelastic liquids at similar Reynolds number (see [79]).

9.2 Future work

In the current study, the pipe flow simulations are carried out only for Reτ < 750

and the results showed that the mean axial velocity profiles of a shear-thinning

fluid come closer to the Newtonian profile outside the viscous sublayer with

increasing Reynolds number. The question remains whether the effect of GN

rheology remains or vanishes at very high Reynolds number. Simulations showed

that both shear thinning and yield stress increase the anisotropy of turbulent

velocity fluctuations by increasing the fluctuations in the axial direction and

decreasing in the transverse directions. This indicates a reduced turbulent energy

transfer from the axial component to the transverse components but it is yet to

be shown via an analysis of component-wise turbulent kinetic energy budget. For

open channels, only the flow of a shear-thinning fluid in a rectangular channel is

considered and the effect of yield stress and the shape of the channel cross-section
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is yet to be investigated. Additionally, the current simulations of open channels

assumed a uniform free surface which is reasonable for low Froude number flows

such as considered here but will not be appropriate for high Froude number flows

for which a significant deformation of free surface is expected. The effect of GN

rheology for high Froude number flows also remains to be investigated. In the

current study, only friction factor predictions predicted by DNS for turbulent pipe

flows are compared with experiments and the validation of higher order data

such as mean axial velocity and turbulence intensities are yet to be validated

against experiments for pipes and open channels. Data produced in the current

work will be useful in the development and validation of RANS and LES models

for GN liquids.
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A
Appendix 1

A.1 Mean flow kinetic energy equation

An equation for the mean flow kinetic energy K = (1/2)UiUi can be obtained by

multiplying the Reynolds averaged Navier–Stokes equation with Ui. The Reynolds

averaged Navier–Stokes equation for a non-Newtonian fluid is written as:

∂Ui

∂t
+ Uj

∂Ui

∂xj

= −1
ρ

∂P

∂xi

+ ∂

∂xj

(2ν̄Sij + 2ν ′s′
ij − u′

iu
′
j) (A.1)

Multiplying the above equation with Ui gives

1
2

∂UiUi

∂t
+ 1

2Uj
∂UiUi

∂xj

= −Ui
1
ρ

∂P

∂xi

+ Ui
∂

∂xj

(2ν̄Sij + 2ν ′s′
ij − u′

iu
′
j) (A.2)

Now for any quantity ϕ, the following is true

ui
∂ϕ

∂xj

= ∂uiϕ

∂xj

− ϕ
∂ui

∂xj

= ∂uiϕ

∂xj

− ϕsij (A.3)
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Using Eq. A.3 in Eq. A.2 gives the required mean flow kinetic energy equation

Uj
∂K

∂xj

= −Ui
1
ρ

∂P

∂xi

+ ∂

∂xj

(2ν̄SijUi + 2ν ′s′
ijUi − u′

iu
′
jUi)

− (2ν̄SijSij + 2ν ′s′
ijSij − u′

iu
′
jSij). (A.4)

A.2 Turbulence kinetic energy equation

The Navier–Stokes equation for an instantaneous flow of non-Newtonian fluid is

given as:
∂ui

∂t
+ uj

∂ui

∂xj

= −1
ρ

∂p

∂xi

+ ∂

∂xj

(2νsij) (A.5)

Using the Reynolds decomposition the above equation can be written as:

∂(Ui + u′
i)

∂t
+(Uj+u′

j)
∂(Ui + u′

i)
∂xj

= −1
ρ

∂(P + p′)
∂xi

+ ∂

∂xj

(
2(ν̄+ν ′)(Sij+s′

ij)
)

(A.6)

Expanding Eq. A.6 leads to

(
∂Ui

∂t
+ ∂u′

i

∂t
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(
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+ ∂u′
i

∂xj

)
+ uj

(
∂Ui

∂xj

+ ∂u′
i

∂xj

)
= −1

ρ

(
∂P

∂xi

+ ∂p′

∂xi

)

+ ∂

∂xj

(
2ν̄Sij + 2ν̄s′

ij + 2ν ′Sij + 2ν ′s′
ij

)
. (A.7)

Subtracting Eq. A.1 from Eq. A.7 gives

∂u′
i
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∂u′
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Multiplying Eq. A.8 with ui and using k = (1/2)u′
iu

′
i gives
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Using Eq. A.3 in Eq. A.9 gives
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Time averaging the above equation leads to
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Using Eq. A.3, one can write

∂(u′
iu

′
ju

′
i)

∂xj

= 2u′
iu

′
j

∂u′
i

∂xj

+ u′
iu

′
i

∂u′
j

∂xj

= 2u′
iu

′
j

∂u′
i

∂xj

. (A.12)

Therefore,
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(A.13)

Using Eq. A.13 in Eq. A.11 gives the following turbulent kinetic energy budget

equation.
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An alternative form where the Newtonian and non-Newtonian terms are collected

together is:

Uj
∂k

∂xj

= −u′
iu

′
jSij+

∂

∂xj

(
p′u′

j − ku′
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)
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′
i). (A.15)
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B
Appendix 2

B.1 Axial mesh refinement

The axial mesh resolution independence is checked for Newtonian and shear-

thinning (PL, n = 0.6) fluids at Reτ = 323 for a fixed domain length of 4πD which

is sufficient to decay the two point correlations of the axial velocity fluctuations

to zero (see section 3.6). The mesh had 300 spectral elements of the polynomial

order 12. Simulations are run for the two fluids with the number of Fourier

planes Nz = 288, 384 and 480 giving an axial mesh solution of ∆z+ ≈ 28, 21 and

16 wall units. The results varied only slightly with decreasing ∆z+ from 28 to

21 with the deviation seen for u′+
z , u′+

θ , Π+, D+
nn and ϵ+

nn (figures B.1 and B.2).

Further axial-mesh-refinement negligibly affected the results.
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Fig. B.1 Profiles of the (a) mean axial velocity, (b) mean viscosity, (c) axial
and the radial turbulence intensities (d) azimuthal turbulence intensity and the
Reynolds shear stress plotted for Newtonian (black lines and markers) and PL
(n = 0.6, orange lines and markers) fluids at Reτ = 323. The solid lines are for
∆z+ ≈ 28, markers are for ∆z+ ≈ 21 and dashed lines for ∆z+ ≈ 16. The results
of ∆z+ = 21 and 16 are indistinguishable.
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Fig. B.2 Profiles of turbulence kinetic energy budget terms plotted for Newtonian
(black lines and markers) and PL (n = 0.6, orange lines and markers) fluids at
Reτ = 323. Solid lines are for axial mesh resolution of ∆z+ ≈ 28, markers are for
∆z+ ≈ 21 and dashed lines are for ∆z+ ≈ 16. The results of ∆z+ = 21 and 16 are
indistinguishable.
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B.2 Polynomial mesh refinement

The mesh resolution independence in the polynomial direction is checked only

for the shear-thinning fluid at Reτ = 323. The same spectral mesh as used for

checking the axial mesh resolution which had 300 spectral elements is used here.

A 4πD long pipe with 384 Fourier axial planes (∆z+ ≈ 21) is used. Three values

of the polynomial order, Np = 10, 12 and 14 are considered, which give a near

wall mesh resolution in the radial direction of ∆r+ = 1.0, 0.83, 0.72 and in the

azimuthal direction of ∆(rθ)+ = 5.18, 4.31, 3.69. As seen in figures B.3 and B.4,

the results are only marginally varied with the mesh refinement in the polynomial

direction. For the final mesh, Np = 12 was chosen.
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Fig. B.3 Profiles of the (a) mean axial velocity, (b) mean viscosity, (c) axial
and the radial turbulence intensities (d) azimuthal turbulence intensity and the
Reynolds shear stress plotted for a PL fluid with n = 0.6 at Reτ = 323. The solid
lines are for Np = 10, markers are for Np = 12 and dashed lines for Np = 14.
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Fig. B.4 Profiles of various terms in the turbulence kinetic energy budget plotted
for a PL fluid (n = 0.6) at Reτ = 323. The solid lines are for Np = 10, markers are
for Np = 12 and dashed lines for Np = 14.
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B.3 Time step size independence

After verifying mesh resolution a time step independence is checked for the shear-

thinning fluid by considering two different values of the time step ∆t/(νw/u∗2) =

0.035 and ∆t/(νw/u∗2) = 0.0175. The same spectral mesh as used for checking

the mesh resolution independence is used with Np = 12 and Nz = 384. As seen

in figures B.5 and B.6, the effect of decreasing the time step size is very small

and seen mainly in the profiles of the pressure gradient work Π+ which is very

small compared to other turbulent kinetic energy budget terms. A time step of

∆t/(νw/u∗2) = 0.035 is used in simulations at Reτ = 323 and reduced for higher

Reynolds number simulations (see table 3.1).
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Fig. B.5 Profiles of the (a) mean axial velocity, (b) mean viscosity, (c) axial and the
radial turbulence intensities (d) azimuthal turbulence intensity and the Reynolds
shear stress plotted for a PL fluid (n = 0.6) at Reτ = 323 for two different time
step sizes. The solid lines are for a time step of ∆t/(νw/u∗2) = 0.035 and markers
are for ∆t/(νw/u∗2) = 0.0175.
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Fig. B.6 Profiles of various terms in the turbulence kinetic energy budget plotted
for a PL fluid (n = 0.6) at Reτ = 323 plotted for two different time step sizes.
The solid lines are for a time step of ∆t/(νw/u∗2) = 0.035 and markers are for
∆t/(νw/u∗2) = 0.0175.
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