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Abstract

Friction Stir Processing (FSP) is a new and exciting processing technique to locally modify the
grain structure and improve mechanical properties of metals. Numerical modelling of the
process will allow for improved understanding of the deeply complex thermo-mechanical
processes that occur within this seemingly simple technique. An accurate numerical model
will increase understanding of the process and reduce the number of experimental trials
required to achieve the desired result.

In FSP, a cylindrical non-consumable tool, generally consisting of a pin and shoulder, is ro-
tated and plunged into the surface of a metal workpiece. The larger diameter shoulder pre-
vents the surface of the metal workpiece from flowing outwards, while the specially designed
pin induces a stirring action, producing a combination of frictional and adiabatic heating
allowing the metal to flow around the pin from the advancing side to the retreating side.
Localised severe plastic deformation occurs generally resulting in grain refinement. It is the
grain refinement that has attracted the attention of many researchers and prompted devel-
opment of numerical models.

The typical numerical methods applied in literature rely on Eulerian or Lagrangian meshes
which struggle to overcome large mesh deformation and track material history respectively.
In addition, phenomenological models are generally applied which do not have a physical ba-
sis. To this end, this work will implement a particle based numerical method with a physically
based constitutive law. The proposed three-dimensional fully-coupled thermo-mechanical
model is able to concurrently determine the temperature field, material flow and microstruc-
ture evolution dependent on the processing conditions of FSP.

The results of the complete model agree well with experimental thermocouple measure-
ments, material flow and microstructure development.
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Chapter 1

Introduction

1.1 Background and Motivation

The industry value added (IVA) by the manufacturing sector was just under $98b in the 2012-
2013 Australian financial year [1], for which the fabricated metal product manufacturing sec-
tor contributed roughly 10%. As a critical component of our economy, the growth and suc-
cess of this sector is vital for the continuing wealth of this nation.

There is however, great pressure from low-labour cost countries to manufacture products at
lower cost, and without drastically reducing labour expenses, the viability of manufacturing
in Australia and other western countries relies on improving current processing technolo-
gies. Adoption of new manufacturing techniques can mean an edge over competition and
reduction in processing costs and material wastage. It is vital then that new technologies and
processes be discovered, developed and understood through research.

An exciting and promising new fabrication technology is Friction Stir Processing (FSP). Adapted
by Mishra et al. [2] from the more well known Friction Stir Welding (FSW), FSP is charac-
terised by the ability to improve localized mechanical properties in metals through modifi-
cation of their microstructure. Indeed, microstructural features, most notably grain size for
polycristalline materials, are one of the key factors affecting nearly all aspects of the physical
and mechanical behaviour of polycrystalline metals, as well as their chemical and biochemi-
cal response to the surrounding environment. As such, the search for the next level of metal
processing technologies has led many to develop processes that focus on microstructure
modification and grain size refinement.

Although there exist a number of processes that aim to improvemechanical properties through
various methods of grain refinement, such as processes of severe plastic deformation (SPD),
powder processing and electrodeposition, FSP is a relatively new technique that brings a host
of advantages and opportunities. The process aims to reduce the grain size locally, rather
than through the bulk of the specimen and is relatively independent of component size or
shape. Rather than attempt to modify the entire domain, a stirring action is applied locally to
the material, and through mechanical work, the grain size is reduced increasing the strength
and ductility of the processed area.

The ability to process a localized area means that it can be used to locally modify microstruc-
ture without destroying previous fabrication, while simultaneously improving formability to
enhance further post-processing. It offers a number of unique processing characteristics that
are very attractive to a range of manufacturing environments.

1
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Friction Stir Processing is still a new technology, and although it has been attracting greater
research over the last decade, it has seen limited uptake by industry. The complexity of the
material response to FSP is also an issue, as subtle processing changes can result in con-
siderable variation in resultant properties. Computer modelling, when used in conjunction
with experiments, offers the ability to develop new processing technologies in a much more
effective way; and this depth of understanding is what will allow the technique to develop
and industrial opportunities to become more apparent. This justifies the need for a reliable
numerical model to be initially validated against experimental results, and subsequently used
for further investigation.

Figure 1.1: Computer generated image (CGI) of copper plate under Friction Stir Processing.

A number of numerical models have been developed for FSP, with varying complexity, but
very few are able to predict the resulting microstructure. As a key characteristic of the process
and determining factor in so many material attributes, prediction of the grain size is crucial
for modelling of FSP - for its continuing development and ability to support experimental
work.

In addition to the grain size, another aspect that requires special consideration in FSP mod-
elling, is the presence of very large deformation. Typical methods such as the Finite Ele-
mentMethod (FEM) applied in a Lagrangian framework struggle tomaintain accuracy without
remeshing - a computationally expensive solution to excessive mesh deformation. Applied in
an Eulerian framework, the FEM is able to avoid the large deformation problem, but capturing
surfaces and material history is also much more difficult. Gaining greater and greater popu-
larity are the particle or meshless methods. These particle based numerical methods provide
an avenue to analyse material response in a Lagrangian framework without the problems of
excessive mesh distortion. There have been no models proposed to date using a particle
based method to simulate FSP.

Friction Stir Forming (FSF), a new area of research, is a specific application of FSP to the
manufacture of composite materials [3]. By a small modification to the tool, in addition
to microstructure refinement, the thermomechanical process forms a mechanical interlock
between two materials. This process thus has the ability to rapidly form composite materials,
through a single pass of the tool.
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1.2 Research Overview and Objectives

The aim of this project is to develop a numerical model that relates the external process
variables of FSP, such as tool rotation rate and penetration depth, to resulting microstructure
and mechanical properties of processed FCC metals.

To achieve this, a particle based numerical method is combined with a physically based mate-
rial model. The application of a particle based numerical method will enable comprehensive
analysis of material and surface flow due to the ability to capture large deformation and natu-
ral handling of free surfaces. The physically-based material model, in the context of a thermal
and mechanical problem, will enable a material response dependent not only on the tem-
perature, deformation and deformation-rate, but also upon the evolution of the underlying
microstructure developed during FSP.

Such a comprehensive and inherently physically based approach represents a major step
forward for the numerical modelling of FSP.

In summary the research objectives are:

1: The development of a full three-dimensional thermo-mechanical model of FSP within
a particle based numerical framework, capable of predicting the effect of each of the
experimental parameters.

2: Application of a physically based constitutive law able to capture the resulting temper-
ature, material flow and microstructure for processed metals.

3: Validation of the model against experimental results, including temperature profiles,
material flow and microstructure development. In this thesis I will focus on pure copper
with additional microstructure validation including aluminium alloy 5005.

In addition to the research objectives above, the numerical model will be developed in the
context of FSF. Although a secondary material will not be used to form a composite, the
model will be developed with a pinless tool. Occasionally used in FSP, the pinless tool is
necessary in FSF. This will be discussed further in the following chapter. The focus of this
thesis however, is the parent process FSP.

1.3 Chapter Outline

The thesis is divided into 7 chapters. As a general overview, the first chapter introduces
the modelling of FSP, providing necessary background information and discussing the FSP
modelling field as it is in literature. Following this is a detailed description of the numerical
method chosen for this thesis. Subsequent chapters develop the numerical model, each
building on the previous chapter. The final chapter discusses the significance of this work
and further aspects that could be developed in the future.

1: The present chapter provides the reader with the basic overview and motivation for this
research, outlining the aims and expectations of the work.

2: Chapter 2 is split into two sections, the first provides a detailed background of FSP.
The second presents the modelling of FSP as it currently stands in literature. The back-
ground information will include a detailed explanation of the process along with ben-
efits and applications. The modelling review will focus on the methods used to model
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particular aspects of FSP, including the thermal field, material flow and microstructure.
Comparing the existing models in literature, the importance of a meshfree model of
FSP that can predict the evolution of temperature, material flow and microstructure,
will be established.

3: Chapter 3 discusses the particle based numerical method utilized for modelling FSP
in this work. It will provide background information necessary to understand how a
numerical model for FSP can be developed. The chapter will outline the governing
equations of the Material Point Method (MPM), followed by their discretization for so-
lution over discrete points. The constitutive model in the context of large deformation
will then be discussed followed by the description of how forces and contact between
bodies is handled in MPM. Finally the full MPM update algorithm will be presented.

4: Chapter 4 begins the process of developing a model of FSP. It begins by describing
each of the components necessary for the thermal model of FSP. It includes the de-
scription of an analytical solution for the heat source and thermal boundary conditions
such as thermal losses. This is then followed by describing the experimental work un-
dertaken to validate the numerical model. The resulting thermal field is compared to
the experimental results.

5: In Chapter 5 the thermal model is refined by adding the mechanical component of FSP.
This allows for more complex boundary conditions based on interaction between the
tool and workpiece and thus more accurate portrayal of the experimental procedure.
The constitutive law applied will be the Johnson-Cook flow law, and the analysis now
includes temperature and material flow resulting from frictional contact and plastic de-
formation.

6: In Chapter 6 a dislocation-density based constitutive law is introduced. This enables the
model to predict the evolution of the underlying microstructure of the processed mate-
rial. The physically based law replaces the previously applied empirical relationship. The
results will now include microstructure evolution, with comparison to the experimental
results for both copper and aluminium alloy 5005.

7: Finally chapter 7 provides a discussion of the overall work, followed by a statement on
the contribution to the field and future outlook.



Chapter 2

A Review of Friction Stir Processing

2.1 Background Information

2.1.1 Introduction to the Process

In FSP, a cylindrical non-consumable tool, generally consisting of a pin and shoulder, is ro-
tated and plunged into the surface of a metal workpiece. The larger diameter shoulder pre-
vents the surface of the metal workpiece from flowing outwards, while the specially designed
pin induces a stirring action, producing a combination of frictional and adiabatic heating al-
lowing the metal to flow around the pin from the advancing side to the retreating side. Lo-
calised severe plastic deformation occurs generally resulting in grain refinement. A backing
plate serves to remove excess heat from the system. Figure 2.1 below shows a schematic of
the process.

Figure 2.1: Schematic of Friction Stir Processing.

The tool is comprised of a shoulder and pin, although sometimes just the shoulder is used
(pinless). Both tools modify the surface microstructure, however the depth of modification is
reduced without the pin. In the case of thin plates the pin is often not needed [4]. The same
pinless approach can be applied to thicker plates where only surface processing is required.

5
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This can be particularly useful in the development of hybrid composite materials, where com-
posites are formed through mechanical interlocking of adjacent materials. Removing the pin
allows the surfaces to form a mechanical joint while simultaneously avoiding damage to ei-
ther material. As discussed in the Introduction (chapter 1) this has been termed Friction Stir
Forming [3] and is a new area of research.

Two terms often used in this field, are 'advancing' and 'retreating' sides. These are depen-
dent on the rotational direction of the tool and its traverse direction. The advancing side
experiences both tool rotation and translation in the same direction. The retreating side ex-
periences tool rotation in the opposite direction from the traverse direction. The two sides
can therefore experience differing thermo-mechanical effects.

Heating is produced within the workpiece by two mechanisms, the plastic deformation of the
material generates heat that is released volumetrically, and sliding contact between the tool
and the workpiece induces a frictional heat. The localised heating, generally up to 90-95%
of the melting temperature, softens the material around the pin and shoulder, allowing the
tool rotation and translation to move the material to the rear. The position of the shoulder
prevents themovement ofmaterial above the workpiece surface, thus with no loss ofmaterial,
the processed workpiece has the same cross sectional shape as in its initial condition.

FSP has distinct advantages compared to other metal working techniques [5]:

1: It is a short route, solid state, one step technique that achieves microstructural refine-
ment.

2: The resulting microstructure and mechanical properties can be adjusted depending on
tool design and process parameters.

3: The depth of processing can be adjusted by the height of the pin, ranging from sev-
eral hundred micrometres to tens of millimetres. This is in contrast to many of the
processing methods which refine the bulk microstructure.

4: It is a “green” technology, energy-efficient, without harmful gases or noise, and no
consumable components.

5: There is no modification to the original shape of the processed component. Many of
the established processes to induce grain refinement, such as Equal Channel Angular
Pressing and High Pressure Torsion, require specific geometries to enable processing.

There are specific regions of the cross-sectional processed zone often referred to in literature.
The area the pin and shoulder pass through, often called the stir zone (SZ) or nugget, has the
greatest level of plastic deformation and thus grain refinement. The thermo-mechanically
affected zone (TMAZ) is where movement of the pin and shoulder deforms and heats the
material but to a smaller degree than the stir zone. The heat affected zone (HAZ) expe-
riences a purely thermal impact, which depending on the process conditions can result in
modification of the microstructure in a similar way to annealing. The base or parent metal
(BM/PM) extends beyond this heat affected zone, and is essentially unaffected. These zones
are illustrated in Figure 2.2. Note that the precise change in microstructure will be dependent
on both the material and processing conditions applied. Figure 2.3 shows further examples
and illustrates that sometimes not all zones are present, with direct transition between the
stir zone and base material in some cases.

The material movement around the pin is complex, owing to pin design, and the variability
of processing parameters, generating gradients in strain, temperature and strain rate. The
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Figure 2.2: Traverse section of processed workpiece (with pin) [6] and pinless FSP [4].

resulting microstructure through the SZ and TMAZ reflect these different thermomechanical
histories and is not homogeneous.

Figure 2.3: Example cross-section FSP zone transitions [7].

Thus evolution of grain size during processing is complex and in addition the processes that
occur at the microstructure scale are different for some metals. For example, alloys have a
strong dependence on precipitate evolution, but pure metals do not.

The unique combination of characteristics that FSP exhibits:

1: Low amount of heat generated (below melting)

2: Severe plastic flow of material

3: Extreme grain refinement in the stir zone

4: Healing of flaws and casting porosity

5: Random misorientation of grain boundaries in the stir zone

6: Mechanical mixing of the surface and subsurface layers

Drawbacks of FSP include:

1: Variation in workpiece shape or dimension typically requires altering processing pa-
rameters for ideal performance. The thermo-mechanical process is quite complex and
the relationship between input parameters and the final material properties is not clear.
This makes it difficult to correctly process newly designed workpieces without signifi-
cant testing.

2: Following from the previous point, varying processing parameters can have a significant
impact on the resulting properties of the processed workpiece. This process therefore
requires high accuracy and consistency in implementation.
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The study of the process can be broken into two major components of work, which are the
thermal and mechanical.

2.1.1.1 Thermal Work

In FSP the heat is generated by a combination of friction and plastic dissipation during de-
formation of the metal. Which of these two mechanisms for heat generation is dominant
depends on the contact condition between the two surfaces, which can be sticking, sliding or
alternating between both of these. These conditions in turn are dependent on the process
parameters, material properties, and the tool geometry.

As the temperature of the thermo-mechanically worked metal rises, the metal softens, torque
is reduced, and less heat is imparted to the metal via mechanical work. This self-regulation
of heat generation tends to stabilize temperatures and keep processing conditions in the
solid state. Under these circumstances the stick/slide condition (also called stick/slip) could
be in oscillation [8]. For modelling, this complicated set of boundary conditions is often en-
forced by choosing a contact condition which produces temperatures matching experimen-
tal results. This will be explained and discussed further in the numerical modelling section.
However there are a number of thermal considerations within FSP, and these are illustrated
in Figure 2.4.

Figure 2.4: Thermal conditions of FSP.

As shown in Figure 2.4, the work carried out by the tool generates heat which is passed
through the system in three ways. Conduction occurs within the workpiece and through the
boundary between the workpiece and backing plate, and into the backing plate. Heat is also
transferred by conduction into the tool. Convection occurs between the workpiece and the
surrounding air, and to a much smaller degree thermal radiation is present. The latter is
generally ignored during modelling, but conduction and to a lesser extent convection play
an important role in determining the thermal condition of the workpiece [9].

2.1.1.2 Mechanical Work

There is a significant mechanical load applied to thematerial during FSP, with large plastic de-
formation and material stirring resulting in fine grains. The process parameters coupled with
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the tool design control the volume of metal heated and subsequent portion swept behind
the tool.

Figure 2.5: Example surface appearance after FSP. Also indicated is the distance between the
bands: δ, which is approximately equal to the translational velocity divided by the rotational
speed, V/ω.

The material swept behind the tool is deposited in bands, and the length between each band
is estimated as the longitudinal distance the tool travels during one rotation [10], shown in
Figure 2.5. The figure also shows the often present flashing, which occurs along the edge of
where the tool shoulder passes. In an investigation of material flow during Friction Stir Spot
Welding (FSSW), Zeng et al. [11] observed multiple modes of flashing behaviour. Figure 2.6
shows an example of material flow and flashing around the edge of the tool, similar with that
expected during FSP.

Figure 2.6: Cross section micrograph highlighting material flow and flash formed during
FSSW [11].

The next section will go into detail on the specific characteristics and novel aspects of FSP.

2.1.2 Characteristics and Novel Aspects of Friction Stir Processing

FSP was first developed as a generic tool for materials processing and modification. Initially
proposed by Mishra et al. [2] as a means of developing high strain rate superplasticity in alu-
minium alloys, it has since been shown to extend to a large range of metals and alloys, with
benefits including increased strength, fatigue life and ductility. It has been identified as a so-
lution to a number of manufacturing problems and basis for new manufacturing techniques.
Some of the benefits and applications of FSP include:

1: Superplasticity
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2: Improvement of cast components

3: Manufacture of surface composites through insertion of metallic powders

4: Enhancement of room temperature formability

5: Enhancement of Powder Processed Alloys

6: Creation of mid-section channels

These will be discussed in more detail below.

2.1.3 Superplasticity

Superplasticity refers to the ability in metals to attain very high levels of ductile behaviour,
and in general shows high uniform elongation when pulled in tension, while maintaining a
stable microstructure. In practice, metals exhibiting superplasticity are able to be formed and
processed at a faster rate compared to their non-superplastic counterparts.

The characteristics owing to this behaviour are a fine grain size, typically less than 10 - 15µm,
and thermal stability of the fine microstructure at elevated temperatures. Obtaining these
qualities has been an elaborate multi-step process previously, but FSP has been shown as
a viable and simpler alternative. As mentioned in the previous section, Mishra et al. [12]
showed that superplasticity was achievable in an aluminium alloy via FSP. Further research
[13, 14] showed that Al-4Mg-lZr alloy and 7075Al alloy could similarly exhibit high strain-rate
superplasticity after processing.

Figure 2.7 shows example tension tests upon an FSP'd aluminium alloy conducted by Ma et
al. [13].

Figure 2.7: Friction Stir Processed Aluminium Alloy exhibiting superplasticity [13].

More recent work has focussed on achieving greater homogeneity through the workpiece
via implementation of multipass FSP [15].
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2.1.4 Improvement of Cast Components

Die castings are made by the rapid injection of molten metal into metal molds under high
pressure. The procedure is relatively efficient and effective in mass production. However,
casting defects can occur, such as porosity and cold flake. These casting defects are intro-
duced during the casting process. Molten metal is poured into a sleeve and then injected
into a mold by a plunger. While the molten metal resides in the sleeve, the molten metal
in contact with the surface of the sleeve can cool and solidify. As the material is pushed
into the mold, this solidified layer can be scraped off, broken up, and pushed in to form
part of the cast structure. These small impurities embedded within the cast material reduce
the strength of the final product. Similarly the presence of porosity can reduce fatigue life
as these concentrate stress. Typically this requires testing to determine if the cast product is
free of defects [16], and if present the product is re-smeleted and cast again. Post processing
by FSP however, could provide an alternative solution to re-casting with the added benefit
of localised property enhancement.

In one of the most widely used alloys in the aircraft and automotive industries, Ma andMishra
showed the complete removal of porosity in cast A356 aluminium via FSP [17]. In the specific
area of cold flake removal, Nakata et al. determined that FSP can eliminate the cold flakes
as well as uniformly disperse secondary particulate in aluminium alloys [18]. In the cast alu-
minium alloy A206, most often used in gear housings, cylinder heads and turbines, Kapoor
et al. noted improved fatigue life, life to crack initiation, increased UTS and ductility [19]. In
an investigation into a cast aluminium alloy (A390) applied to heavy wear applications such
as pistons, cylinder blocks and compressors, Mahmoud observed healing of cavities, refine-
ment of coarse eutectic and dendritic structures, higher hardness values and improved wear
resistance [20].

Figure 2.8: Examples of cast-metal products that could benefit from post-processing with
FSP. [21, 22]

As well as cast aluminium, Cao et al. found significant increase in ductility in both cast and
wrought aluminium alloys [23]. In further work on cast aluminium alloys, Weglowski found
decrease in porosity and microstructure refinement in aluminium alloy AlSi9Mg [24]. Song
et al. found improved resistance to corrosion and cavitation erosion [25].

In maritime applications, cast nickel-aluminium-bronze alloys are widely used in thick sec-
tions, and the fabrication of these large products results in coarse grain sizes (∼ 1mm), re-
sulting in poor mechanical properties. Oh-ishi et al. determined that FSP can be applied to
selectively improve the mechanical properties of these structures [26]. The authors found
higher strength and ductility in the stir zone, and further improvement with multiple passes.

Although often overlooked in favour of more advanced alloys, cast iron can similarly benefit
from FSP. Fujii et al. conducted FSP on cast iron and found a range of benefits including
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higher hardness and lower distortion [27]. Noting the expense of commonly used cast irons,
Imagawa et al. conducted FSP on ferritic flake graphite cast iron. Generally unused due to
its poor mechanical properties, this material is relatively inexpensive and the improvement in
surface hardness could enable wider applications [28].

In summary FSP can improve service performance of cast metal components and it could en-
able replacement of wrought metal components with cheaper to produce cast components,
where selective property enhancement in specific locations is achieved through post-process
FSP.

2.1.5 Surface Composites

Metal-matrix composites (MMCs) can exhibit higher strength, higher elastic moduli and im-
proved resistance to wear, creep and fatigue, compared to their non-reinforced counterparts.
However, these bulk structures can suffer from a great loss of ductility, and the additive it-
self can be expensive. Applying a composite surface layer can create favourable properties
on the surface, such as increased hardness and wear resistance, while retaining much of the
base materials ductility, and at reduced material cost compared to their bulk alternatives. FSP
offers a cost-effective means of producing surface composites.

Mishra et al. first attempted to form a surface composite via FSP with ceramic particles em-
bedded into an aluminium substrate [29]. Since the success of this first trial, many composites
have been fabricated via FSP and reported in literature [7, 30–37]. Typically the additive is
in the form of a ceramic or metallic powder applied to the surface of the metal substrate.
Figure 2.9 shows an example composite layer formed above the base metal [38].

Figure 2.9: Example interface between surface composite formed by FSP and substrate/base
material [38].

For proper mixing and homogeneous distribution of the addedmaterial, the method of initial
distribution of the additive is significant. Methods have included using a pre-mixed surface
coating containing the additive material [29], grooves along the processing direction filled
with particulate [30], distributed drilled holes filled with powder [7, 34], air plasma spraying
of powder upon the substrate surface [32], and direct injection of powder through a hollow
and pinless FSP tool [36]. Figure 2.10 shows an example cross-section of the processed zone
of a surface composite formed by FSP.

Some other investigations include effects of tool traverse and rotational speed [34], groove
parameters for particulate [35, 37], and multiple FSP passes (Anvari et al. were able to dras-
tically increase the tensile strength of their Al-Cr-O surface composite [33]).
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Figure 2.10: Example cross-section of the processed zone of a surface composite formed by
FSP [34].

Sun et al. [38] investigated surface composites formed with aluminium alloys often used in
casting. In their investigation, the authors observed higher ductility and strength resulting
from the near complete elimination of porosity, also noting that their findings are significant
for manufacturing of diesel engines and other critical and high integrity components.

Akramifard et al. [7] developed a metal-matrix composite with a copper substrate where
surface hardness increased two-fold and wear resistance improved.

2.1.6 Room-Temperature Formability

Development of superplasticity via FSP requires through-thickness processing, however forma-
bility of large structures can be increased by local surface application of FSP. It can be used
to enhance both the high-temperature and room-temperature formability - the fine-grain
microstructure created during processing enables enhanced bending, torsion, compression
and tension [39]. It is ideal in applications where certain sections of the structure will be ma-
nipulated, as FSP can be carried out at local areas and over a defined path. Figure 2.11 shows
an aluminium alloy in bending after application of FSP to one side.

Figure 2.11: Enhanced bending after application of FSP to tensioned side (top) [40].

Although up to 37% lighter than the widely used aluminium alloys, with high strength to
weight ratios, excellent castability and recyclability, one of the limitations for the increased
use of magnesium alloys is their formability. Thus much of the recent work focussed on
increasing formability through FSP has been conducted on Magnesium alloys, for example
Mg AZ31 [41–43].

2.1.7 Enhancement of Powder Processed Alloys

Powder metallurgy is a widely used fabrication method for producing metal-matrix com-
posites. Three stages usually make up the process - blending of the powders (generally
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metal/ceramic), pressing or cold compaction, and then sintering. An efficient means of pro-
ducing bulk composites, powder metallurgy has some disadvantages including porosity and
segregation or clustering of the reinforcing particles from the matrix particles. Degradation
of the mechanical properties results. FSP can be applied post-fabrication to remove some of
these defects.

Liu et al. showed that increased yield strength could be achieved through FSP of their carbon-
nanotube/aluminium composites [44, 45]. Izadi et al. found improved microhardness and
particle distribution with elimination of porosity [46]. Zhang et al. noticed improved strength
and ductility due to the refinement of coarse particle clusters [47]. Figure 2.12 shows how
particle clustering can be reduced and greater homogeneity of the reinforcing and matrix
material achieved [46].

Figure 2.12: Improvement in particle distribution and homogenization [46]. Left) as-sintered,
right) after FSP (same scale).

2.1.8 Friction Stir Channeling

One of the possible flaws generated in FSP is a cavity where the material is not completely
filled in behind the tool. Figure 2.13 highlights this quite well with a cross-section of a pro-
cessed region.

Defects such as these are detrimental to the improvement in mechanical properties that is
often sought. However, in the field of friction stir channeling (FSC), Balasubramanian et al.
[49] has suggested that designing specifically for a continuous wormhole or channel can be
extremely useful. Heat exchangers are typically fabricated from joining multiple tubes, or by
independently fabricating and joining fluid channels. By modifying the process parameters
of FSP, fabrication of heat exchangers is possible in a single step. This is done by creating
continuous, integral channels in a monolithic plate with one FSP pass. Generally in FSP, re-
searchers are tweaking the process parameters, such as traverse speed, rotation rate, pin
depth and tool shape, to avoid any wormhole or voids occurring, but in this case the creation
of a wormhole is essential. The process parameters themselves are what make FSC possible.
Figure 2.14 shows a fabricated channel and an example view through the cross-section of a
channel.

The main difference in processing for FSC is that the profiled tool is rotated in such a way
that the material flows upwards towards the tool shoulder. Secondly, an initial clearance is
provided between the top of the plate and the tool shoulder - room for material from the
base of the pin to flow into.
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Figure 2.13: FSP conducted upon a powder processed composite [46] and an aluminium alloy
[48] resulting in cavities/wormholes indicated by the arrows.

Figure 2.14: Left) A channel fabricated using friction stir channeling technique [50], right)
cross-sectional image of a channel [49].

Balasubramanian et al. showed that channels could be achieved in both curved and linear
profiles and that the channel volume could be controlled though manipulation of process
parameters [49]. They found the channel size increased with both an increase in the traverse
speed and decrease in rotational rate. The hydraulic diameters of the channels formed varied
from 0.2mm to 1.2mm, classifying them as minichannels. In following works by the same
group [50, 51], they attempted to develop a relationship between the processing conditions
(tool rotation rate, traverse speed and plunge depth) and the resulting channel area and
shape. The force on the pin was also studied, and a relationship found between the position
of the net force on the tool and the condition of the channel produced. Such information
could eventually be useful in a control-feedback system, where monitoring of the processing
conditions such as tool pressure, combined with manipulation of the tool parameters, can
simultaneously control creation of channels (FSC) or avoidance of wormholes (FSP).

2.1.9 Summary

The physical convenience of FSP is an attractive quality - actual implementation can be very
quick in industrial settings, and the previous sections have highlighted how varied and widely
applicable FSP can be to modern manufacturing. However, due to the complex relationship
between the processing parameters and final properties of a given processed metal, deter-
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mining the correct parameters to use for a particular application can be a time consuming
task.

Deeper understanding may shed more light on the process and enable faster uptake by in-
dustry. However, this understanding can be difficult to gain with the experimental tools
available. Computation allows for great detail and powerful observation - it is possible to
look into the various parameters and their respective effects on the final mechanical prop-
erties. Many phenomena, for example plastic dissipation or heat loss, can even be isolated
to observe their specific impact. There are difficulties in numerical modelling however, and
these are discussed below.

2.2 Numerical Modelling of FSP

Computational simulations play a very active role in developing new material processing
technologies. The ability to run many simulations in parallel make it an efficient way to dis-
cover new information. A limited number of models have been developed in FSP over the
past decade, but many more so in Friction Stir Welding, of which FSP is a derivative.

There is one difference between the conditions for Friction Stir Processing and Friction Stir
Welding. In FSW, being a welding technique, the processed material is initially in two parts.
The stirring action actually combines the two pieces together. In FSP, the stirring action is
used only to manipulate the microstructure. As the precise difference in response between
these two processes is not clear, the review will be focussed on those papers researching
FSP, and supplemented by work from FSW where applicable. By far, most research has gone
into FSW, and there is sufficient similarity between the two processes that inclusion of these
works will be beneficial.

A similar analogy can be applied for the many other processes that are derivatives of FSW
or FSP. FSW is the most well known, but others include Friction Stir Spot Welding (FSSW)
[52], where the process includes only the plunge stage of FSW (no translation) and as the
name suggests is used to create spot welds. Friction Stir Forming (FSF) uses the material flow
aspect of FSP to create a mechanical interlock between two materials [3]. Direct Friction Stir
Processing (DFSP) modifies the FSP tool for application to surface composites [36].

With that said, below is a review of the current state of modelling in Friction Stir Processing.
Many good reviews have been published to date, for example [5, 40], this one will focus
on the numerical aspects of the published models rather than their specific results. Initially
however, the basics of numerical modelling will be described.

2.2.1 Numerical Methods Overview

This subsection gives an overview of the methodology to create a numerical simulation. In-
sight into this area will make the subsequent sections easier to follow.

From the physical phenomena, mathematical models are developed in the form of governing
equations with boundary conditions and/or initial conditions. These are often in the form of
a set of ODE’s, PDE’s, or integrals. The initial conditions and boundary conditions allow these
to be solved for the field variables in space and/or time.

When the problem cannot be solved according to a closed-form (analytical) solution, gen-
erally due to the complexity of the geometries, loads or boundary conditions, a numerical



CHAPTER 2. A Review of Friction Stir Processing 17

solution is needed.

The way that this is done, is through domain discretisation, where the problem geometry is
subdivided or discretized into smaller discrete areas/volumes, and form the framework for
the solution. This framework is generally a mesh or grid, made up of interconnecting grid
nodes. The grid nodes are the locations where the field variables are evaluated, and give an
insight into the material behaviour as a whole. Its accuracy is obviously dependent on the
size of the cells/distance between the nodes.

The numerical discretisation is referring to changing the continuous form of the governing
equations to discrete or discontinuous representations. This allows the problem to be solved
over the mesh or nodes.

All this must then be translated into a computer code, where factors such as accuracy, ef-
ficiency (speed, storage), and robustness (consistency, ability to handle errors) become im-
portant.

The physical phenomena that can be modelled are infinite, and an important aspect of nu-
merical modelling is adapting the method to the problem that is to be solved. Fundamental
to this, is the frame used for describing material motion.

There are two fundamental frames for describingmaterial motion, the Eulerian and Lagrangian
description. To help describe each, a common analogy is that of water flowing through a
channel. If a temperature sensor is placed on the inner channel wall, we could track the tem-
perature data of many water particles as they passed that point. In another type of analysis,
we could allow a sensor to flow with the water, tracking the temperature of just local parti-
cles, but continuously, as they flow through the channel. The first case is analogous to the
Eulerian framework, the second to Lagrangian. With each, we gain a picture of the problem
from a different perspective.

When a fixed mesh is used and particles pass through it, this is considered an Eulerian anal-
ysis. If the mesh distorts with the material, this is a Lagrangian analysis. Another way of
approaching Lagrangian analysis is without a mesh at all, whereby the particles are free to
move around without relying on a rigid connectivity to their immediate neighbours.

Each of these techniques has advantages and disadvantages, which will be discussed below.

2.2.1.1 Lagrangian Grid-based Methods

Advantages of Lagrangian grid-based methods

i) No convective terms - In Lagrangian analysis, there are no convective terms in the related
PDE’s, so numerical diffusivity is reduced.

ii) Traceable history of variables at material points - As the mesh distorts with the same
material points, gaining the history of the field variables is relatively direct.

iii) Applying boundary conditions is straightforward - The grid nodes can be placed at bound-
aries and material interfaces. The boundary conditions at free surfaces, material inter-
faces and moving boundaries are automatically imposed, tracked and determined by the
movement of these nodes.

iv) Complex bodies are solvable - An irregular mesh can be applied for complicated geome-
tries.
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v) Minimised computation time – The grid is only applied to the problem domain, min-
imising nodal calculations as deformation or motion does not require the use of a grid
extending beyond the problem geometry.

Disadvantages of Lagrangian grid-based methods

However, for large material deformations, the mesh can become distorted and entangled
which leads to inaccurate solutions or error. Figure 2.15 highlights this problem with the
simulation of a high velocity particle impact modelled in the FEM package, Marc Mentat.

Figure 2.15: Large deformation of mesh in impact simulation.

One method to overcome this is to apply re-meshing, where a new undistorted mesh is
overlayed on the old distorted mesh, so that the following-up computation is performed on
the new undistorted mesh. The new elements gain the physical properties of the old cells by
calculating the mass, momentum and energy transport in an Eulerian description. However,
this procedure can be very time consuming and accuracy of material history can also be
reduced due to interpolation of data between the new and old mesh. There is also great
technical difficulty in applying this solution for 3D problems.

2.2.1.2 Eulerian Formulations

Advantages of Eulerian formulations

Large deformations and mixing - As the mesh is fixed throughout, and the material is able
to flow across it, there are no problems associated with large deformation or heavy mixing.
This has made this approach ideal for modelling fluid flow problems.

Disadvantages of Eulerian formulations

i) Difficult to track material properties – As the information is stored on grid points, tracking
field variables for individual particles is very difficult.

ii) Difficult to determine material boundaries, free surfaces and material interfaces – as the
Eulerian method determines the mass, momentum and energy flux across cell bound-
aries, it is difficult to determine the material boundaries, interfaces and free surfaces.

iii) Larger grid required – the grid needs to cover all regions that the material can possibly
flow, hence it can be many times larger than the material domain by itself, which when
it comes to computation requires more time to solve.

It would be ideal to combine the strengths of these formulations, and to a degree this has
been applied by the Arbitrary Lagrangian Eulerian method. It allows a Lagrangian analysis to
be carried out, but when large deformation begins, there is a re-meshing stage, which can
mean a new mesh the same as the original shape (as in the typical re-meshing scheme) or
a new mesh with a more advantageous shape. This still maintains the same limitations as
re-meshing however, but does allow wider problems to be solved, such as combined fluid
and solid problems. An alternative solution is the mesh-free particle based methods.
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2.2.1.3 Mesh-free Particle Methods

Another way of approaching the discretisation of thematerial domain is to do so with discrete
particles, rather than a mesh. The material particles are not interconnected, and the field
variables are evaluated on the particles, in the same way as they are solved on the nodes or
gauss points of a Lagrangian analysis.

Advantages of mesh-free Particle Methods

i) Large deformation - The problem domain is discretized into particles without fixed con-
nectivity, allowing for large deformations.

ii) Particle motion traceability - The ability to trace themotion of the particles means dealing
with free surface problems, involving moving interfaces and boundaries, relatively easy.

iii) Traceable particle history - Time history of field variables is also possible for any particle
in the material.

Disadvantages of mesh-free Particle Methods

i) Neighbour searching often required - As the nodal connectivity is not established for
particle based methods, there is a need to determine the particles within an ‘influenc-
ing zone’ when approximating the governing equations. As neighbouring particles can
change over time, this can be a computationally time intensive job.

ii) Unbalanced particles - When solving over a particle domain, a lack of data points in a
particular region can contribute to inaccurate interpolations and divergence of the solu-
tion.

For details of mesh-free fundamentals, see references [53, 54].

2.2.2 The Challenges of Modelling FSP

FSP is a complex process - the combination of high speed rotation, comparatively slow traver-
sal speed, high temperatures, and large deformation create modelling challenges. The phe-
nomena contributing to the computational difficulties will be discussed below.

Very large plastic deformation: This can result in overly deformedmeshes and has encour-
aged most to approach the problem with Eulerian methods.

Flashing on the surface: Free surface deformation can be difficult for Eulerian methods to
solve as surfaces are not inherently tracked. The severe deformation leading to flashing
similarly makes it extremely difficult for a Lagrangian mesh to capture.

Boundary Conditions: A number of the parameters in FSP are difficult to quantify without
other testing. The friction coefficient between the tool and the workpiece has so far
been difficult to determine, with approximations often being used. Also the rate of
heat exchange between the workpiece and the backing plate can vary depending on
the experimental conditions. A combination of these factors means accurate modelling
is difficult without some form of calibration.

High tool rotation/slow tool translation: The combination of high speed forces and a com-
paratively slow overall process time introduces a problem for numerical simulation. Two
common formulations for integration of the PDE's exist, in general these are an explicit
scheme, where integration is based on a time increment and a rate of change, and
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an implicit scheme, where integration is less dependent on small timesteps, however
this calculation is more computationally expensive. Generally quasi-static problems are
solved using an implicit algorithm while dynamic problems are easier to approach with
an explicit algorithm. In the case of FSP, the combination of very high dynamics in-
duced by the tool rotation, with the comparatively slow overall processing time means
that selecting a time marching scheme is not trivial.

Complex grain size evolution: The change in the microstructure is very much dependent
on the thermal field and material deformation. Thus modelling of grain size requires
a non-trivial interdependence of these three fields (including the current state of the
microstructure itself).

Some of the methods used to handle these complex problems in literature will be discussed
in the following sections.

2.2.3 Large Deformation and Material Flow

FSP generates large amounts of material flow and plastic deformation. In a review of mate-
rial flow in FSW, Reynolds expressed the importance of studying it, expressing that the real
driver for studying material flow is to elucidate accurate strain and temperature histories for
the material being processed. It is only with this information in hand that microstructure
prediction can be made, or intelligent decisions made on how to modify processing condi-
tions to achieve microstructure goals [55]. Thus many researchers have undertaken the study
of material flow. Common in experimental research studies is the use of tracer material to
analyse the flow of material during processing. A brief review of these results will help to
quantify the type of material flow that can be expected.

Shi et al. applied SiC tracer particles to observe flow around the FSP tool [56]. By observing
the post processed specimens at transverse locations they were able to deduce the path the
initial particles had travelled. A greater number of studies have also been conducted in FSW
- in an early investigation, Colligan embedded small steel spheres in the workpiece to act
as tracer material [57]. By halting the process mid-way, Colligan was able to analyse the
movement of the tracer around the tool. Similarly, by placing small amounts of AA5454 at
various locations in AA2195, Seidel and Reynolds were able to analyse the flow of material
around the tool and through the plate [58]. Guerra et al. placed a strip of copper along the
centre-line of an AA6061 weld, combining this with a process 'freeze' where the rotation and
translation of the tool is stopped part-way through welding [59]. The authors were able to
analysematerial flow on both advancing and retreating sides of the tool, concluding that each
have very different thermo-mechanical histories and properties. Schmidt et al. introduced a
thin copper strip into the processing/welding line and through computer tomography (CT)
were able to extract excellent visual data of the flow around the tool [60]. Some of their
findings are reproduced in Figure 2.16. These studies in general provide excellent insight
into material flow during processing, however the introduction of foreign material into the
process arguably effects the material flow itself. Without the need for introduction of foreign
matter, and powerful visualization tools, computational models have the potential to excel
at analysis of material flow.

In modelling material flow, the numerical method applied needs some way of dealing with
large deformation, in FSP this has generally been through Eulerian models. Routinely used
in computational fluid dynamics, this method has generally been favoured in modelling of
friction stir processes as they can handle the large material deformations.
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a) b)

Figure 2.16: a) Example of material flow after partial passage of friction stir tool, b) CT scan
of workpiece showing scatter of processed copper tracer material. [60]

Aljoaba et al. developed an FSP model using an Eulerian method - within this framework the
authors were able to make predictions for the velocity field and strain rate around the tool, as
well as the temperature field, dynamic viscosity, and microstructure [61]. This was followed
by another work investigating the effect of coolant through the backing plate, and its effect
on the resulting material flow around the tool and microstructure of the workpiece [62].

In another model, Nassar et al. [63] investigated the effect of localised melting and material
flow during FSP. They were able to observe the flow behaviour around the tool for partially
melted workpiece material. Other works have involved analysis of material flow around var-
ious tool profiles, in order to optimise material flow [64–66]. Figure 2.17 shows an example
of material flow predicted with CFD around two tool profiles.

Figure 2.17: Material flow (visualised by velocity vectors) around two different pin styles [64].

Although Eulerian methods do very well with computing material flow within the workpiece,
they have difficulty computing material surfaces and preventing the formation of partially
filled elements. Trackingmaterial history is also a problem - they do very well computing flow
around the tool for example, but cannot follow the path of material from its initial position
to its final state. An alternative approach is the Lagrangian methods of solid mechanics.
However, although the mesh based methods, and in particular FEM, are well proven tools for
solid mechanics problems, their drawbacks are significant and cannot be overlooked when
applied to the modelling challenges of FSP; i) the fixed mesh does not allow material mixing
within an element and ii) the large strain/deformation that occurs during FSP creates mesh
entanglement and error prone results. Due to these challenges, an adapted FEM method
applying remeshing has often been used as an alternative.

One example of this is the Arbitrary Lagrangian Eulerian (ALE) Method, which uses a mesh
combining both aspects of the Lagrangian and Eulerian formulation - the mesh on the mate-
rial boundaries can move with the material to track the boundaries and interfaces, while the
mesh inside the material can move and reshape itself to optimize the shape of the elements,
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essentially remeshing when needed.

A number of studies have been conducted with the ALE formulation. Schmidt and Hattel
developed an early fully coupled 3D analysis of FSW applying the ALE method [67]. They
were able to observe void formation, and draw conclusions on the parameters effecting the
deposition of workpiece material around the tool. Zhang et al. developed a series of solid
mechanics-based FE solutions beginning with a two-dimensional model of FSP. The authors
analysed advancing and retreating material flow around a circular pin [68], see Figure 2.18
for an example of the authors' particle tracking for material flow analysis. This is similar to
the two-dimensional model developed by Mukherjee et al. [69]. Zhang's model was later
developed into three dimensions, similarly including particle tracking for flow analysis [70].

In a series of articles, Grujicic et al. applied the ALE formulation to FSW of aluminium alloys
[71–73]. Their latter work focussed on material flow and also provided a brief overview of
experimental/visualization studies to date. They investigated the effect of process parameters
including weld pitch, tool tilt-angle, and shoulder/pin diameter, on the material flow, by
tracking the movement of an initial sub-volume of the workpiece.

Another ALE model, Tutunchilar et al. used Deform-3D software with remeshing to model
FSP [48]. They observed material flow for a number of points during the simulation. They
were able to predict the shape of the stir zone based on the final resting position of nodes
initially in-front of the pin and also observe material flow around the pin on the advancing,
centre and retreating sides; however they did not look at material flow on the surface of the
material.

a)

b)

c)

d)

Figure 2.18: a-b) Material flow around a two-dimensional pin [68] c-d) Material flow around
a three-dimensional tool [48] (top and side view).

In a recent study also conducted with the ALE formulation, a model for material deformation
during FSW was developed, and they did study flashing on the surface, achieving qualitative
agreement with their experiments [74].

One of the downsides of the ALE method is that remeshing is computationally expensive,
and interpolation of nodal data during this stage can introduce errors. In addition, there is
often the need for a separate algorithm to track the position of material interfaces.

Particle methods on the other hand, are able to inherently track material surfaces without the
need for any additional algorithm. The need for remeshing is also alleviated as the particles
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are not inter-connected. With this in mind, a number of modellers in various fields have
begun to apply particle based numerical methods to solid mechanics problems.

A mesh-free particle method in general refers to a class of methods that define a set of
discrete particles to represent the state of a system and to record its movement. Each particle
can either be directly associated with one discrete physical object (such as a grain within a
grain hopper or grain of sand on a beach) or as a part of a continuum problem domain, where
the sum of particles make up the whole specimen.

There are many variations that have been created over the past few decades, with some being
evolutions of previous formulations. Many of them continue to be actively developed for
adoption to new problems and for removal of previous limitations. However, there has been
no work in the literature that has applied a meshless or particle method to FSP. In the related
field of FSW, in 2006 Tartakovsky et al. were the first to apply a particle method [75]. The
authors developed a two-dimensional model using the Smoothed Particle Hydrodynamics
(SPH) method. One of the oldest and most famous of the particle methods, it was originally
created for modelling astrophysical phenomena [76, 77], and has since been adapted for a
range of problems in fluid mechanics and more recently solid mechanics [78].

By colouring the material particles with two separate shades, Tartakovsky et al. was able
to analyse material flow and mixing around the two-dimensional pin. Pan et al. [79] built
on the previous work of Tartakovsky et al. by incorporating an effective viscosity into a
three-dimensional SPH model, where the flow stress and effective viscosity are strain rate
and temperature dependent.

Yoshikawa et al. applied the moving particle semi-implicit (MPS) method to model FSW,
adopting an Eulerian formulation to model material flow [80]. The MPS method is another
particle method and allows for the simulation of free surfaces, capturing processing effects
such as flash. Investigating welding of dissimilar metals, they studied mixing of two separate
plates by observing particle flow around a tool. This was followed by an investigation into
the effect of tool angle on material flow [81].

In an analysis of friction stir spot welding (FSSW), which is essentially the plunge and with-
drawal phase of FSP with the additional function of lap joining, Hirasawa et al. applied the
MPS method to observe the effect of tool geometry on the plastic flow [82]. Studying nu-
merous pin styles, they were able to identify and reproduce the hook like flow of material
around the tool shoulder, and isolate their more desirable tool shape - in the triangular pin
with concave shoulder. However, their model is decoupled, first computing the temperature
field followed by the plastic deformation, which limits dependency on these two variables
during the deformation. They also rely on a pre-determined yield stress vs. temperature
curve for determining the onset of plastic deformation.

Due to the numerous advantages presented by particle methods, one such method will be
applied to FSP in this work. However there are a number of particle methods to choose
from. Apart from SPH and MPS, other particle methods include the Discrete Element Method
(DEM), which has been used for simulation of soils and sands, where each particle represent
one object, be it a grain or soil particle. The Element Free Galerkin (EFG) method [83] has
been widely used to solve solid mechanics problems; based on the Diffuse Element Method
it uses a background mesh for integration. Comparison to FEM has shown that the method
is better able to handle large deformations [84].

With the advantage of only a local background mesh for integration, the Meshless Local
Petrov-Galerkin (MPLG) [85] has been applied to the problems of beam and plate structures,
fluid flows, and other mechanics problems. The Particle-in-Cell (PIC) method developed by
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Harlow in the 60's, has been used primarily in the fluid mechanics field and more recently in
plasma simulation.

The Material Point Method (MPM) is an extension of the Particle-in-Cell method from fluid
mechanics to solid mechanics. It has been shown to be well suited to large strain engineer-
ing problems [86]. The author describes MPM as having a number of advantages over the
traditional finite element method, and many of these are shared with other particle based
methods.

i) The problem of mesh distortion characteristic of Lagrangian FEM is eliminated.

ii) The problem of free surface is easy to solve.

iii) The problem of flow around an obstacle is easy to solve as in the case of an Eulerian
formulation.

iv) The problem of self-contact is solved automatically, there is no penetration of particles
because the velocities of thematerial point are calculated by interpolation of nodal values
defined on the background Eulerian mesh.

v) The boundary conditions can be applied easily as in the case of FEM.

vi) External forces and other boundary conditions can be applied at nodes of the computa-
tional mesh or on the material points, whichever is more appropriate for the problem.

vii) Addingmaterial points during calculations is relatively easy, this is needed in for example,
filling a silo.

viii) The finite elementmethod can bemodified for thematerial pointmethod relatively easily.
One major reason for this is that the gauss points in FEM serve as the material points in
MPM, but with the additional freedom that they are not fixed in space within the mesh
element.

The main drawbacks, the author argues, are that the stability for time integration depends
on a critical value for the time increment, and this value can be significantly smaller than in
the case of FEM. However, this can be alleviated by adding more material points - although it
should be noted that more material points increases the number of necessary computations,
or as more and more researchers are integrating into their codes, implementing the method
such that it can run in parallel.

As many of the particle based numerical methods have been successfully applied to solid
mechanics problems, one of the criteria for modelling selection becomes the ease with which
one can use the method itself; and there are many freely available codes on the internet for
SPH and MPM. A list of SPH codes available online can be found in [87]. For MPM there
is NairnMPM [88] and Uintah [89]. As these are robust codes with user communities and
resources for support, it makes sense to use one of these methods for modelling of FSP.

In a study by Ma et al., the authors consider the numerical advantages and disadvantages of
both MPM and SPH as applied to hypervelocity (or high strain rate) impact problems [90].
They note a number of these:

i) The critical time step is determined by the smallest smoothing length in SPH, and by
the background mesh size (constant) in MPM. The smoothing length in SPH varies with
particle distances, and under compression the particles can move closer together, sig-
nificantly increasing the number of required time steps. This means that SPH can take
longer than MPM to solve the same problem.
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ii) The integration over the support domain in SPH is converted into a summation of a
limited number of particles. Under tension, there may be insufficient particles to serve as
sampling points for the integration to ensure stability. On the other hand, the additional
component of the background grid in MPM, serves to reduce this occurrence: where
the grid nodes serve as field nodes to construct the approximation functions of the field
variables, and the particles serve as sampling points for integration. As there are many
more material points than grid nodes, the numerical instability arising from a lack of
sampling points is more often avoided.

iii) In bothMPM and SPH, particles are free tomove, and as such the risks involved withmesh
based methods such as mesh entanglement are avoided. However, as mentioned above,
nodal connectivity must be determined to evaluate field variables at each timestep. In
SPH this requires a neighbour search algorithm, such as a tree-like search; in MPM the
nodal connectivity is defined by the regular background grid, which does not change
with time. The advantage of a background grid becomes obvious in this instance.

iv) For convergence in a numerical method, the shape function employed must achieve a
certain degree of consistency, that is interpolation between objects such as particles and
nodes should introduce minimum error. In the case of unbalanced particles contributing
to a required summation, this condition may not be met. This can occur when solving
for particles at or near the boundary of the problem domain or when there is irregularly
distributed particles. Both of these problems can occur in the original formulation of SPH
- solutions have been developed although at the cost of computational efficiency.

A number of advantages for MPM over SPH have been highlighted above for hypervelocity
impacts, most of which would be shared between different problems. The objective of this
research is not to re-develop a new code, for obvious efficiency reasons, but to investigate the
application of a particle or mesh-free method to the challenging problem of FSP. In literature,
there is a freely available and open-source MPM code that has been used to model severe
plastic deformation, "NairnMPM" [88]. Thus this software and method have been tested in
the context of large deformation and in particular for contact, as this was one of the focusses
of the article [91]. The open-source license of NairnMPM means that material models and
any necessary components can be added as needed to the software. For these reasons MPM
is an ideal candidate for modelling of FSP and has been selected for this work.

In summary, the variousmodels in literature have been able to capturemany aspects of mate-
rial flow, however the limitation of Eulerian based FE models to capture free surfaces means
they cannot observe processing effects such as flashing or track particular material points
from start to finish. The ALE models developed are able to track the material movement, but
at the expense of remeshing. The particle models developed so far have been able to observe
more detailed material flow through particle analysis, however none have been applied to
FSP.

In this work a particle method will be employed within a solid mechanics framework. This en-
ables the tracking of free surfaces and material flow, combined with material history tracking
for each particle. The next section will discuss the significance of microstructure modelling
in FSP.

2.2.4 Grain Size Evolution

As one of the key outcomes of FSP, grain refinement is a major focus of experimental re-
search, both developing it and observing what effects it has on the mechanical and other
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properties of the material, however this has not translated significantly into the modelling of
FSP - possibly due to its complexity.

Yazdipour et al. used an analytical model to analyse the effect of cooling rate on the stir zone
grain size of AA5083 [92]. Similarly, Hofmann et al. used experimentally determined thermal
history in an analytical relationship to predict the final grain diameter of pure aluminium after
FSP [93].

Somemodels apply an empirical relationship with calibration to determined grain size profiles
[61, 62]. A popular method of introducing a grain size dependent on processing conditions
is through the Zener-Hollomon parameter.

Buffa and Fratini developed a series of models, the first of which applied an empirical rela-
tionship for the grain size according to strain, strain-rate and temperature [94]. In later work
the authors applied a neural network to further enhance the analytical model [95]. Other
work compared two analytical models, one incorporating the often applied Zener-Hollomon
parameter [96]. They found that exclusion of effective plastic strain in the latter analytical
case resulted in poorer characterisation of the grain size.

Another approach is to use an empirical constitutive law and apply an additional softening
component. One such model is that applied by Grujicic et al. [71, 72] who modified the
Johnson-Cook material model. They argue that although the effect of high temperatures
on promoting plastic deformation via thermal activation is taken into account, annealing is
not considered, and these conditions promote material softening. They obtained reasonably
good quantitative agreement, however one drawback of modifying a strain hardening model
like this is that there is no information regarding the microstructure of the material. Physically
based models on the other hand can account for evolution of the underlying grain structure.

Although no physically basedmodels have been applied to FSP, arguably one of the most ad-
vanced models in FSW literature is that provided by Simar et al. [97]. Focussed on the FSW of
6xxx series aluminium alloys, it includes a microstructure evolution model and a microstruc-
ture based strength and strain hardening model. However precipitation plays a dominant
role in microstructure evolution of 6xxx series aluminium alloys, and the applied microstruc-
ture based models rely on this fact - as such they are not appropriate for FCC metals and non
age-hardenable alloys where precipitation hardening does not occur.

A model developed by Robson et al. [98] accounted for grain refinement due to plastic
shear and grain growth due to strain rate and temperature. They separate the evolution of
grain size into the larger diameter grain boundary and internal subgrains. The grain bound-
ary diameter decreases based on increasing plastic shear strain (as a fraction of the original
grain size). The subgrain diameter is dependent on the calibrated Zener-Hollomon param-
eter, increasing with temperature and decreasing with strain rate. These two parameters in
competition determine the final grain size.

Gao et al. developed a FE model for FSSW of aluminium with a physically based constitutive
law [99]. Although they found reasonable agreement in the stir zone, grain refinement in
other areas was not calculated.

The hardening and softening of the workpiece material is governed by microstructural evolu-
tion, thus a constitutivemodelmust allow for dependence onmicrostructure. Althoughwhich
mechanisms involved are dominant for each process is still unclear, modelling the evolution
of microstructure with a physically based model can help to identify these. When empiri-
cal relationships are applied, they do not have the physical basis to supply this additional
information.
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In 1998, Estrin et al. proposed a dislocation-based model for all hardening stages in large
strain deformation [100]. This model was extended to three-dimensional modelling in 2002
[101]. The model allows for the tracking of dislocation density and provides a response vari-
able that describes the grain size (or dislocation cell size) based on the variation in dislocation
density. It was formulated to be applied to processes that incur severe plastic deformation,
and makes assumptions based on this.

The model assumes the formation of a dislocation cell consistent with the early stages of
dynamic recovery or recrystallisation, commonly cited processes during FSP [102, 103]. The
model considers the cell or grain to be made of two phases; a cell wall and cell interior,
each with its own dislocation density. These two distinct dislocation densities are the internal
variables of the model.

The strength of this physically-based microstructure model is that it can be incorporated into
a numerical framework that operates at the continuum level, and through the material con-
stitutive behaviour provide information at a microscopic level (microstructure). Successfully
applied to the SPD process ECAP for both copper and aluminium [104, 105], it is an excellent
candidate for a physically based constitutive model for FSP.

2.2.5 Boundary Conditions

To accurately model FSP, a number of boundary conditions must be determined. These
can be generalized to heat generation, heat loss and friction or contact conditions. In the
literature, various assumptions are made and these will be summarised below.

2.2.5.1 Heat Generation

Heat is generated by two mechanisms in FSP, plastic deformation of the processed material,
and frictional sliding of the tool upon the workpiece. The precise contribution of each is
challenging to quantify, and various values have been suggested in literature. For example
Zhang et al. calculated over 85% resulting from frictional heating [106], and Zhang and Chen
calculated 81.5% from frictional heating [107]. In general, all agree that the majority of heat
is generated through frictional contact.

Early models of FSP were analytical and based around the thermal field. Initially the heat
generated was simplified to a point source moving in a line [108, 109]. These were extended
into solutions for 2D and 3D moving heat sources [110, 111]. Another more recent example
is the full transient solution to the temperature field in FSW provided by Haghpanahi et al.,
where the authors made use of Green's function [112]. They were able to reproduce the re-
sults provided by their FEM solution in roughly 1/5th the time, with good agreement in both
the position and time domain of the temperature distribution. In contrast, the initial numer-
ical models simply fitted the input thermal energy to produce the necessary temperature
distributions [113].

A very popular alternative approach has since been to approximate the heat generation by
assuming an analytical function based on the input power passing from the tool to the plate.
This has seen use both in fully analytical models and in numerical models [114, 115]. De-
pendent upon the assumed contact condition, the model applies either a heat resulting from
the work of plastic deformation or that from the work of friction. If the contact condition is
assumed to be sticking, the torque produces a stress in the material that is assumed to be



CHAPTER 2. A Review of Friction Stir Processing 28

τmax, and combined with the rotation rate becomes a thermal energy due to plastic work. Al-
ternatively, if a sliding condition is assumed, the thermal energy is dependent on the contact
pressure and the coefficient of friction.

The drawback for this model is that calibration is required, as various parameters are not fully
known, such as the percentage of heat lost to the tool, the precise friction coefficient or yield
strength for example.

Khandkar et al. proposed a thermal energy input based on the power from the tool [115].
This input power can be related to a uniform shear stress at the interface of the tool and
workpiece (if the sticking condition is assumed):

Pav =Mtotω (2.1)

Mtot =

∫
(τr)(2πr)dr (2.2)

where Pav is the average power input from the tool, Mtot is the total torque, ω is the rotational
speed of the tool, τ is the uniform shear stress and r is the radius. Then the thermal energy
into the workpiece can be calculated from:

q=
Pavr

2
3πr3

s + 2πr2
ph

(2.3)

such that the average input power from the tool Pav, applied at a radius of r, is distributed
uniformly across the surface of the interface between the tool and workpiece. Here q is the
heat flux (W/m2) applied to workpiece at the interface of the tool, r is the distance of the
particle relative to the vertical axis of the tool, rs is the shoulder radius, rp is the pin radius,
and h is the height of the pin.

This can be re-written in terms of the uniform shear stress:

q= τωr (2.4)

This approach has been adopted by many modellers as it allows for temperature depen-
dence of the shear stress. Colegrove et al. [66] applied a fully sticking assumption although
suggested that this leads to an overestimation of the heat generation.

Schmidt and Hattel [114] investigated partial sticking/sliding. Furthering the input torque
based model from Khandkar et al. they introduced a refinement which included the tem-
perature dependent flow stress of the material in the torque based power function. This has
the tendency to reduce the thermal energy input as the material approaches melting and the
shear strength reduces to zero. This has been used by a number of researchers since, for
example Zhang et al. [116] applied the same assumption, using the following relationship
for the shear stress:

τmax =min(µP,
σy(T)p

3
) (2.5)
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where µ is the friction coefficient, P is the axial pressure applied on the welding tool, σy(T)
is the yield stress at the current temperature, T. The latter relation between shear and yield
stress is found by comparing von Mises yield criterion in uniaxial tension and pure shear.
This temperature dependent yield stress can be determined from experimental yield stress
vs. temperature curves, as many authors have applied [117–119], or calculated within the
numerical model itself according to the constitutive model (if it includes temperature depen-
dence of stress).

In a similar style to the assumption of a temperature dependent yield stress, Hamilton et
al. argued that the earlier numerical models did not account for the slip that occurs as the
workpiece temperature approaches the solidus temperature, and the interface between the
tool and the workpiece softens - resulting in an over-prediction of themaximum temperature.
The researchers thus incorporated a variable friction coefficient, reducing its value depending
on the energy per unit length of the weld.

If we convert Equation 2.4 to a sliding condition, we get the following relationship to the
thermal load:

q= µPωr (2.6)

which is equivalent to:

q=
µNωr

Swt
(2.7)

where N is the normal force applied by the tool to the workpiece, and Swt is the contact
surface area between the tool and workpiece.

If the velocity of the workpiece is known, one has:

q=
µN(vt − vw)

Swt
(2.8)

where (vt − vw) is also known as the slip rate, as defined by Schmidt et al. [114]. If unknown,
a coefficient for the dimensional slip rate, δ, can be applied and calibrated, as applied by
Zhang et al. [116], or similarly as Bastier et al. (2006) did through variation of vw at the tool
workpiece interface in their CFD model.

δ =
vw

vt
= 1− γ̇

vt
(2.9)

q=
(1−δ)µNωr

Swt
(2.10)

If the assumption of a partial sticking and partial sliding condition is applied, the heat flux
function can now take into account both work due to plastic deformation and friction, by
including both functions with the coefficient, δ, as applied in these references [114, 118]. As
the velocity of the workpiece material approaches that of the tool, the energy due to friction
drops off and is fully calculated due to plastic deformation. Similarly, as theworkpiece velocity
approaches zero (stationary), the thermal energy is fully calculated from the frictional contact
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condition. This is possible as the contact condition is assumed an average over the interface
between the tool and workpiece.

Few models have deviated from the analytical function for heat generation, however some
of the solid mechanics based models have applied a heating term from calculated plastic
dissipation [71, 72]. In this research, a more sophisticated function based on the calculated
interaction between the tool and workpiece will be applied. Not only does this simplify any
calibration but also naturally handles differences in temperature due to the advancing and
retreating sides.

The contact condition will not be an average across the tool interface, but determined for
each particle based on the interaction with the tool and a friction coefficient. This removes
the need for an analytical function completely. Note that although in this research the friction
coefficient will be constant, this value could be made a function of particle state, such as
temperature, in the future.

2.2.5.2 Heat Loss

The removal of heat is also a very important aspect of modelling FSP. In terms of heat loss
to the tool, in their model of FSW, Darvazi et al. included a coefficient representing the pro-
portion of thermal energy transferred into the workpiece [120]. Their fraction was estimated
using a relation for steady state one-dimensional heat transfer.

g=
JW

JW + JT
=

Æ
(kρCp)WÇ

(kρCp)W +
Æ
(kρCp)T

(2.11)

where g is the coefficient representing the proportion of energy transferred into the work-
piece within their heat generation term, J represents the heat flux, k the thermal conductivity,
Cp the specific heat capacity, ρ the density, and the subscriptsW and T refer to the workpiece
and tool respectively.

The backing plate is the largest heat sink in the system and an important factor in controlling
the flow of heat through the workpiece. There are generally two approaches to modelling the
loss of heat through the backing plate. The first is to include a backing plate in the model,
however this increases computation time and requires use of a contact gap conductance
between the two materials. The simplest method is to assume convective heat loss across
the bottom surface of the workpiece. The use of a convection coefficient was first applied by
Khandkar et al. [115], and has since been applied by many modellers [118, 121].

In addition to convection coefficients, Khandkar et al. [115] also modelled a variable contact
conductance at the bottom side of the plate, varying the value according to the tool position
and shoulder radius. A similar assumption was made more recently by Wang et al. [122].

Apart from heat loss through the backing plate, typical convective values across the surface
of the plate for heat loss to the surrounding atmosphere are 15−30W/m2K. Radiation in the
context of FSW/P is typically neglected due to its minimal impact.

2.2.5.3 Thermal Calibration

Fitting of variables or parameters is a necessary part of the vast majority of the models in
literature. Various methods of calibration are applied and these are explained below.
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Using experimental curves from friction welding of steel bars, Arora and Nandan et al. [118,
123] applied a friction coefficient that varied from the pin to the edge of the shoulder ac-
cording to a velocity relation.

µf = µo exp−δ
ω
ω0

r
rs (2.12)

where µo is the highest value of the friction coefficient and ωo is the reference value for the
tool rotational speed.

The friction coefficient is often linked to heat generation, for example Frigaard et. al. used
a calibrated friction coefficient adjusted against the maximum temperature so as to prevent
melting [124]. As the value of the friction coefficient is unlikely to be constant, and it is a
difficult value to determine, it is often used to aid calibration. In the fluid models of FSW/P
the velocity of the material at the tool interface is often calibrated by the same method.
These two methods are strongly related, as the friction coefficient directly effects the velocity
imparted to the workpiece from the tool rotation.

Most authors admit there is not a straightforward way to determine the friction coefficient.
This creates the need for approximation or as some have done, an average value based on
those used in other models presented in literature [125].

In general, the application of the uniform shear stress models can be less accurate towards
the stir zone because there is a lack of clarity on where the heat is produced - assumptions
are made that for example all the input energy (torque) is distributed around the tool surface,
but some of this energy will be volumetric from plastic dissipation. Wang et al. investigated
the interface condition with six different models, looking at the effect of the slip or sliding
boundary condition, the contact shoulder radius ratio (CSSR) and a softening regime [122].
The CSSR is a method developed to address the issue of excessive heat developed under
each interface condition. It reduces the effective amount of tool shoulder in contact with
the workpiece, increasing from zero at the inner edge of the shoulder to 100% at the outer
edge. Essentially this is a calibration mechanism. In addition, as in most of the models,
they applied a universal slip coefficient - the authors note that this is unlikely to be the case
in practice with macrosections of the processed material often showing little deformation
underneath the periphery of the shoulder. This suggests that use of a contact shoulder ratio is
useful, however, arguably better would be to remove the assumption of an average heat flux,
and instead introduce natural determination of contact. The heat flux can then be applied
naturally depending on whether contact is occurring or not, and in what degree. This would
also alleviate the loss of accuracy in the stir zone. Table 2.1 shows the steps Wang et al.
carried out in calibrating their models.

Step Calibration

1. Assume backing plate coefficients
2. Calibrate CSSR for sticking model
3. Use same CSSR and calibrate θ for sliding model

Table 2.1: Calibration methodology used by Wang et al. [122].

In this work, the thermal load is applied according to the work done by both plastic defor-
mation and frictional contact, however it does not assume a global contact condition across
all surfaces, but rather relies on the contact algorithm within MPM to determine how and
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where contact occurs. This allows for a dynamic prediction of heat generation, applied to
each particle within the simulation.

The product of the stress on each particle and the strain rate is used to determine the com-
ponent of plastic energy dissipated as heat. This means that there is no initial assumption
required for the dissipation ratio between friction and plastic dissipation, rather it is naturally
handled according to the conditions of the process, the contact algorithm and the prescribed
friction coefficient. The latter coefficient to be determined according to classical friction test-
ing methods. The experimental temperature profiles will be used to calibrate for the heat
loss through the backing plate. This will essentially remove all free parameters in the model.

2.2.6 Modelling Fast Tool Rotation / Slow Tool Translation

2.2.6.1 Integration Scheme

With tool rotation speeds in the order of 400-1200rpm and tool translation speeds of around
1mm/s - 4mm/s, FSP's variation in dynamics is large, creating large gradients of strain rate
and temperature. This contrast introduces a problem for numerical simulation due to the
nature of PDE integration in a numerical model. The choices are limited however. Most of
the models in literature apply an explicit scheme to model the process, and some an implicit
algorithm. Both have advantages and drawbacks that have been handled in different ways
in the literature.

The explicit scheme is very much time step dependent, as the value of field variables at the
next time step is directly related to those of the current step. Small step size is crucial to
maintain accuracy of the integrated value - a step size too great results in poor accuracy and
error. The key advantage of the explicit scheme is that it can be very quick to solve certain
problems (often ones involving high speed), while also being very accurate, provided the
time step restrictions are satisfied.

An implicit scheme is unconditionally stable, and thus can be run over larger time steps
without loss in accuracy. However the solution procedure is more complex, and generally is
a longer process than the simple explicit integration. However, with highly dynamic problems,
larger timesteps can lead to a lack of convergence and error.

2.2.6.2 Dealing with the Drawbacks in an Explicit Integration Scheme

Due to the restriction on the maximum size of the timestep, the number of iterations required
by an explicit integration scheme can be large - leading to very long computation time. To
reduce the number of iterations, the natural time of the simulated event can be decreased,
or the step size can be increased. These two approaches infer different considerations. To
reduce the natural time of the event, the simulation size can be reduced or the loading speed
can be increased. Both Zhang et al. [74] and Ulysse [126] applied FSW to reduced plate sizes
in order to minimize computation time, but this is perhaps an impractical solution. In fact one
plate was reduced to 3×1.5×0.2 cm3. An increase in loading speed is useful when the rate of
deformation is not important, when for example the constitutive model is rate-independent.
A simple way to apply this is to artificially increase the velocity of the tool for example.

The alternative approach, increasing the timestep, is accomplished by manipulating the vari-
ables that condition the maximum timestep. The Courant condition describes the maximum
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time to accurately capture the stress wave as it moves from one cell or node to the next in a
deforming material [127]. It is described in equation (2.13) below.

∆tmax =
d
cd

(2.13)

where d is the cell size or distance between nodes, and cd is the speed of the stress wave
through the material. For an elastic material in MPM the stress wave speed, cd, is shown in
equation (2.14):

cd =

√√√K+ 4G
3

ρ
(2.14)

Using this definition, it can be seen that decreasing the stress wave speed can also reduce the
restriction on the timestep, and this can be done by artificially increasing the density. This is
termed mass scaling and has been applied in the literature to a number of models in Friction
Stir techniques.

Schmidt et al. [67] used mass scaling in their ALE explicit code to model FSW. Grujicic et
al. applied mass scaling to their ALE explicit code in FEM, increasing their timestep from
∆t = 1 × 10−7s to ∆t = 1 × 10−3s. They ensured that the ratio of the kinetic energy over
the internal energy was always below 1%, which is recommended to avoid alteration of the
mechanical solution. They argued that use of such a mass scaling algorithm does not alter
the amount of heat generated by dissipation of plastic deformation work and frictional slip.
Also they noted that the thermal stable time increment was still greater than their adjusted
mechanical stable time increment. Zhang et al. applied a mass scaling factor of 107 [70] in
their 3D ALE simulation of FSW.

Mass scaling and its effect on FSP within a particle method will be further investigated in this
research.

2.3 Concluding Remarks

The Finite Element Method (FEM) has been developed for static and dynamic, linear and
non-linear stress analysis of solids, structures and fluids. Its wide application to many engi-
neering problems has seen it develop into a robust and commercially viable problem solv-
ing tool for solid mechanics. However, a number of limitations exist when transferred to
problems of large deformation, the major one being mesh distortion or entanglement. It is
clear that the calculated solutions will then become inaccurate. However this is where the
mesh-free/particle based methods shine. Some of the advantages of MPM over other par-
ticle based methods such as SPH were discussed (section 2.2.3). These in combination with
a freely available, tested, open-source MPM solver (NairnMPM) present a compelling choice
for the particle based numerical method. As such the particle based MPM will be applied to
model FSP in this research.

Although a limited number of particle methods have been applied to the problem of Friction
Stir Welding, none have been used in Friction Stir Processing. Even in the case of FSW, the
applications have been limited in some way, for example with two-dimensional analysis or
use of non-physical material laws. It is now generally recognised that themicrostructure plays
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a significant role in the behaviour of metals and, therefore, the developed model should be
microstructure based. The constitutive law selected is an advanced hardening law for FCC
metals that includes temperature and strain-rate dependence, while also tracking the evolu-
tion of dislocation densities allowing for observation of microstructure within a continuum
framework.

The most commonly applied approach to calculate heat generation during FSP has been
through an analytical relationship based on input power from the tool. In this work, the
thermal load will be applied in two separate components, i) according to the work done
through friction and ii) the work done through plastic deformation (dissipated as heat). Both
will be dependent on material contact and external loads calculated during the simulation.

Within the limited choices for an integration scheme, an explicit algorithm will be applied,
with an available solution to excessive computation time in mass scaling.

This research will focus on the development of a model of FSP that will study the relationship
between external variables and response variables, such as temperature profiles, strain rate,
strain, and subsequent microstructure evolution. The model will provide a predictive capa-
bility for the resultant properties, at the desired location. To achieve this goal, the model will
combine a thermo-mechanical description of the process, with a physical description of the
mechanical response of the material able to estimate the change in microstructure under the
thermo-mechanical loading of FSP. With comparison to literature, this represents one of the
most advanced models of Friction Stir Processing currently available.



Chapter 3

The Material Point Method

3.1 Introduction

In the previous chapter the numerical models presented in the literature were discussed.
Althoughmanymodels have been developed, very few incorporate a particle based numerical
method. The aim of this chapter is to present the numerical method applied in this work, the
Material Point Method (MPM) in greater detail. It will include the major components of the
method - such as how the governing equations are maintained over the grid and particles,
the material formulation and plasticity, how contact is handled, and finally the incremental
update structure of MPM.

The MPM is the latest in an evolving set of particle-in-cell (PIC) methods used to solve en-
gineering problems. It is derived from another PIC method with the acronym FLIP, originally
developed to solve fluid flow problems [128]. TheMPM iteration of the PICmethod allows for
handling of material strength and stiffness, which is necessary to solve problems in the field of
solid mechanics. The underlying structure and distinguishing feature of a PIC method is the
synchronous use of essentially two meshes, one a material or Lagrangian mesh, the other a
spatial or Eulerian mesh defined over the computational domain. By mapping or transferring
data between the twomeshes, numerical dissipation due to advection usually associated with
an Eulerian method is avoided, and mesh distortion associated with a Lagrangian method is
also alleviated.

The following section will describe the Material Point Method applied in this research. The
method is continuing to be updated and refined over time, but what is below is consistent
with the original method published by Sulsky et al. in a series of papers from 1994 [129–131],
unless otherwise noted.

The software used for this research has been developed by John Nairn at Oregon State Uni-
versity [132]. Over the past 15 years or so it has developed into a robust and efficient MPM
code. Some of the formulations described here are based from the notes provided online
and released with this software [88].

3.2 The Governing Equations

Below are the governing equations that need to be solved. The conservation of mass implies
the following continuity equation:

35
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dρ
dt
+ρ∇ · v= 0 (3.1)

Here ρ is the density, ∇ is the gradient operator and ∇ · v is the divergence of the vector
field v, where v is the velocity. The conservation of momentum (also called the equation of
motion) implies that:

ρa=∇ ·σ +ρb (3.2)

where a is the acceleration vector, σ is the Cauchy stress tensor, and b is the specific body
force.

To complete the description of the continuum, a relationship is needed between the strain
and the stress of the material. In this work this is determined according to a hyperelastic
formulation, and is described in detail in section 3.4 below.

The heat equation can be written as follows:

∇ · k∇T+ q= ρCp
∂ T
∂ t

(3.3)

where k is the thermal conductivity tensor, T is the temperature, q is the heat source, Cp is
the specific heat capacity and t is time.

3.3 Discretisation

3.3.1 Weak Form of the Governing Equations

The set of governing equations or PDE's with boundary conditions is called the strong form
of the problem. The weak form is the variational statement of the problem, in which these
equations are integrated against a test function, w (x), where x= x(x, y, z) is a position vector.
This reduces the accuracy of the solution but also leads to the problem being solvable in a
discrete manner.

The conservation of mass is satisfied implicitly by leaving discrete particle masses unchanged
throughout the computation. However to allow for evolution of particle momenta over time,
the discrete version of the equation of motionmust be solved. The weak form of the equation
of motion (equation 3.2 above) can be written as:∫

Ω

(ρa−∇ ·σ −ρb)w (x) dV = 0 (3.4)

where the domain is given by the symbol Ω and is divided into Np sub-domains or particle
domains, Ωp. The subscripts p and i refer to particle and nodes respectively, and V is the
volume of the domain. Similarly the weak form of the heat equation is:∫

Ω

�
∇ · k∇T+ q(x)−ρCp

∂ T
∂ t

�
w (x) dV = 0 (3.5)
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3.3.2 Shape Functions

The projection of particle data onto the computational grid requires the use of weighting
functions, also called shape or interpolation functions. A characteristic function is chosen to
represent the particles, χp(x), and a shape function as a basis of support on the computational
nodes, Ni(x). The generalised shape functions are found from the convolution of these two
functions.

The differences between schemes for calculating χp(x) distinguishes one MPM method from
another. In the original MPM [129, 130], the particle characteristic function was formed from
a Dirac delta function, as such the particle was idealised as a point mass. The general in-
terpolation material point method (GIMP) introduced a volumetric particle domain [133]. By
integrating the shape function over particle volumes rather than points, the grid shape func-
tions are smoothed, increasing support. One important consequence of this is that a particle
which lies coincident with a grid node will not interpolate data exclusively to that vertex, or
suddenly change nodal contribution as it crosses a cell boundary, improving performance in
large deformations.

The shape functions and shape function gradients are defined from the current particle posi-
tions relative to the background grid. From the definition of the generalised shape functions
[133]:

Sip (x) =
1
Vp

∫
Ωp

χp(x)Ni(x) dV (3.6a)

∇Sip (x) =
1
Vp

∫
Ωp

χp(x)∇Ni(x) dV (3.6b)

where Sip (x) is the generalised (GIMP) shape function for particle p at node i, and Ωp is the
particle domain. The particle characteristic function is taken as:

χp(x) = χ
x
p(x)χ

y
p(y)χ

z
p(z) (3.7)

and in one dimension, χp(x) is of the form:

χx
p(x) = H
�
x− (xp − Lp)
�−H
�
x− (xp + Lp)
�

(3.8)

where xp is the material particle position, H[x] is the Heaviside step function (1 for x> 0, zero
for x< 0), and Lp is the particle radius or half the particle domain - hence χp(x) is equal to 1
within the particle domain and zero otherwise.

For a uniform structured grid the nodal basis function is generally in the form of a tent func-
tion (in one dimension):

Nx
i (x) =


1+ x−xi

h −h< x− xi < 0

1− x−xi
h 0< x− xi < h

0 otherwise

(3.9)
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where h is the cell or element length and xi is the nodal position. Then as χp(x) is equal to 1
within the particle domain, the integration for the generalised shape functions is simplified
to (in one dimension):

Sx
ip(xp) =

1
Lp

∫ xp+Lp

xp−Lp

Nx
i (x) dx (3.10a)

∇Sx
ip(xp) =

1
Lp

∫ xp+Lp

xp−Lp

∇Nx
i (x) dx (3.10b)

Integrating the nodal basis function over the particle domain, dividing by the length of the
particle domain, and accounting for overlap yields the smoothed or generalised shape func-
tions:

Sx
ip

�
xp

�
=



(h+Lp+(xp−xi))2
4hLp

−h− Lp < xp − xi ¶ −h+ Lp

1+ (
xp−xi)

h −h+ Lp < xp − xi ¶ −Lp

1− (xp−xi)2+L2
p

2hLp
−Lp < xp − xi ¶ Lp

1− (xp−xi)
h Lp < xp − xi ¶ h− Lp

(h+Lp−(xp−xi))2
4hLp

h− Lp < xp − xi ¶ h+ Lp

0 otherwise

(3.11a)

∇Sx
ip

�
xp

�
=



h+Lp+(xp−xi)
2hLp

−h− Lp < xp − xi ¶ −h+ Lp

1
h −h+ Lp < xp − xi ¶ −Lp

−(xp−xi)
hLp

−Lp < xp − xi ¶ Lp

−1
h Lp < xp − xi ¶ h− Lp

−h+Lp−(xp−xi)
2hLp

h− Lp < xp − xi ¶ h+ Lp

0 otherwise

(3.11b)

where Sip

�
xp

�
= Sx

ip(xp)S
y
ip(yp)Sz

ip(zp), and can be given the simpler notation Sip. The GIMP
shape function in one dimension is plotted in Figure 3.1.

In this approach the particle domain is assumed to remain undeformed, only translating with
the particles. Although there has been some research into developing shape functions based
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Figure 3.1: GIMP shape function in one dimension for unit cell size.

on a deformed particle domain, the most popular technique referred to as convected particle
domain interpolation (CPDI) [134–136], this strategy is more computationally expensive. This
work will implement the standard GIMP shape functions with the assumption of a uniform
particle domain.

3.3.3 Derivation of the discretised Form of the Governing Equations

3.3.3.1 Equation of Motion

Continuing from the weak form of the equation of motion given in section 3.3.1, applying a
vector identity to the stress term results in:

(∇ ·σ) ·w (x) =∇ · (σ ·w (x))− (∇w (x)) : σ (3.12)

Equation (3.4) becomes:∫
Ω

w (x)ρa−∇ · (σ ·w (x)) + (∇w (x)) : σ −w (x)ρb dV = 0 (3.13)

And rearranged:∫
Ω

w (x)ρa dV =

∫
Ω

∇ · (σ ·w (x))− (∇w (x))σ +w (x)ρb dV (3.14)

Then using the divergence theorem:∫
Ω

∇ · (σ ·w (x)) dV =

∫
δΩ

(σ ·w (x)) · n̂ dS (3.15)
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where n̂ is the unit vector outwardly normal to δΩ, equation (3.14) becomes:∫
Ω

w (x)ρa dV =

∫
δΩ

w (x)τ dS −
∫
Ω

∇w (x) : σ dV +

∫
Ω

w (x)ρb dV (3.16)

where τ is the traction vector on the surface δΩ, defined by τ= σ · n̂.
Equation (3.16) can be discretised by solving over the particle domain, Ωp, and applying the
particle and nodal basis functions, where the continuous representation of particle and grid
data respectively can be written as [129, 133]:

f (x) =
∑

p

fpχp(x) (3.17a)

g (x) =
∑

i

giNi(x) (3.17b)

Thus for the variables in equation (3.16):

ρa=
∑

p

ρpapχp(x) (3.18a)

σ =
∑

p

σpχp(x) (3.18b)

ρb=
∑

p

ρpbpχp(x) (3.18c)

w (x) =
∑

i

wiNi(x) (3.18d)

∇w (x) =
∑

i

wi∇Ni(x) (3.18e)

where wi = w (xi), which results in:

∫
Ωp

�∑
i

wiNi(x)
∑

p

ρpapχp(x)

�
dV =

∫
δΩ

��∑
i

wiNi(x)

�
τ

�
dS

−
∫
Ωp

�∑
i

wi∇Ni(x) ·
∑

p

σpχp(x)

�
dV

+

∫
Ωp

�∑
i

wiNi(x)
∑

p

ρpbpχp(x)

�
dV

(3.19)

Bringing the integrals inside the summations and introducing a particle volume term, Vp:
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∑
i

∑
p

�
wiVpρpap

1
Vp

∫
Ωp

χp(x)Ni(x) dV

�
=
∑

i

�∫
δΩ

(wiNi(x))τ dS

�
−∑

i

∑
p

�
wiVpσp · 1

Vp

∫
Ωp

χp(x)∇Ni(x) dV

�
+
∑

i

∑
p

�
wiVpρpbp

1
Vp

∫
Ωp

χp(x)Ni(x) dV

�
(3.20)

where Vp = (1+ εxx,p)(1+ εyy,p)(1+ εzz,p)mp/ρp is the particle volume. Then by introducing the
GIMP shape functions (equation 3.6a and 3.6b), this is simplified to:

∑
i

∑
p

�
wiVpρpapSip

�
=
∑

i

�∫
δΩ

(wiNi(x))τ dS

�
−∑

i

∑
p

�
wiVpσp · ∇Sip

�
+
∑

i

∑
p

�
wiVpρpbpSip

�
(3.21)

and as wi must be arbitrary:

∑
p

�
VpρpapSip

�
=

∫
δΩ

Ni(x)τ dS−∑
p

�
Vpσp · ∇Sip

�
+
∑

p

�
VpρpbpSip

�
(3.22)

where the first term is the rate of change of momentum or impulse, ṗi, and is equal to the
traction, internal and body forces, respectively:

ṗi = ftractions
i + finternal

i + fbody
i (3.23)

3.3.3.2 Heat Equation

Following the same procedure used for the equation of motion, the discrete version of the
heat equation, (3.5), becomes:

dTi

dt
= −∑

p

�
Vpk∇Tp · ∇Sip

�
+
∑

p

�
VpqpSip

�
+

∫
δΩ

(Ni(x)k∇T) · n̂ dS (3.24)

The individual terms within equation (3.24) take into account (from left to right) conduction,
volumetric heat sources (such as that from plastic dissipation), and surface fluxes (such as
convection and thermal energy released from friction). Where k∇T · n̂ in the last term of
equation (3.24) can be replaced by a heat-flux boundary condition. Note that this equation
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gives the nodal temperature, which is preferably used in temperature dependent constitutive
laws as it gives a better representation of the temperature field avoiding possible fluctuations
within grid cells [136].

3.4 Constitutive Model in the Context of Large Deformation

3.4.1 Hyperelasticity

FSP involves large plastic strains therefore the usual assumptions of small strain plasticity no
longer holds. Different formulations are available to extend plasticity to the case of finite
strains. In this work, a hyperelastic model is considered which relies upon the definition of
the strain energy density function, which assumes different forms according to the material
or class of materials studied. In the case of isotropic materials, the strain energy density
function depends upon the strain invariants.

An important part of the hyperelastic material definition, is the deformation gradient, F. It
contains all information about the local deformation in the solid, and can be used to form
many other strain quantities. The deformation gradient is used to separate rigid body trans-
lations and rotations from deformations, which are the source of stresses. It is defined as
follows:

F=

 1+ εxx
1/2(γxy −ωxy) 1/2(γxz −ωxz)

1/2(γxy +ωxy) 1+ εyy
1/2(γyz −ωyz)

1/2(γxz +ωxz) 1/2(γyz +ωyz) 1+ εzz

 (3.25)

where ε, γ and ω are the strain, shear strain and rotation on the particle.

3.4.1.1 Multiplicative Decomposition of the Deformation Gradient

For small deformations, the strain tensor is additively partitioned into elastic and plastic com-
ponents:

ε= εe + εp (3.26)

where ε, εe and εp represent the total, elastic and plastic strain tensors respectively. This is
accurate when the deformation is small allowing the higher order terms of the strain tensor
to be safely ignored. For large or finite deformation however, the higher order terms cannot
be ignored, and the partition for plasticity takes place through a multiplicative decoupling of
the deformation gradient:

F= FeFp (3.27)

where Fe and Fp are the elastic and plastic components of the deformation gradient.
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3.4.1.2 Hyperelastic Strains

Following standard conventions in continuum mechanics [137], the left Cauchy-Green strain
tensor is defined according to the deformation gradient:

B= FFT (3.28)

where B is the (Eulerian) elastic left Cauchy-Green strain tensor. Note that only the elastic
tensor is required for the current formulation.

3.4.1.3 Update of the Deformation Gradient

With hyperelastic materials, the full incremental deformation gradient is used, and is defined
as [136]:

dF
dt
=∇v · F (3.29)

where∇v is the current velocity gradient. With a constant velocity gradient, the exact solution
for the deformation gradient, F, is:

F k+1 = e(∆t∇v)Fk = dF · Fk (3.30)

where ∆t is the timestep and ∆t∇v=∇u is the displacement gradient. To find the exponen-
tial of the matrix a Cayley-Hamilton expansion method is applied [138].

dF= e(∆t∇v) = e(∇u) =
imax∑
i=0

(∇u)i

i!
≈ I+∇u+

(∇u)2

2
(3.31)

where the minimum recommended value for imax is 2 [136]. Then the update for the parti-
cle deformation gradient simply requires the current particle deformation gradient and the
particle displacement gradient:

∇up =∆t
∑

i

vi∇Sip (3.32)

F k+1 =

�
I+∇up +

(∇up)2

2

�
Fk (3.33)

3.4.1.4 Hyperelastic Stress

For the elastic stress response, a Neo-Hookean strain energy density function is applied [139].

We =
K
2

�
1
2

�
J2 − 1
�− lnJ
�
+

G
2

�
I1

J2/3
− 3
�

(3.34)
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The elastic strain energy density function,We, is dependent on the small-strain bulk modulus,
K, small-strain shear modulus G, normalised volume change J = detF = V/Vo, and stress
invariant I1, where the invariant I1 is the trace of the elastic left Cauchy-Green strain tensor,
Tr(B):

I1 = Tr (B) = Bxx + Byy + Bzz (3.35)

The Cauchy stress (or true stress) is found by differentiation of the elastic strain energy density
function (3.34):

σ =
JresG
3J2/3

�
B− I1

3
I
�
+ K(J− 1)I (3.36)

where Jres is a term accounting for thermal expansion:

Jres = Λ
3
res =
�
e(αtdT)
�3 ≈ (1+αtdT)3 (3.37)

and Λres is the extension due to free thermal expansion, αt is the coefficient of thermal ex-
pansion and dT is the increment of temperature (assumed to be small in the approximation).
During calculation, the Kirchoff stress tensor is used, and is related to the Cauchy stress tensor
through the normalised volume change:

σJ = σK (3.38)

In addition, the state of the material deformation must be determined - whether elastic or
elastic/plastic.

3.4.1.5 Plasticity

In order to adjust for any plastic deformation, the radial return algorithm is used. Here a
classic Mises-Huber yield condition is applied given in terms of the Kirchoff stress tensor:

f(σK,α) = ||dev[σK]|| −
Æ

2/3
�
σy + K (α)
�
¶ 0 (3.39)

where σy is the initial yield stress, K (α) is a non-linear hardening function, and α is a non-
negative function of the amount of plastic strain, also called an internal hardening variable.
The hardening function applied, K (α), varies in this work and will be defined in later chapters.
The typical assumption for α in metal plasticity is:

α̇=
Æ

2/3λ (3.40)

where λ is the scalar plastic multiplier. The yield condition determines the state of deforma-
tion in the material, whether elastic or elastic/plastic:

f trial(σK,α)
§
if f≤ 0 elastic deformation only ∆λ= 0
if f> 0 elastic and plastic deformation ∆λ > 0
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where f trial is the trial or test function initially calculated based on an assumed elastic response.

Trial Functions:

The following trial functions are applied to test for plasticity:

strial
n+1 = JresG dev
�
B̄trial

n+1

�
(3.41)

where s is the deviatoric Kirchoff stress tensor, and B̄= B/J 2/3. The trial B can be written as:

B trial
n+1 = dF Bn dFT (3.42)

where dF is the incremental deformation gradient for this time step and Bn is the previous
step elastic left Cauchy-Green strain tensor. The expansion of strial

n+1 for x, y and z is:

strial
xx =

JresG
3J 2/3

�
2Btrial

xx − Btrial
yy − Btrial

zz

�
strial

yy =
JresG
3J 2/3

�
2Btrial

yy − Btrial
xx − Btrial

zz

�
strial

zz =
JresG
3J 2/3

�
2Btrial

zz − Btrial
xx − Btrial

yy

�
strial

xy =
JresG
J 2/3

Btrial
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strial
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J 2/3

Btrial
xz

strial
yz =

JresG
J 2/3

Btrial
yz

The pressure term, P, is given by:

P = −K(J− 1) (3.43)

The trial α is

αtrial
n+1 = αn (3.44)

With these relations, the trial function is checked to see the state of deformation occurring
for this timestep on the particle.

If f trial ¶ 0 :
The deformation is within the yield surface and elastic. The trial values of the left Cauchy-
Green deformation tensor and deviatoric stress tensor can be saved to the particle:

Bn+1 = Btrial
n+1 (3.45)

sn+1 = strial
n+1 (3.46)
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If f trial ¾ 0 :

If f trial is greater than zero, elastic and plastic deformation are occurring - consequently the
contribution of plastic deformation must be determined. Below the plastic corrector is added
to the trial elastic functions.

Bn+1 = Btrial
n+1 − 2∆λI1n̂n+1

3J2/3
(3.47)

sn+1 = strial
n+1 − 2∆λ Ḡ n̂n+1 (3.48)

where

Ḡ=
JresGI1

3J2/3
(3.49)

and

n̂n+1 =
sn+1

||sn+1|| =
strial

n+1

||strial
n+1||

(3.50)

Thus the only variable remaining to determine is the plastic multiplier,∆λ, and this is found by
ensuring the stress state lies on the yield surface during plastic flow. The following equation
can be derived from equation (3.48):

||sn+1||= ||strial
n+1|| − 2∆λ Ḡ (3.51)

Then using equation (3.51), equation (3.39) can be re-written according to the trial stress and
the incremented hardening variable.

f(σK,α) = ||strial
n+1|| −
Æ

2/3 σy −
�Æ

2/3K
�
αn +
Æ

2/3∆λ
�
+ 2Ḡ∆λ
�
= 0 (3.52)

As the function f(σK,α)must equal zero, ∆λ can be solved by the iterative Newton-Raphson
method:

∆λk+1 =∆λk − f(∆λk)
f′(∆λk)

(3.53)

where
f(∆λk) = ||strial

n+1|| −
Æ

2/3 σy −
�Æ

2/3K
�
αn +
Æ

2/3∆λk
�
+ 2Ḡ∆λk
�

(3.54)

f
′
(∆λk) = −2Ḡ− 2/3K

′
(αn +
Æ

2/3∆λk) (3.55)

K
′
(αn +
Æ

2/3∆λk) =
K(αn +
p

2/3∆λk)− K(αn)
∆t

(3.56)

⇒ αk+1 = α0 +
Æ

2/3 λk+1 (3.57)
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Once the increment of plastic flow is determined, the stress and strain can be updated on
the particle (equations 3.47 and 3.48), and the deformation update is complete.

3.5 Forces and Contact Between Bodies

Many solid mechanics problems involve contact between multiple materials - in the case of
FSP there is the tool and the workpiece for example. When objects come into contact, new
loads and forces must be recognised, if not problems such as non-physical interpenetration
can occur. This requires proper handling of contact conditions. Furthermore, as friction is a
very important aspect of FSP, detection of contact and its implementation has a crucial role
to play.

Typically, particle methods are seen as having "contact for free" [91], as they do not require
special contact elements as in purely Lagrangian finite element methods, or predefined sur-
faces. This section will discuss the background of contact detection and the implementation
within MPM.

3.5.1 Contact Detection

The set of algorithms that control contact within MPM have been termed "multimaterial"
MPM [140]. The methodology has been previously described in the literature [91, 140, 141]
and will be summarised here. In general, the goal of multimaterial MPM is to detect contact-
ing materials and adjust for any consequential changes to momentum and forces. The steps
involved in this are described below.

In this set of methods, contact is determined on the background grid rather than the particles
themselves. As discussed in the previous sections, at each timestep, data is passed between
the particles and the background grid in order to carry out grid based or particle based
operations. In multimaterial MPM, each material extrapolates variables to its own field on
the nodes of the background grid. Those nodes that have more than one material must be
checked for contact.

Figure 3.2 shows a schematic of two materials that must be checked for contact. The material
points are represented as circles, blue (material 1) and red (material 2). The nodes are located
at the intersections of the background grid elements. The nodes tending towards the middle
(purple) have particles from both materials within their adjacent cells and are the contact
nodes. All others are either single material (red/blue) as they contain one material, or inactive
(grey) due to no material points.
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Figure 3.2: Schematic of contacting MPM material particles over background grid. High-
lighted nodes indicate inactive (grey), single (blue/red) and multi-material (purple) nodes.

In the case of two materials coming into contact, the contact node will gain the extrapolated
nodal velocities for each material, va and vb and a body surface normal, n̂, defined as positive
when directed from material a to b. This normal vector can be calculated and is discussed
further below (section 3.5.3).

3.5.1.1 Contact Tests

There are two conditions that need to be met for contact to have deemed to occur.The first
was proposed by Bardenhagen et al. [142], and determines whether the two materials are
moving towards each other.

Check 1) ∆vi · n̂= (vb − va) · n̂< 0 (3.58)

where ∆vi is the velocity difference between the two materials and n̂ is the body surface
normal. It is not sufficient on its own, however, as this condition can detect contact too soon.

The second test proposed by Lemiale et al. [91], is based on extrapolated material positions,
and is satisfied when:

Check 2) ∆xi · n̂= (xb − xa) · n̂< 0.8∆h (3.59)

where xi are the extrapolated particle positions, 0.8∆h is a fraction of the element length.
It represents an approximation of two materials in contact according to GIMP extrapolation
of two materials precisely in contact [91]. Note that using a cell criterion means that the
method is resolution independent. Material positions on the nodes are found by an average
grid extrapolation:
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xi =

∑
p∈j mpxpSip∑

p∈j mpSip

(3.60)

Satisfying both these conditions confirms two materials are moving towards each other and
are close enough for contact to occur.

3.5.2 Contact Treatment

Once contact is detected, the nodal momenta are adjusted to implement the chosen contact
physics. Consider two materials, a and b, with nodal velocities on the same (multi-material)
node of va and vb. The centre of mass velocity is given by:

vc =
mava +mbvb

ma +mb
(3.61)

where ma and mb are the masses for the two materials. Next, define ∆pa as the momentum
change required on material a for its velocity to change from va to vc or

va +
∆pa

ma
= vc which means ∆pa = −ma(va − vc) (3.62)

Substitution of vc defined in Equation (3.61) leads to:

∆pa = −mava +ma
mava +mbvb

ma +mb
=

mapb −mbpa

ma +mb
(3.63)

where pa and pb are the nodal momenta for the two materials.

When one of the bodies is rigid, contact is implemented by considering the rigid particles to
have infinite mass. In this limit, the rigid material velocity defines the center of mass velocity:
∆pa = mavb − pa and ∆v = ∆pa/ma where vb is the tracked rigid material velocity. All other
contact methods are identical to deformable material contact, except that the position of the
rigid particles is found by volume-weighted averaging instead of mass-weighted averaging,
and no momentum change is applied to the rigid particles.

To avoid interpenetration of material points, the momentum of each material point is ad-
justed to that of the centre-of-mass momentum on the node. The momentum change for
material a to adjust to the centre-of-mass momentum is ∆pa = pc − pa.

With the assumption of a stick condition, themomentum change of∆pa is applied tomaterial
a. These momenta changes correspond to normal and tangential forces of

fn =
(∆pa · n̂)
∆t

n̂ and ft =
(∆pa · t̂)
∆t

t̂ (3.64)

where ∆t is time step and t̂ is unit vector in the tangential direction of motion. The positive
normal contact force is then fn = −(∆pa·n̂)/∆t and the positive sliding force is ft = (∆pa ·̂t)/∆t.

If |ft| < µ|fn|, the objects will stick. Otherwise, the object is sliding and the tangential force is
converted into a frictional force, µ|fn|, but the objects still stick in the normal direction.

ft = (µ|fn|)̂t (3.65)
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3.5.3 Calculation of the Surface Normal

Both contact detection and changes in momenta depend on the surface normal. During the
MPM phase to extrapolate particle data to the grid, volume gradients are also extrapolated.∑

p

Vp∇Sip =∇Vi (3.66)

Initially, the typical implementation of MPM selected the surface normal from the maximum
mass gradient of the two contacting materials, however this method does not account for
contact betweenmaterials with different densities or between deformable and rigid materials
[140]. Thus the volume gradient is generally used to determine the surface normal [143]. The
contact method implemented here takes the surface normal vector as:

n=max
�
∇Va,∇Vb

�
(3.67)

where the vector n is found from the maximum volume gradient of the two contacting ma-
terials. The normal unit vector, n̂, is found by normalizing n.

When rigid particles are used, the volume gradient at contact nodes near these particles can
give more reliable results for the surface normal compared to a deforming non-rigid material
[91, 140]. Thus, in these cases the normals calculated from the rigid materials should be
preferred over the volume gradient from the deformable material, whose volume gradient
will fluctuate in regions of high deformation. For these cases a rigid bias factor is introduced,
Rb, and the contact normal calculation becomes:

n=max
�
∇Va, Rb∇Vb

�
(3.68)

where body b is the rigid material. Thus the normal is taken from the rigid material unless the
volume gradient for the deformablematerial is Rb times higher. A finite Rb is preferred over an
infinite value to protect against nodes with a near zero gradient from the rigid material [91].
In FSP, large material deformation at the contact interface (between the tool and workpiece)
encourages calculating the surface normal from the rigid tool material, and thus the use of a
rigid bias factor.

In summary, one of the great features of this set of contact methods is its efficiency - it scales
linearly with the number of particles as there is no need for pairwise comparison of velocities
or momentum, rather the background grid handles the contact detection in a single sweep.
It also removes the need for additional contact elements and predefinition of the contact
surface.

3.6 The MPM Incremental Update

This section will outline and summarise the step by step state update for the MPM. Before
the process begins, the problem geometry is discretised into particles that reside on a back-
ground computational mesh. The particles ormaterial points are assignedmaterial properties
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such as mass and elastic stiffness. Boundary and initial conditions are also created upon the
material points and/or background grid, such as initial velocities or temperatures.

In the following description, let k define the current timestep, e.g. vk is the current velocity
vector and vk+1 is the vector for the next time step. In the original MPM description, the
choice of when to update the stress could lead to either dissipation or increase in energy,
and potential instabilities [144]. To resolve this, the update is carried out twice during each
timestep resulting in an average value being applied [143].

3.6.1 Incremental Update

1) At the beginning of the timestep, all data resides on the particles (rather than the back-
ground grid). The shape functions and shape function gradients are determined from the
current particle positions relative to the background grid (equations 3.6a and 3.6b), and are
used throughout the timestep.

2) Next the nodal momentum, mass and temperature is calculated from the extrapolated
particle data:

pk
i =
∑

p

pk
pSk

ip =
∑

p

mpvk
pSk

ip (3.69)

mk
i =
∑

p

mpSk
ip (3.70)

Tk
i =
∑

p

TpSk
ip (3.71)

The volume gradient is also needed for use in the contact algorithm:

∇Vk
i =
∑

p

Vk
p∇Sk

ip (3.72)

3) Next a check for contact is done (section 3.5.1), then if contact is occurring, the nodal mo-
menta is adjusted and contact forces calculated (section 3.5.2). Any friction resultant thermal
energy is stored for use in the later thermal calculation.

4) Any nodal based boundary conditions, such as displacement or velocity conditions, can
now be applied to the nodes.

5) In order to calculate an average stress and deformation over the time step, the particle
stress and deformation gradient are first calculated here. In the hyperelastic formulation,
each time the stress and strain is calculated the following procedure is used.

The particle deformation gradient, Fp, is updated from the nodal displacement gradient (sec-
tion 3.4.1.3). The particle temperature is extrapolated directly from the nodes. The tem-
perature increment (required for residual stresses) is calculated based on the current and
previously extrapolated temperature.

Tp =
∑

i

TiSip (3.73)
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dT = Tk
p − Tk−1

p (3.74)

The procedure to determine the stress then follows the description of the hyperelasticity
section above (section 3.4.1), where the material hardening is calculated by the desired con-
stitutive law. At the end of the stress update the plastic dissipation is stored for use in the
thermal calculation.

6) The nodal forces (internal, external and traction) are calculated from equation 3.22. If there
are nodes with fixed displacements the total forces for that node are set to zero to prevent
any acceleration being applied.

7) The nodal momenta can then be determined based on the acting nodal forces:

pk′
i = pk

i +∆tf total
i (3.75)

8) The particles' position, velocity and temperature are now updated, where the nodal tem-
perature increment is calculated according to section 3.3.3.2 and includes the thermal energy
dissipated from plastic deformation and friction:

xk+1
p = xk

p +∆t
∑

i

pk′
i Sk

ip

mk
i

(3.76)

vk+1
p = vk

p +∆t
∑

i

f total
i Sk

ip

mk
i

(3.77)

Tk+1
p = Tk

p +∆t
∑

i

dTi

dt
Sip (3.78)

9) The new particle velocities are again extrapolated to the grid to give a revised set of
nodal momenta, the temperature is also extrapolated again for use in the constitutive model
(the extrapolated nodal temperature gives more consistent results than the current particle
temperature). The nodal displacement is also calculated for use in contact detection. As the
same shape functions are used, the nodal mass and volume will remain unchanged.

pk′′
i =
∑

p

mpvk+1
p Sk

ip (3.79)

Tk′
i =
∑

p

Tk+1
p Sk

ip (3.80)

uk′
i =
∑

p

uk′
p Sk

ip (3.81)

9) Check for contact as the particles now have updated positions and velocities.

10) Determine the particle deformation gradient (the nodal velocities have been updated),
and particle stress once more.
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11) The material history and all information are now stored on the particles. The mesh can
be reset (discarded) and the next step may begin at (1), with k= k+ 1.

Figure 3.3 shows the description summarised into a flow chart.

3.7 Conclusion

In this chapter the formulation of MPM has been discussed. The strong form of the gov-
erning equations was presented, followed by the weak form and discretisation for solving
over the discretised (particle and nodal) domain. The generalised GIMP shape functions, an
improvement on the original MPM shape functions, were also presented. The constitutive
model was discussed in the context of large deformation. A hyperelastic formulation was
shown with a description of the method for determining plasticity. The forces and contact
between different bodies was discussed - crucial for correct tool and plate interaction in FSP.
The detection of contact, including contact tests, was followed by contact treatment. The
method for calculating the surface normal for contact treatment was also shown. The means
by which MPM updates all the relevant quantities and variables was discussed in the final
section.

With this relatively complete description of MPM, the development of the FSP model can
now begin. The next chapter will present the thermal model of FSP.
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Figure 3.3: Flow chart of MPM update during one timestep.



Chapter 4

Thermal Modelling of Friction Stir Processing

4.1 Introduction

In the previous chapter the formulation of MPM was discussed. In this chapter, a purely
thermal model of FSP will be developed within this framework.

Note that in the previous chapters the importance of the meshless technique to modelling
large deformation problems has been discussed, however only the thermal model is pre-
sented here, which excludes any mechanical calculation. Therefore the strength of MPM
compared to FEA or other mesh based techniques will not be apparent. A complete thermo-
mechanical model will be presented in the next chapter however.

The thermal response is a major component of FSP, as the thermal field will contribute to the
microstructure evolution, which itself is a key parameter determining the final strength and
ductility of the processed material. In addition, the thermal field affects the strength and flow
of the processed material. For these reasons, purely thermal models have been presented
from around the inception of FSW and FSP, and continue to be published even recently [117,
119, 145].

This chapter begins by discussing the development of the numerical model - the method
for calculation of heat generation, its implementation as a moving heat source, and thermal
losses to the backing plate, surrounding air, and tool. In order to validate the developed nu-
merical models, the next section describes the experimental work that has been undertaken.
In the final sections, the precise boundary conditions are determined for these experiments,
and the results of this initial stage of thermal modelling are presented.

4.2 Description of the Thermal Model

A number of boundary conditions (BCs) are applied to model FSP. In a purely thermal model
this is limited to heat generation from the moving tool and heat loss to the surroundings.
The method for determining these parameters is explained in detail below.

55
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4.2.1 Modelling the FSP Tool as a Moving Heat Source

4.2.1.1 Heat Generation

The generation of heat is a result of frictional contact between the tool and workpiece and
plastic dissipation. From the relation between power, torque, force and stress, the following
relationships can be defined:

dQ =ωdM =ωrdF=ωrτdS (4.1)

where dQ is an increment of energy or power, dM is an increment of torque, r is the radial dis-
tance from a centre where the increment of force, dF, is acting, and τ is the average assumed
shear stress over the increment of area dS [114].

Thus an increment of energy flux, dq (W/m2), can be determined from rotational speed, radial
distance and shear stress:

dq=
dQ
dS
=ωrτ (4.2)

This analytical relationship can be utilised in the modelling of a heat source for FSP as it
defines a thermal energy increment for any point on the surface of the plate in contact with
the rotating tool.

Determining the rotational speed and radial distance for FSP is straightforward, however
the shear stress is more complex and has typically been calculated according to the contact
condition between the tool and workpiece in literature [146]. If we assume the workpiece
material is fully sticking to the tool, the shear stress is equivalent to the shear stress at yield-
ing for the workpiece material, τy. If alternatively we assume sliding (frictional contact), the
shear stress can be estimated using a friction model such as Coulomb's law (τf = µP, where
µ is the coefficient of friction and P is the normal pressure). However, the most likely con-
dition is a combination of sticking and sliding, and this is supported by the observation of
banding in microstructure due to differences in strain rate resulting from fluctuating contact
conditions [8]. A combination of the two contact conditions estimates partial sticking/sliding
by incorporating a fraction, c, of each τ= cτf + (1− c)τy.

For simplification and as an initial starting point, this model assumes a full sticking condition
at the interface between the tool and workpiece, and has been applied in recent publication
[147]. In purely thermal models such as this one, a popular approach to determine the shear
yield stress in literature has been to make use of experimentally determined yield stress vs
temperature curves [117, 119]. This allows the model to determine stress (based on these
curves) as a function of the current thermal conditions of the workpiece. Equation 4.2 can be
redefined as:

dq=ωr
σy(T)p

3
(4.3)

where the relation between the stress and shear stress is simply τ= σ/
p

3, from comparison
of the von Mises yield criteria in uniaxial tension and pure shear.
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In this way, the temperature is self-regulated in the processing zone, because a rise in tem-
perature implies a drop in yield stress, which in turns reduces the heat flux experienced at
that point.

4.2.1.2 Moving Heat Source

In this model, the physical tool is replaced by a moving surface heat flux boundary condition.
The tool angle, concave interface and penetration depth are ignored in favour of a simple
circular heat flux applied on the surface. It is a function dependent on temperature, position
and time.

EHF =ωrp

σy(T)p
3

: rp < rs (4.4)

where EHF is the prescribed surface heat flux, rs is the shoulder radius and rp is the particle
radius from the tool centre, calculated from

rp(xp, yp, t) =
q
((xp − xo)− vTt)2 + (yp − yo)2 (4.5)

where vT is the translational speed of the tool, xo and yo are the initial central positions of
the tool in x and y, and the subscript p refers to the current particle being evaluated. The
requirement that rp < rs ensures that the heat flux is only applied to particles beneath the
calculated position of the tool.

4.2.2 Thermal Losses

4.2.2.1 Thermal Loss to the Backing Plate and Surrounding Air

To model the loss of heat into the backing plate, rather than add the backing plate material
itself and an interfacial conduction coefficient (as some researchers have done [79, 148]), a
convection coefficient is added to the bottom surface of the workpiece. Replacing the back-
ing plate and interfacial conduction coefficient with only a convection coefficient allows the
computation time to be reduced while maintaining the same number of calibrated coeffi-
cients.

Two assumptions are made, that the convection coefficient on the bottom surface is constant
throughout and after processing, and that the backing plate convection coefficient can rep-
resent all heat loss - including air convection on each of the other surfaces and heat transfer
into the backing plate. With this understanding, the experimental data can be used to de-
termine a lumped backing plate convection coefficient. During cooling (after the tool has
left the plate), the temperature steadily decreases over time, and this curve can be used to
determine an average convection coefficient.

Recalling the heat equation for 3D heat flow in an isotropic solid:

∇ · k∇T+ q= ρCp
∂ T
∂ t

(4.6)
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where k is the thermal conductivity (W/mK), T is the temperature (K), q is a source term (heat
generated per unit volume) (W/m3), ρ is the material density (kg/m3), Cp is the specific heat
capacity (J/kg-K)) and t is the time (s). If we assume homogeneous temperature distribution
through the workpiece during cooling (when there is no heat input), this relation can be
simplified and applied to the case of a cooling copper plate:

q= ρCp
dT
dt

(4.7)

In the case of our cooling workpiece, in the absence of any heating component, q becomes
equivalent to the rate of thermal energy loss for the plate. If we assume all losses are through
convection, the rate of heat loss experienced by the workpiece can be calculated as follows:

qV = Q = hcS(Tbody − Troom) (4.8)

where V is the volume of the body (m3), hc is the convection coefficient (W/m
2), S is the

surface area (m2), Q is a thermal energy (W), Tbody is the current temperature of the body and
Troom is the room temperature. Combining Equations 4.7 and 4.8 yields:

ρCpV
dT
dt
= hcS(Tbody − Troom) (4.9)

Thus an average convection coefficient can be approximated from the rearranged equation:

hc =
ρCpV

S

dT
dt

(Tbody − Troom)
(4.10)

Given this function, the average convection coefficient, hc, can be determined for our work-
piece: ρ and Cp will be the density and specific heat capacity for copper, while V and S the
volume of the workpiece and surface area exposed to the backing plate respectively. The

relation
dT
dt

(Tbody−Troom)
can be determined through analysis of recorded cooling temperatures.

4.2.2.2 Thermal Loss to the Tool

As mentioned in the literature review, chapter 2, in their model of FSW, Darvazi et al. included
a coefficient representing the proportion of thermal energy transferred into the workpiece
[120]. Their fraction was estimated using a relation for steady state one-dimensional heat
transfer, which is presented in the work of Carslow and Jaeger [149].

At the interface of the two dissimilar materials (1 and 2), equal temperature and flux across
the boundary are assumed:

T1 = T2 & k1
∂ T1

∂ x
= k2

∂ T2

∂ x
at the interface, x=0 (4.11)

Based on these initial boundary conditions, a relationship for the heat flux, J, into each ma-
terial can be found.
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J1κ
1/2
1

k1
=

J2κ
1/2
2

k2
(4.12)

where J1 and J2 represent the heat flux into each material respectively, (J1 + J2 = Jtotal), and κ
is the diffusivity of the material (κ = k/ρCp). Rearranging equation (4.12) for the ratio of the
flux J1 over J2:

J1

J2
=
κ

1/2
2 k1

κ
1/2
1 k2

(4.13)

Then the ratio of the heat flux into one material, J1, with respect to the total flux gives:

J1

J1 + J2
=

k1κ
1/2
2

k2κ
1/2
1 + k1κ

1/2
2

(4.14)

which rearranged and written in terms of the FSP workpiece and tool becomes that shown
in equation (2.11).

Additionally, as there is no tool in the model, but rather a moving surface heat flux, the
analytical heat source function (equation 4.3) is multiplied by the energy fraction for copper.

EHF = gωr
σy(T)p

3
(4.15)

where EHF is the prescribed surface heat flux and g is the fraction of energy conducted into
the copper workpiece.

This concludes the set of boundary conditions required for the thermal model. In the next
sections the experimental method will be discussed, followed by calibration of the model to
the experiment.

4.3 Experimental Method

For the purpose of validation, FSP was conducted upon copper plates (C11000 Electrolytic
tough pitch copper, temper H02). Figure 4.1 (right) shows an image of the experimental set-
up with annotations. The copper plates were processed with between two and three K-type
thermocouples. Temperatures were recorded at three positions along the plate (locations
shown in Figure 4.2). Trapezoidal cavities were initially machined into the centre of the plates
in order to observe material flow into these regions (this will be explored in chapter 5). A
mild steel backing plate was positioned between the copper workpiece and the machining
bench. Four clamps were used to hold the copper workpiece in place.

The pinless tool (shown to the left in Figure 4.1) was rotated 3◦ away from the traverse di-
rection, and maintained a penetration depth of 0.05mm measured from the leading edge
throughout processing. The traversal speed was 1.8mm/s and rotational speed 970rpm. A
schematic of the workpiece is shown in Figure 4.2. The location of the thermocouples is given
by the red crosses and the dimensions of the trapezoidal cavity are shown. Table 4.1 shows
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Figure 4.1: Left) tool dimensions, right) experimental set-up.

the three orientations of trapezoidal cavity processed in this work, where each is centred
about the middle of the plate (which is also the location of T2 as shown by Figure 4.2).

Cavity 1 2 3

Orientation

Table 4.1: The three cavity orientations with tool processing direction as shown by the arrow.
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Figure 4.2: Schematic of plate with marked (+) thermocouple positions, T1-T3. The dimen-
sions of the trapezoidal cavity are also shown.

The results of the experimental work will be presented in conjunction with the relevant nu-
merical results. The following section describes the calibration of the numerical model.

4.4 Boundary Conditions used in Modelling FSP

Following from the numerical methodology described above, section 4.2, the following sec-
tion will describe the appropriate values found for the given experimental conditions.

4.4.1 Heat Generation

The workpiece has thermal properties for copper, as defined in Table 4.2, and consists of
388,968 particles with a particle separation of 0.5 mm.

ρ (kg/m3) Cp (J/kg-K) k (W/mK)

Copper 8960 386 391
Tool 7800 14.4 460

Table 4.2: Copper plate and tool steel material parameters (used in calculation of the global
convective coefficient, hc, and thermal coefficient, g, accounting for heat loss into the tool).
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V (m3) S (m2)

Copper 4.671×10−5 0.004

Table 4.3: Copper plate material parameters (used in calculation of the global convective
coefficient, hc).

4.4.1.1 Temperature Dependent Yield Stress

The temperature dependence of the yield stress in copper is shown in Figure 4.3.

Figure 4.3: Experimental tensile test data for 0.2% yield stress vs. temperature for OFHC
copper [150] fitted with a 4 Parameter Logistic (4PL) regression curve. Also shown is the
tensile strength vs. temperature for C11000 H02 copper [150] with a fitted 4PL regression
curve.

Due to the lack of experimental yield stress vs temperature data for C11000 H02 copper, an
OFHC yield stress curve is assumed. However, given that the tensile strength data available
for C11000 H02 is less than the yield stress of OFHC copper for most of its presented range,
a hybrid function is applied. Both curves are shown in Figure 4.3. At room temperature,
the yield stress of C11000 H02 copper is within ∼15% of its tensile strength, thus the tensile
strength is a better approximation for the yield stress of the material in its initial range. The
unavailable data at higher temperatures is approximated by the OFHC yield stress data. The
two experimental curves also presented in Figure 4.3 are fitted with a 4 Parameter Logistic
(4PL) nonlinear regression model (shown in equation (4.16)). This model most aptly reflected
the data. This allows the temperature dependent shear yield stress to be replaced by a hybrid
function, shown in equation (4.17).
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σy(T)≈ σmin +
σmax −σmin

1+ (T/EC50)−Hs
(4.16)

σy(T) =


32.6+ 329.2−32.6

1+(T/608.4)10.55 : 293< T ¶ 673

−12.2+ 386.7+12.2
1+(T/612.7)8.71 : 673< T ¶ 909

0 : T > 909

(4.17)

4.4.2 Thermal Losses

4.4.2.1 Backing Plate Convection Coefficient

Figure 4.4 shows the experimental temperature profiles for cavity 1 (table 4.1). The processing
and cooling phase have been separated by a vertical line that indicates the moment when
the back edge of the tool leaves the workpiece. The overlapping temperature profiles during
the cooling phase indicate that our assumption of a homogeneous temperature in the plate
is reasonable.

Figure 4.4: The experimental temperature over time for thermocouples 1-3 (cavity 1) with
separated processing and cooling phase for reference.

To calculate the rate of change of the temperature with respect to time, in this instance the
approach has been to rely on the recorded temperatures at each increment of time.
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dT
dt
=

Tc − Tp

tc − tp
(4.18)

Tbody − Troom =
�Tc + Tp

2

�
− Troom (4.19)

where Tc, Tp, tc and tp are the current and previous temperature and time recorded respec-
tively, as shown by the blue crosshairs in Figure 4.4.

Figure 4.5 shows the trend observed between the rate of change of the temperature of the
plate, dT/dt, and the temperature difference of the plate relative to the room, (Tbody − Troom)
for Thermocouple 1 (cavity 1). Cooling phase data is taken from 65 seconds which is when
the rear of the tool is well past the edge of the plate. A least squares regression analysis
yields a trend line as shown, whose gradient is the relation (dT/dt)/(Tbody − Troom), needed for
equation (4.10).

Figure 4.5: Plot of dT/dt vs (Troom − Tbody) for the cooling phase of cavity 1, with a fitted linear
function shown.

Applying this fitting to T1, T2, T3 yielded gradients of -0.0169, -0.0179, -0.0174 respectively,
and thus an average value of -0.0174. This slope is substituted into Equation (4.10) along
with the material parameters for the copper plate (showed in Table 4.2 and 4.3) to determine
a global value for hc, -700 W/m

2K in this case. Note that derivation of this coefficient is
explored further in chapter 6.

4.4.2.2 Coefficient for Heat Loss into the Tool

For the conditions of this experiment, the values for the parameters of equation (2.11) are
shown in Table 4.2. The derived fraction for thermal energy passed to the copper workpiece
is 0.836.
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In summary the previously described boundary conditions allow for the modelling of the
thermal response of the workpiece according to the experimental conditions. It is important
to note that all parameters have been identified, leaving no free parameter to be adjusted to
match the experimental results. The results are presented in the following section.

4.5 Comparison of Experiment with theObtained ThermalModel
of FSP

4.5.1 Resulting Temperature Field

4.5.1.1 Comparison of Calculated Temperature Profile with the Experimental Result

Figure 4.6 shows the resulting temperature profiles for thermocouple positions T1, T2 and T3.
The vertical dashed lines highlight notable positions of the tool relative to the plate during
processing, linking them to the corresponding times that they occur.

Figure 4.6: Temperature profile predicted by the thermal model over time for T1, T2 and T3.

The model predicts a drop in temperature for all thermocouples as the tool passes over the
cavity, and similarly cooling after the tool leaves the workpiece. Compared against the exper-
imental temperature readings shown in Figure 4.7, the overall trend is captured reasonably
well at all three locations. T1 (thermocouple 1) in red over-predicts the initial peak by about
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11%, and under-predicts the secondary peak by approximately 14%. The rate of heat loss for
T1 seems slightly too high, similarly with T2 and T3. For thermocouple T2, there is an under-
prediction of both peaks (by about 4% and 10%). Thermocouple T3 shows a less drastic loss
in temperature as the tool passes through the cavity, and the secondary peak error is less
than 2%.

The temperatures are initially overpredicted, but as the simulation progresses and the plate
heats up, the peak temperatures close to the tool become quite reasonable (see first peak
for T2 and second peak for T3). The tendency to underpredict the temperature as the tool
moves away (secondary peak T1 and T2) may be due to a larger backing plate convection
coefficient than is realistic. This will be investigated again in chapter 6. Furthermore, the
large switch from over-prediction to under-prediction seen for T1, may be due to the trend
observed in the stress vs. temperature curve applied to determine the heat flux - as seen in
Figure 4.3, a higher temperature corresponds to a lower yield stress, thus an over-prediction
in temperature will be followed by a comparatively lower thermal input. Therefore correction
of the over-prediction for the initial peak could level out the following under-prediction for
the secondary peak.

Figure 4.7: Temperature profile predicted by the thermal model over time for T1, T2 and T3
compared against experiment.
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4.5.1.2 Analysis of Surface Temperature

Figure 4.8 (left) shows the temperature across the entire face of the plate, 1mm below the
surface. Figure 4.8 (right) shows the temperature along the three parallel lines across the
plate, at a depth of 1mm from the surface. The three lines represent areas corresponding to
the advancing side, retreating side and centre line. The advancing and retreating lines run
along the edge of the tool, that is they are 10mm either side of the centre line of the plate.
The temperature scale has a maximum set at the melting temperature of copper (1356K). The
figure is split into three moments in time - 10, 25 and 40 seconds. In the plots, the position
of the front and rear of the tool are indicated by the dashed horizontal lines.

The figure in general shows that the peak temperatures are located along the centre line
underneath the tool. In addition, the advancing and retreating sides have very similar profiles.
This is because there is nothing in the formulation to account for the effect of the difference
in advancing and retreating velocities on the flow stress, and thus any subsequent difference
in heat generation. There are some differences as the tool passes over the cavity, and this is
due to the trapezoidal shape.
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a)

b)

c)

Figure 4.8: Temperature 1mm below the surface at times of a) 10s, b) 25s, c) 40s. Left image is
the temperature across the slice, right is the temperature across each line on the advancing,
centre and retreating sides.
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4.5.1.3 The Effect of Air Convection on Calculated Thermal Profiles

The assumption of a lumped backing plate convection coefficient allows for the removal of
heat loss boundary conditions on other surfaces (such as air convection boundary condi-
tions). Although these convection losses are easily implemented in a thermal model, some
inconsistency can arise when particles are free to move, for two reasons - as the boundary
condition is applied to nodal positions, displaced particles may not have the same convective
value, also the surface of the top layer is difficult to define after processing. However, the
effect of a lumped convection coefficient has not been tested - and this is the purpose of this
section. Figure 4.9 shows temperature at each of the thermocouple positions for a lumped
convection boundary condition versus the same simulation run with a (reduced) backing plate
convection coefficient and air convection (15W/m2K) on each of the other surfaces. The total
rate of thermal energy loss is the same for each simulation, as determined from experimental
data.

Figure 4.9: Temperature profile over time for T1, T2 and T3 for both the lumped backing plate
convection coefficient and BPC + Air Convection.

Figure 4.9 shows that the effect of the lumped backing plate convection coefficient is negli-
gible at the thermocouple locations. The difference in Kelvin (shown by the residual), ranges
up to ∼3oK for each location over the simulation.

Similarly, Figure 4.10 compares surface temperature profiles 1mm below the surface for the
advancing side, centre and retreating side. It shows temperature differentials of up to ∼2oK,
and given the magnitude of temperatures confirms that the assumption of a lumped heat
loss at the backing plate is reasonable.
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Figure 4.10: Temperature profile 1mm below the surface for both the lumped backing plate
convection coefficient and BPC + Air Convection, 40 seconds into the simulation.

4.6 Conclusion

In this chapter, an MPM model of FSP heat transfer was described. The heat input was im-
posed by moving a self-regulating heat source achieved by a temperature dependent shear
stress. The other sources of heat transfer were modelled by means of convective boundary
conditions and energy loss coefficients. The results obtained with the calibrated shear stress
model agree well with the experimental data, demonstrating that the model can be used to
gain insights into FSP.

The model was checked to observe the effect of air convection and a lumped backing plate
convection coefficient. It was found that air convection had negligible impact on the temper-
ature profiles in comparison to a lumped heat loss through the backing plate. Thus a lumped
backing plate convection coefficient will be applied in each of the FSP models.

Although the thermal model makes adequate predictions for the thermal response, it pro-
vides no information on the mechanical behaviour of the material, including the ability to
resolve differences in temperature between the advancing and retreating sides. In the next
chapter, the model will be expanded to incorporate a coupled thermo-mechanical model -
taking advantage of MPM’s particle based formulation and natural management of large de-
formations. This will enable more sophisticated thermal boundary conditions based on the
mechanical interaction between the workpiece and the tool, and also provide the basis for
analysis of flashing and cavity flow, in addition to the thermal field.



Chapter 5

Thermo-mechanicalModelling of Friction Stir
Processing

5.1 Introduction

In the previous chapter, a thermal model of FSP was presented. In this chapter, the thermal
model will be further developed into a fully coupled thermo-mechanical model, thus allowing
for more accurate and detailed simulations - vital if optimisation and faster experimental
results at reduced cost is to be achieved.

The generation of heat will no longer be reliant on a calibrated shear stress, but rather due
to the combined effect of frictional contact and plastic dissipation, in part determined from a
constitutive law. The coupling between the thermal and mechanical solution means that the
effects of temperature as well as strain and strain rate can be analysed concurrently.

As an initial starting point for determining the material behaviour, the Johnson-Cook con-
stitutive model will be used, which has been applied previously for simulation of FSP [67].
Widely applied to many solid mechanics problems, it is a natural choice for comparison to
more complex material models. This constitutive model will determine the stress field result-
ing from the mechanical forces, which in turn is used to calculate the thermal response due
to friction and plastic deformation.

The addition of a mechanical component also means more processing conditions can be
investigated, for example tool angle and penetration depth. These processing parameters
will now have a direct impact on the thermal and mechanical response. This addition requires
introduction of mechanical boundary conditions, which will be discussed.

The chapter begins by discussing the numerical model, the applied constitutive law, how
thermal energy caused by friction and plastic deformation is calculated, and the additional
boundary conditions. Following from this is an investigation into the effect of mass scaling
on FSP. Finally the outcomes of the thermo-mechanical model are presented in terms of both
temperature and material flow.

71
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5.2 Description of the Thermo-mechanical Model

In the numerical model, the workpiece is defined as an elastoplastic solid and the tool as
a rigid body. The rigid tool has the same dimensions as the experimental tool (see Figure
4.1), but the concave face has been ignored and a simpler flat surface assumed. Figure 5.1
shows the model as defined in NairnMPM. The red particles define the copper plate and the
blue particles the rigid tool. The model incorporates the initial tool angle of 3o. The entire
simulation consists of 391,576 particles with a particle separation of 0.5 mm. The constitutive
law and a detailed explanation of the boundary conditions can be found in the following
sections.

Figure 5.1: Initial set-up of numerical model.

5.2.1 Constitutive Law

5.2.1.1 Johnson-Cook Model

As mentioned in the literature review, this constitutive model was originally developed [151]
as a material model easily implemented into numerical computations, also incorporating
strain, strain rate and temperature dependence.

σy = (A+ B (ε̄p)n)

�
1+C ln

˙̄εp

ε̇0

��
1−
�

T− Troom

Tmelt − Troom

�m�
(5.1)

where σy is the flow stress, ε̄
p is the equivalent von Mises plastic strain, ˙̄εp is the equivalent

von Mises plastic strain rate, ε̇0 is the normalising or reference strain rate, T is the current
material temperature. A is the initial yield stress of the undeformed material, B and n are
material constants describing the strain hardening, while C provides the material sensitivity
to plastic strain rate. The last term in equation (5.1) represents the temperature dependence
with Tmelt and Troom denoting the melting temperature and room temperature, respectively.

The parameters applied are shown in Table 5.1.
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Parameter Copper

Density, ρ (kg/m3) 8960
Young's modulus, E (GPa) 124
Poisson's ratio, ν 0.34
A (MPa) 90
B (MPa) 292
n 0.31
C 0.025
m 1.09
Reference strain rate, ˙̄ε0 (s

−1) 1
Melting temperature, Tmelt (K) 1356
Room temperature, Troom (K) 298

Table 5.1: Johnson-Cook parameters for copper [151].

5.2.2 Calculation of Heat Generation

5.2.2.1 Heat Dissipation Resulting fromFrictional Contact Between FSP Tool andWork-
piece

As an alternative to the analytical function based on input power for heat generation (see
Chapter 4), a friction heating law can be used to determine the heat input as a result of the
frictional contact between the tool and the workpiece. In order to fully describe this, it is
important to know how contact is controlled in MPM, as this provides the framework within
which frictional heating is implemented.

This has been explained in a previous chapter (see Chapter 3), recall that with the assumption
of a sticking condition, normal and tangential forces are:

fn =
(∆pa · n̂)
∆t

n̂ and ft =
(∆pa · t̂)
∆t

t̂ (5.2)

where ∆t is time step and t̂ is unit vector in the tangential direction of motion. The positive
normal contact force is then fn = −(∆pa·n̂)/∆t and the positive sliding force is ft = (∆pa ·̂t)/∆t.

If Coulomb friction is assumed, then for |ft|< µ|fn| the objects will stick. Otherwise, the object
is sliding and the tangential force is converted into a frictional force, µ|fn|, keeping in mind
the objects still stick in the normal direction.

ft = (µ|fn|)̂t (5.3)

The energy thus converted into heat (applied when |ft|> µ|fn|) is therefore:

Ef = |ft · (vo − vi)|∆t (5.4)

where Ef is the total thermal energy from friction (J), ft is the tangential contact force, and vo

and vi represent the velocity of the tool and workpiece, respectively, in the sliding direction.
The temperature increment can then be determined according to equation (5.5):
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∆T =
|ft · (vo − vi)|
ρCv

∆t (5.5)

where ∆T is the temperature increment, ρ is the material density and Cv its specific heat
capacity.

5.2.2.2 Heat Dissipation Resulting from Plastic Deformation of the FSP Workpiece

Due to the large material deformation and forces applied during FSP, heat resulting from
plastic deformation cannot be ignored. The relation for the volumetric thermal energy re-
sulting from plastic deformation, Ep (J/m

3), is shown in equation (5.6).

Ep = ησ : ε̇∆t (5.6)

where ε̇ is the strain rate tensor and η is the coefficient characterising the fraction of plastic
work dissipated as heat. It is generally accepted that approximately 90% of the energy dis-
sipated during plastic deformation is transformed into thermal energy [126], the remaining
10% being stored within the material in the form of defects such as dislocations. From the
relation for thermal energy resulting plastic deformation, the change in temperature can be
determined from the material properties, as shown in equation (5.7).

∆T = η
σ : ε̇
ρCv

∆t (5.7)

5.2.3 Establishing the Mechanical Boundary Conditions

As explained in the previous chapters, a number of boundary conditions (BCs) are applied
to model FSP. The mechanical boundary conditions, not discussed in the previous thermal
model chapter, are explained in detail below.

5.2.3.1 Friction Coefficient Value for the Tool and Workpiece

In previously published work, a friction coefficient has been chosen that lies within the rea-
sonable range of knownmetal to metal contact coefficients [114]. In this work, this estimation
of a constant friction coefficient will be guided by experiment. A series of observations were
made with the coefficient of friction tester, Model C0008, from IDM Instruments Pty Ltd.
The copper and tool steel material were machined to the required geometries and forces
calculated for translational movement of one material upon the other. From this data the
coefficient of friction was determined.

Tool steel was machined into a block, such that it could be mounted onto a copper plate.
The copper plate was moved while the steel block was held in place and the force of resis-
tance upon the steel block was measured. Two different translational speeds were applied,
60mm/min and 120mm/min. The result for 10 seconds of runtime for the 120mm/min are
shown in Figure 5.2.

Temporal averages of the friction coefficient for each run are shown in Table 5.2.
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Figure 5.2: Plot of experimentally determined coefficient of friction over time (10s) for trans-
lation speed of 120mm/min.

Speed Test 1 Test 2 Test 3 Test 4 Average

60mm/min 0.21 0.22 0.24 0.23 0.23
120mm/min 0.22 0.25 0.22 0.22 0.23

Table 5.2: Temporal averages of the friction coefficient for Tests 1-4 at speeds of 60mm/min
and 120mm/min.

The average for both speeds is 0.23, and the coefficient applied in this work was rounded to
0.2. It is noted that an improvement could be made by conducting a sensitivity analysis of
the coefficient of friction upon the numerical model, and should be applied in future work.

5.2.3.2 Clamping

Two boundary conditions are applied to the bottom surface of the workpiece. The first is to
model the fixing created by the clamps, the second to reproduce the loss of heat into the
backing plate. The latter has been explained in the previous chapter.

To avoid movement of the copper plate during processing, an acceleration condition is ap-
plied to its bottom layer of material points. This boundary condition overrides any calculated
acceleration from loads or forces. This is achieved simply by assigning those particles an
initial velocity of zero, and then an acceleration of zero at each time-step.

5.2.3.3 Tool Angle and 3D Rotation

During FSP, a rotating tool traverses the workpiece, providing the energy for the thermo-
mechanical processes that take place, simultaneously ensuring no material leaves the plate
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surface. To avoid build up of material and high torque on the tool axis, the tool is initially
rotated 3o away from the processing direction.

On a technical note, as the tool angle is small relative to the grid or cell size, it is better
to define the tool particles in a vertical position, and apply a translation to the rigid body
during the simulation. This initial rotation for the tool position is implemented via a velocity
term as a function of position and time. With a vertical tool, the initial tool rotation is in two
dimensions, the vertical plane (z) and the plane parallel to the processing direction (x). The
applied velocity is a function of the radial distance from the centre and the angular velocity,
which split into their two components in x and z are as follows:

vx = rxω= (x− x0)ω (5.8)

vz = rzω= (z− z0)ω (5.9)

where ω is in radians per second.

The tool rotation during processing occurs on the rotated tool axis and is not perpendicular
to the global axis in x or z. The rotation about an axis specified by a unit vector, û, can be
defined as follows:

R=

 cosθ + u2
x(1− cosθ ) uxuy(1− cosθ )− uzsinθ uxuz(1− cosθ ) + uysinθ

uyux(1− cosθ ) + uzsinθ cosθ + u2
y(1− cosθ ) uyuz(1− cosθ )− uxsinθ

uzux(1− cosθ )− uysinθ uzuy(1− cosθ ) + uxsinθ cosθ + u2
z(1− cosθ )


where û= ux + uy + uz and u2

x + u2
y + u2

z = 1

As there is no change in the y component of the axis of rotation, the rotation matrix simplifies
to:

R=

cosθ + u2
x(1− cosθ ) −uzsinθ uxuz(1− cosθ )

uzsinθ cosθ −uxsinθ
uzux(1− cosθ ) uxsinθ cosθ + u2

z(1− cosθ )


Although this provides the rotational velocity, implemented in an incremental update, it re-
sults in the growth of small errors over time and expansion of the rigid body. There is a simple
way to overcome this, which is to use an "effective velocity" rather than the instantaneous
tangential velocity. This transforms the velocity into essentially a position update.

Looking at the problem in two-dimensions, if a particle's position relative to a centre point
is (x− x0, y− y0) = (r cosθ , r sinθ ), the end position after an increment of rotation would be
(r cos(θ + dθ ), r sin(θ + dθ )), where the increment dθ = 2πω∆t. The effective velocity is then
calculated with:

veff =
r
∆t
(cos(θ + dθ )− cosθ , sin(θ + dθ )− sinθ ) (5.10)

where r is the radial distance. If we were looking at translation in the x and y direction, this
would become:
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vx =
1
∆t
((x− x0)(cos(2πω∆t)− 1)− (y− y0) sin(2πω∆t)) (5.11)

vy =
1
∆t
((x− x0)(sin(2πω∆t))− (y− y0)(cos(2πω∆t)− 1) (5.12)

Thus the above rotation matrix can be modified for an effective velocity update.

vx,eff

vy,eff

vz,eff

=
cosθ + u2

x(1− cosθ )− 1 −uzsinθ uxuz(1− cosθ )
uzsinθ cosθ − 1 −uxsinθ

uzux(1− cosθ ) uxsinθ cosθ + u2
z(1− cosθ )− 1

(x− x0)
(y− y0)
(z− z0)

 1
∆t

where ux = − sinϕ and uz = cosϕ, where ϕ is the initial inclination of the tool.

5.3 Implementing Effective Mass Scaling to Reduce Computa-
tion Time

This section will discuss and analyse mass scaling (as described in the literature review) and
its effects on FSP simulation.

5.3.1 The Limiting Condition on the Timestep

The Courant-Freidrichs-Lewy condition (CFL) [127] determines a limit on the critical time in-
terval based on the time it takes for a stress or thermal wave to move from one cell or node
to the next, thus it describes a timestep for accurately capturing evolution of field variables.
It is shown in equation (5.13) below:

∆t=
d
cd

(5.13)

where d is the minimum cell size or distance between nodes, and cd is the speed of the wave
through the material. For an elastic material in MPM the stress wave speed, cd,stress, is shown
in equation 5.14.

cd,stress =

√√√K+ 4G
3

ρ
(5.14)

Using the definition in equation 5.13, it can be seen that decreasing the stress wave speed
can reduce the restriction on the timestep. One way of doing this is to artificially increase the
density. This is termed mass scaling and has been applied in the literature to a number of
models in Friction Stir techniques. Some example mass scales used in previously published
works include [152] which applied a scaling factor of 107, [67] which applied 106, and [153]
which used 109. This method slows down the stress wave propagation speed and while
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allowing for larger time scales, can influence the dynamics of the material flow and the nature
of the contact at the interface of the tool and workpiece.

Mass scaling can be implemented in NairnMPM in the following way. If we let χms be the scal-
ing factor applied to artificially increase the density, the specific heat capacity Cv is reduced
by the same factor, as shown in equation (5.15). In this way the product of ρCv is maintained
and there is no effect on the dissipation of heat (as defined in Chapter 3).

Cvms
=

1
χms

Cvcopper
and ρms = χmsρcopper (5.15)

where Cvms
and ρms are the adjusted specific heat capacity and density respectively for use in

mass scaled simulations.

In NairnMPM a uniform cell size is assumed. As a result of this, the entirety of the copper
workpiece will include the mass scaling factor, χms. This will have the benefit of reducing
computation time, however introduces the possibility of artificial inertial effects. To avoid
this, the kinetic energy must be monitored carefully. The following sections will analyse the
effects of mass scaling on the FSP model.

5.3.2 The Effect of Mass Scaling on the Kinetic Energy of the Workpiece

Figure 5.3 shows the total kinetic energy of the workpiece over the first 20 seconds of simu-
lation at different mass scales, χms = 104 to χms = 107.

Figure 5.3: Kinetic energies over the first 20 seconds of simulation for χms = 104 to χms = 107.
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It is clear that the amount of kinetic energy in the workpiece increases as the mass scaling
factor, χms, increases. The figure also shows that the simulation becomes unstable with mass
scales of χms = 107 and above, indicated by the large fluctuations in kinetic energy. The
'simulation stop' refers to crashes resulting from this unstable kinetic energy. The 'run time
end' indicates that the simulation was taking an impractical amount of time and was force
stopped. In a number of articles [67, 71] it is argued that as long as the kinetic energy is
below 1% of the internal energy, the mass scaling will not alter the mechanical portion of the
solution.

Kinetic Energy
1% Internal Energy

< 1 (5.16)

Figure 5.4 shows the kinetic energy and 1% of internal energy for mass scaling of χms = 108

and χms = 107. The plot shows that the kinetic energy is always above 1% of the internal
energy for χms = 108 and below it for all but one point in χms = 107. Given the large instability
in kinetic energy observed for χms = 108 this result seems consistent with the energy criteria,
however for χms = 107 Figure 5.4 would indicate stability.

Figure 5.4: The kinetic energy and 1% of internal energy for mass scaling of (left) χms = 108,
and (right) χms = 107.

To investigate this further, an additional region to consider is at the interface of the tool and
workpiece. Figure 5.5 shows a plane section parallel to this interface on the material work-
piece. The following sections will discuss the effect on this region for different parameters
and mass scales for comparison of mass scale effects.

Figure 5.5: Plane section 10 seconds into simulation at the tool / workpiece interface. Axis
orientation as shown for reference. Processing in the positive x-direction.
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5.3.3 The Effect of Mass Scaling on Material Displacement in the Workpiece

Table 5.6 shows the material displacement around the tool 10 seconds into the simulation,
in the x, y and z directions respectively. In the x and y directions, in general, there is an
increased material flow as the mass scale increases, which is consistent with the increase in
kinetic energy shown by Figure 5.3. In the z direction, the flow upward (out of the plate)
increases as the mass scale increases, however the flow downward is reduced. The white
sections, formed particularly for χms = 107, indicate regions where there are no material
points, that is the material points have been pushed away leaving a numerical gap. These do
not necessarily indicate a physical gap or cavity, but they are a problem for analysis due to
the lack of data they represent.

A comparison of material flow at the surface can be observed in Figure 5.7, which shows that
there is a very noticeable increase in material movement with increasing mass scale. Note
that all these mass scales are within the energy criteria described by equation (5.16).

5.3.4 The Effect of Mass Scaling on the Temperature of the Workpiece

It has been argued that mass scaling does not alter the amount of heat generated from plastic
dissipation and frictional slip [71]. However, Figure 5.8 shows the average plate temperature
over time for the first 20 seconds of simulation. The plot shows that despite increasing kinetic
energy as mass scaling increases, the temperature of the plate is greatest for the smallest
mass scale, χms = 104. It looks as though χms = 107 is beginning to drop and would likely
appear lower than χms = 106 at 20 seconds. In general it appears as though temperature is
increasing as mass scale decreases, which itself is not an intuitive result. This dependence is
further investigated below.

Table 5.9 shows the temperature distribution at the tool / workpiece interface. It shows that
the greatest temperatures are reached when χms = 107, where the only areas of melting are
produced. However the differences between χms = 104, χms = 105 and χms = 106 is less ap-
parent. One observation is that the temperature seems to have the greatest homogeneity
at χms = 104, with the temperature at the interface of the back half of the tool experienc-
ing about 800-1000K. The trend toward higher equivalent stresses with greater mass scaling
similarly suggests greater temperatures at the interface due to plastic dissipation. This ta-
ble of results however, do not seem to correlate with Figure 5.8, where χms = 104 produces
consistently greater plate temperature than the higher mass scales, in particular χms = 107.

To investigate this, Figure 5.10 shows three slices taken for an average value of temperature
over time and area. The temperatures across the slice are averaged at each time step and
plotted over time. The area was determined such that it be larger than the contact interface
of the tool with the workpiece. The results are presented in Figure 5.11. It indicates that
although higher temperatures are experienced on the surface at higher mass scaling, heat
conducts through the plate more effectively at a lower mass scale. One explanation is that the
large material movement attributed to the high mass scale, reduces the ability of the particles
to conduct heat through to the rest of the plate. Again this can be highlighted by Figure 5.7
where more particles can be seen exiting the plate with increasing mass scale. Going back to
Figure 5.8, the deviation for χms = 107 could be due to the movement of particles and lack of
consistent heating of those material points.
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Parameter/Scale χms = 104 χms = 105 χms = 106 χms = 107

Figure 5.6: Material displacements at the tool/workpiece interface 10 seconds into the sim-
ulation for mass scaling factors of 104, 105, 106 and 107.
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Figure 5.7: Material flow around the tool at a range of mass scaling factors (10 seconds into
the simulation); from left to right, χms = 104, χms = 105, χms = 106 and χms = 107.

Figure 5.8: Average temperature for the copper plate over the first 20 seconds of simulation
for χms = 104 to χms = 107.
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Parameter/Scale χms = 104 χms = 105 χms = 106 χms = 107

Figure 5.9: Temperature followed by equivalent stress at the tool/workpiece interface 10
seconds into the simulation for mass scaling factors of 104, 105, 106 and 107.

Figure 5.10: Surface area used for calculating the average temperature over both area and
time, slices (blue, red, green) are 0mm, 1mm and 2mm from the surface, respectively.
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Figure 5.11: The average temperature over time and area for χms = 104 and χms = 107 at
depths of 2mm, 1mm and at the surface of the copper plate.
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5.3.5 Summarising the Effect of Mass Scaling on Simulation of FSP

The previous sections showed that at increased mass scales the kinetic energy of the work-
piece increased. At χms = 107 and below the kinetic energy was under the given threshold
applied in literature (1% of internal energy) however large variation was found in material
flow. Further investigation showed larger material displacement and greater stresses at the
tool / workpiece interface for greater mass scales. It also revealed that although greater
temperatures are produced at greater mass scales, the increased material flow reduced the
effectiveness of the thermal dissipation through the rest of the plate, resulting in greater
localised heating and melting.

In order to balance the negative effects of mass scaling with the need for faster computation
a compromise is required. In this case the compromise is χms = 105, which reduces the
negative effects of mass scaling to an acceptable margin while allowing a reasonable time
for computation. The next section will discuss the results acquired applying this mass scaling
factor.

5.4 Comparison of Experiment with the Obtained Thermo-
mechanical Model of FSP

5.4.1 Resulting Temperature Field

5.4.1.1 Comparison of Calculated Temperature Profile with the Experimental Result

Figure 5.12 shows the resulting temperature profiles for thermocouple positions T1, T2 and
T3. The vertical dashed lines highlight notable positions of the tool relative to the plate during
processing, linking them to the corresponding times that they occur.

The model predicts a drop in temperature as the tool passes over the cavity, and subsequent
cooling after the tools leaves the workpiece. Compared against the experimental tempera-
ture readings shown in Figure 5.13, the overall trend is captured quite well at all three loca-
tions. The model reflects the drop in temperature for each thermocouple as the tool passes
over the cavity. T1 (thermocouple 1) in red over-predicts the initial peak by about 11%, and
under-predicts the secondary peak by approximately 8%. The rate of heat loss for T1 also
compares well. In T2 there is again an over-prediction of the temperature (by about 5%) and
an under-prediction of the secondary peak (of about 3%). T3 shows a less defined primary
peak with the secondary peak error being approximately 8%. The trend to over-predict the
initial temperature and under-predict the post cavity temperature seem to indicate that the
heat generated by the tool is too high and that the heat loss through the backing plate is too
aggressive. Although T3 may seem to have the reverse trend, the secondary peak is where
the tool actually passes that thermocouple, and the over-prediction of heat is consistent with
the previous analysis.

5.4.1.2 Analysis of Surface Temperature

Figure 5.14 shows the temperature along the three parallel lines across the plate at a depth
of 1mm from the surface. The three lines represent areas corresponding to the advancing
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Figure 5.12: Temperature profile over time for thermocouple locations T1, T2 and T3.

side, retreating side and centre line. The advancing and retreating lines run along the edge
of the tool, that is they are 10mm either side of the centre line of the plate.

The plots show the area bounded by the tool, and in each case the peak temperature is lo-
cated close to or at the rear side of the tool in the centre of the plate. This makes sense as
this plate area has been exposed to the tool surface for the longest. The addition of contact
dependent heating gives the opportunity to observe differences between the advancing and
retreating side temperatures. There is some evidence for a relationship between the front-
half and back-half of the tool with the advancing and retreating side temperatures. Figure
5.14 a) shows that for the back-half of the tool the advancing side has greater temperatures,
however moving toward the front of the tool, the retreating side becomes hotter. This be-
haviour is repeated in c). Figure 5.14 b) is interesting in that it represents the time the tool is
entering the cavity. The trend is similar to c) albeit the large peak on the advancing side. This
could be related to interaction between the material flow, tool and the cavity corner, which
is where the peak is located. A higher temperature is expected on the advancing side due to
the larger shearing rate, and has also been found in other simulations of FSP [63].
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Figure 5.13: Temperature profile over time for thermocouple locations T1, T2 and T3 com-
pared with experiment.

5.4.1.3 Comparison of the Thermal Field for the Thermo-mechanical Model and Ther-
mal Model

Figure 5.15 shows the results obtained with the thermo-mechanical model overlaying the
predicted thermal profile of the purely thermal model. As far as this author is aware, there
has not been a direct comparison in the literature between a purely thermal model and a fully
coupled thermo-mechanical model. A significant observation here is that the timing of the
peaks is different, most noticeable for T1. Similarly, Figure 5.16 shows the thermal profiles
grouped by thermocouple position for better comparison. It is clearer that the timing of the
peaks for T1 and T2 is better achieved by the thermo-mechanical model, however the thermal
model more accurately predicts the temperature drop over the cavity (shown by the larger
inflection of T3 over the cavity region).

The difference in the peaks is probably due to the difference in the tool angle applied. The
thermal model has none, meaning that the surface of the tool makes contact with the surface
of the workpiece sooner and has no penetration into the surface. There may also be some
effect from the addition of material flow in the thermo-mechanical model.

Figure 5.17 shows the comparison of surface line temperatures across the advancing side,
retreating side, and the central line. Initially the temperatures are greatest in the thermal
(stick) model, with the reverse as the tool progresses across the plate. This is likely due to
a greater thermal softening in the thermal model due to the temperature dependent yield
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a)

b)

c)

Figure 5.14: Temperature 1mm below the surface at times of a) 10s, b) 25s, c) 40s. Left image
is the temperature across the slice, right is the temperature across each line on the advancing
side, retreating side, and the central line.
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Figure 5.15: Comparison of temperature profiles over time for T1, T2 and T3 predicted by
thermo-mechanical model and purely thermal model.

stress.

5.4.1.4 Summary of Temperature Analysis Using the Thermo-mechanical Model

Some over-prediction of temperature has been observed as discussed in the previous sec-
tions. To explain this, it is useful to note behaviour of the applied material model at high
strains. The Johnson-Cook model accounts for thermal softening at high temperatures, how-
ever makes no provision for stress saturation at large strains. In FSP where deformation is
very large, the flow stress as given by the JC model continues to increase beyond reasonable
values as demonstrated by the following figures.

Figure 5.18 shows the tensile strength of copper with increasing temperature. The data was
obtained from the ASM handbook [150], the tensile tests conducted as described in ASTM
standards E8 and E21. The first temper is the same as the workpiece used in this work,
C11000 H02, however the data is only available to about 700K. An approximate expected
trend is shown by the O61 temper.

Figure 5.19 shows a small section of the workpiece in both (a) equivalent plastic strain, and
b) the temperature field. The red section in b) gives an indication of the tool position at this
time and is where the greatest temperature rise is noticed, generally > 1000K. Figure 5.19 a)
shows an equivalent plastic strain value averaging around 30 for the same heated section.
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With this in mind, Figure 5.18 also shows the flow stress determined by the Johnson-Cook
model for this observed temperature (1000K) computed with the same strain rate as the
tensile tests. It shows that the flow stress predicted at an equivalent plastic strain of 30
exceeds 250MPa, and is much greater than that shown experimentally, about 50 - 100MPa.
An artificially high stress would result in higher than expected temperatures due to plastic
dissipation (refer to equation 5.7). This can account for some of the higher than expected
temperatures generated by the model. A constitutive model with both thermal softening and
stress saturation is therefore recommended for future work (see next chapter).

Very high equivalent plastic strains should be expected in FSP, and have also been observed
in previous works, as high as 135 in an ALE model of FSW of copper sheets [148], 160 in an
Eulerian model [116] , 132 in an ALE model [67], and 95 in an adaptive remeshing FEM model
[154].
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a)

b)

c)

Figure 5.16: Comparison of temperature profiles over time predicted by the thermo-
mechanical model (Johnson-Cook), purely thermal model and experiment for a) T1, b) T2
and c) T3.
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a)

b)

c)

Figure 5.17: Temperature at locations 1mm below the surface across each line on the a)
Advancing Side b) Centre Line, c) Retreating Side.
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Figure 5.18: Left) Experimental tensile test data for yield stress vs. temperature for copper
[150], Right) Johnson-Cook model for T = 1000K and ε̇ = 8.33×10−5 s−1.

Figure 5.19: a) Strain map and b) temperature field for an area the size of the tool / workpiece
interface as the tool passes across it (t = 15 seconds).
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5.4.2 Resulting Material Flow

5.4.2.1 Flashing on the Surface of the Workpiece

The material flow is represented by the movement of the material points in MPM. Figure
5.20 shows the predicted flashing and is side by side with the experimental result. Figure
5.21 shows the overlaid experimental and simulated flash profiles. There is a small contrast
between the advancing and retreating side flash volumes in the experimental results. This
is reflected to a much greater extent in the simulation. The simulated flash reaches a maxi-
mum height of around 14 mm, while the experimental peak is about 8mm. Some qualitative
agreement is observed in the reduction in flashing as the tool passes over the centre cavity
in b), however this is not reflected in a) where there is a large amount of flash.

There are a couple of possible reasons for the over-estimation of the flash. One is to at-
tribute it to the artificially increased kinetic energy in the system resulting from mass scaling.
The second is that the friction coefficient applied is too high, or perhaps should not be as-
sumed constant. In addition to these, the ability of MPM to resolve flashing is dependent on
the particle size. Every particle in these simulations has a length of 0.5 mm, with the actual
flashing thickness measuring at its thinnest approximately 0.1 of a millimetre. At this particle
size the flashing determined is a rough approximation. One final reason is the use of the
Johnson-Cook constitutive model: as it has been established in the summary of the temper-
ature analysis above (section 5.4.1), this model does not represent the mechanical behaviour
at high temperatures well.
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ADVANCING SIDE

a)

b)

RETREATING SIDE

c)

d)

Figure 5.20: Copper flashing after processing (experimental and numerical) shown by a) Ad-
vancing side - Experiment (processing direction to the left), b) Advancing Side - Numerical,
and c) Retreating side - Experiment (processing direction to the right), d) Retreating side -
Numerical. Note that the thermocouple holes were machined on the other side to the sim-
ulation for this particular plate.
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ADVANCING SIDE

RETREATING SIDE

Figure 5.21: Overlaid images of simulation and experimental results according to processing
side, top) advancing side flash, bottom) retreating side flash. The dark shadow shows the
experimental flashing.
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5.4.2.2 Surface Flow Visualization with Particle Pathlines

One of the advantages of MPM is the ability to track pathline histories for any material point.
The following figures will investigate particle flow for areas of interest in FSP.

Figure 5.22 shows highlighted particles for pathline tracking. The regions selected represent
workpiece particles in contact with i) the advancing side tool (red), ii) the centre of the tool
(blue) and iii) the retreating side of the tool (green).
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Advancing Side

Centre

Retreating Side

Figure 5.22: Series of particles used for tracking pathlines.

Figure 5.23 shows the complete paths of the particles selected. The particles at the outer edge
of the tool tend to form flashing on their respective sides. The centre particles (blue) have
much more diverse movement. Initially the particles rotated clockwise and back behind the
tool, but as the tool progresses across the workpiece, it tends to push these particles forward
and clockwise with its own rotation. The lower left image of Figure 5.23 reveals that many of
the centre particles (blue) form part of the upper region of flash on the retreating side. The
remaining particles have been rotated clockwise, but not enough to rejoin the centreline.
Material flow was observed in a work of FSW, where a copper tracer was inserted through
themiddle of the tool pathline [60]. Tracer material was observed rotating from the centreline
to the edge of the flashing or shear layer as they describe it. Another interesting region is
just before the trapezoidal cavity, where the movement of the centre particles toward the
retreating side shear layer or flash is reduced as the particles instead flow into the cavity.
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Figure 5.23: View of completed particle paths. Viewing angle clockwise from top left) top view (parallel projection), aerial view (perspective),
processing direction view (perspective).
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Figure 5.24 shows the side view of the plate with each of the individual particle lines. The
centre particles show themostmovement with large displacement in both z- and x-directions.
This is in contrast to the advancing and retreating edge pathlines which show much smaller
displacements.

Figure 5.25 shows another set of particles for pathline tracking. This time the particles are
arranged in a rectangular box (10mm × 22mm× 1mm) . The pages that follow show the flow
of the particles at 10 second intervals. The particles are initially coloured by strata, but in the
following pages the pathlines themselves take on the colour strata and the material points
are presented as black points.

At t=10s the particles have been pushed either forward in front of the tool or have remained
essentially where they started. Many of the particles have also been forced upward.

At t=20s, the particles that were originally positioned closer to the advancing or retreating
sides have now formed part of the flashing on those respective sides and stopped moving.
Those particles more toward the centre of the plate have either continued forward with the
tool, or have been forced forward and clockwise to form flashing further along the retreating
side of the plate.

At t=30s, the only remaining particles with the tool are the light blue and dark blue particles
originally located about midway between the advancing side and centre line. Some have
been forced into the cavity and the remaining ones are now moving toward the flashing
areas on either side of the tool.

At t=40s all the mapped particles have found their final position.
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a)

b)

c)

Figure 5.24: Side view (perspective) with each particle line shown individually. Processing
direction indicated by positive x-direction.
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TOP VIEW

SIDE VIEW

Time = 0 seconds

Figure 5.25: Initial set-up of simulation with seeded particles for pathline tracking (coloured by strata).
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Time = 10 seconds
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Time = 20 seconds



105

Time = 30 seconds



106

Time = 40 seconds
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Time = 50 seconds
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Figure 5.26: The initial state of particles for subsurface tracking at a depth of 1-2mm.

As a further analysis of material flow, the particle movement of the region between 1mm
and 2mm from the surface is observed. The initial particle selection is shown by Figure 5.26.
Figure 5.27 shows that much less movement occurs within this layer of material. This is in
contrast to material flow typically observed with tools that have a pin [60, 155].
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Figure 5.27: View of completed subsurface particle paths. Viewing angle clockwise from top left: top view (parallel projection), aerial views
(perspective), processing direction view (perspective).
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5.4.2.3 Material Filling of the Trapezoidal Cavities

The cavity machined into the plate surface allows for analysis of material flow into an empty
space. Figure 5.28 shows the final material flow developed for cavity 1 in both the experiment
and numerical model. Figure 5.29 highlights the experimental and numerical cavity flow for
all cavities.

As a small aside, one note that should be made is that generating a surface for the cavity flow
was less simple than for the flashing (figures 5.20 and 5.21). This is due to the way the surface
generator distinguishes a surface among particles. It uses relative particle distances only; so
if a material point has moved closer to the bottom of the cavity relative to the other material
points that moved with it into the cavity, it will preferably form a surface with the particles
on the bottom of the cavity. This can be seen clearly in Figure 5.29, where a small group of
particles have formed an island within cavity 1. As such, parameters have been selected to
represent the particle flow as accurately as possible, but the method is not perfect, and will
be discussed further in the following chapter.

To continue, the experiments show that material generally flows in from the top left side,
which is consistent with the tool rotation (clockwise viewed from the top). In general there is
an over-prediction of the amount of material on the bottom section of each of the cavities.

Overall there is reasonable agreement between the experiment and the simulation based on
the thermo-mechanical model. The material flow has a similar trend, typically filling from the
top left side as in the experiment. There are consistent regions between both the experiment
and model where no material is present.

Figure 5.28: Final material flow into cavity 1.
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Cavity / Orientation Experiment Simulation

1

2

3

Figure 5.29: The three cavity orientations with material filling as shown for experiment and
simulation.

5.4.2.4 Material Flow at the Tool Interface During FSP of Cu

Researchers have found a broad range of values for the velocity at the tool / workpiece inter-
face [60, 61, 122, 148]. Figure 5.30 a) and b) show the interfacial velocities and displacements
at 15 seconds and 40 seconds, respectively. The arrows are in the direction and coloured by
magnitude of displacement, while the background circle is coloured according to the mag-
nitude of the velocity. This simulation ran at 970rpm, giving a peak tool tangential velocity
of 1m/s; the maximum observed material flow for this model is therefore ∼14% of the max-
imum. Typical values at the interface however were between 5-25mm/s or 0.5-2.5% of the
maximum tool speed.

In literature a range of velocities have been reported, for example 0-5% [148], 10-30% [60]
and 35-100% [61], although some models do make the assumption of a sticking condition
at the tool / workpiece interface resulting in greater material velocities. Wang et al. [122]
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a) b)

Figure 5.30: Material displacement and velocity at the tool interface for left) t=15s and right)
t=40s.

showed the difference this assumption makes in their work presenting velocities at the tool
interface ranging, at a maximum 55-88% for the sticking condition and 6.1-9% for the sliding
condition. The velocities reported in this work are reasonably consistent with those reported
for the sliding models.

5.5 Conclusion

In this chapter, the model was developed into a fully-coupled thermo-mechanical model of
FSP. It has been shown that a meshless numerical method can be successfully applied to
modelling FSP, with the advantage of history tracking of field variables such as plastic strain
and without the drawback of mesh entanglement associated with finite element methods.
Applying the well tested Johnson-Cook constitutive model, the temperature and material
flow were determined with reasonable accuracy (within 15%) for the experimental conditions.

Material flow was analysed through particle tracking inherent to particle methods. Flashing
and cavity flow were compared against experiment with reasonable agreement and explain-
able error.

In addition, the effect of mass scaling was investigated. The limit for mass scaling often
applied in literature was found to be inadequate. The temperature, displacement and stress
fields were analysed and showed significant variation in results at the tool/workpiece interface
at different mass scales, despite kinetic energy being below 1% of internal energy.

The temperatures were seen to increase in general as the mass scale was reduced. This was
due to improvement in particle-particle contact and conduction as kinetic effects were re-
duced. The over-estimation of the temperature field can also be attributed to over-prediction
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of the stress by the Johnson-Cook flow model.

The results have highlighted some of the limitations of the Johnson-Cookmaterial model and
mass scaling applied to FSP. The next chapter will attempt to improve on this by adding a
more sophisticatedmaterial model able to capture the evolution of the underlying dislocation
cell or subgrain structure in order to determine the material response.



Chapter 6

Modelling of FSP with a Dislocation-Density
Based Material Model

6.1 Introduction

In the previous chapter, the model was developed into a fully-coupled thermo-mechanical
model of FSP. In this chapter, the Johnson-Cook constitutive law is replaced by a dislocation-
density based material model (referred to here as the two-phase model), which was devel-
oped [101] to describe the microstructure evolution in dislocation cell-forming materials. In
addition to calculation of stress as a result of deformation conditions and temperature, ad-
ditional dependence is enabled via evolution equations for the dislocation density. This also
allows for local history tracking of the grain size.

In addition to the copper workpiece that has been previously modelled, this chapter will
introduce aluminium alloy 5005. Rather than presenting the complete results alongside the
copper material, the AA5005 is used for the purpose of further validation of the predicted
microstructure evolution only.

As a general introduction and for the purpose of completeness, what follows is a very brief
description of material microstructure related to deformation. For further information the
reader is referred to the work of Humphreys and Hatherly [156].

6.2 Dislocation-Density Based Microstructure Model

6.2.1 Brief Description of the Model

During deformation or processing, most of the expended work energy is released as heat,
with a small amount stored mainly in the form of dislocations. The difference in energy be-
tween the deformed and the annealed state is the dislocation content and arrangement. This
stored energy provides the driving force for all the property changes that can take place dur-
ing or after processing. This is why modelling of microstructure during deformation should
be through the density, distribution and arrangement of dislocations.

In a simple model of a polycrystal, it is made up of three main components:

1. High angle grain boundaries.

114
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2. Dislocation cells or subgrains, which are typically micron size volumes bounded by dis-
location walls. The walls can be tangled or fraying (cells) or well-ordered low angle
boundaries (subgrains).

3. Dislocations other than those comprising the cell/subgrain boundaries.

It is the dislocations themselves that define themicrostructure, and with applied deformation,
order in the arrangement of these dislocations is established through various mechanisms.
One such set of mechanisms commonly experienced during deformation is called dynamic
recovery. It can occur in plastically deformedmaterial at high temperatures and is not a single
microstructural change but a series of events. It generally follows the form outlined below.

1. Dislocation tangles are formed through deformation.

2. Cells are formed through movement of dislocations (cell walls and interiors formed).

3. Annihilation of dislocations within cells (mostly interior).

4. Dislocations become more ordered in walls, cells become subgrains with low angle
grain boundaries (LAGB).

5. Subgrains grow.

Some of these can occur after deformation as static recovery and significant overlap can
occur for each of these processes.

These can be summarised into three components: dislocation annihilation, dislocation rear-
rangement and subgrain growth. The model applied in this work considers the first two, the
latter generally being a post-process phenomena. With that in mind, what follows are the
equations of the dislocation-density based constitutive model developed by Kocks, Mecking
and Estrin [101, 157], referred to here as the two-phase model.

6.2.2 Flow Stress According to the Two-Phase Model

In this model dislocation cells or subgrains, which we shall collectively refer to as subgrains,
are divided into two components, the subgrain walls and subgrain interiors, each with their
own dislocation density and related mechanical condition. The shear stress within each sub-
grain interior τr

c and subgrain wall τ
r
w can be given according to equation (6.1) and (6.2).

τr
c = αGb
p
ρc

�
γ̇r

c

γ̇0

� 1
m

(6.1)

τr
w = αGb

p
ρw

�
γ̇r

w

γ̇0

� 1
m

(6.2)

where the superscript, r, refers to the resolved shear stress along the slip plane, α is a constant,
G is the shear modulus, b is the magnitude of the Burgers vector (a constant dependent on
the crystal structure of the metal, i.e. fcc, hpc, bcc), ρw and ρc are the dislocation densities
in the subgrain wall and interior respectively, γ̇0 is a reference shear strain rate, γ̇

r
c is the

shear strain rate of the subgrain interior, γ̇r
w is the shear strain rate of the subgrain wall, and

1/m is the strain rate sensitivity parameter, where m is inversely proportional to the absolute
temperature:
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m=
A
T

(6.3)

where A is a constant. The overall behaviour of the composite structure, described with two
dislocation densities, is defined by the scalar quantity obtained using the rule of mixtures
below.

τr = fτr
w + (1− f)τr

c (6.4)

where f is the volume fraction of the dislocation density within the subgrain walls. The evolu-
tion equations for the dislocation density in the subgrain interior and subgrain wall are given
below. Their evolution rate is a function of addition, subtraction and annihilation of disloca-
tions. The growth of the dislocation density can be attributed to Frank-Read sources at the
subgrain wall or interior interface. The loss of grain interior dislocations can be attributed
to the movement from grain interior dislocations into the grain wall through glide and also
by annihilation within the subgrain involving cross-slip. The annihilation of subgrain dislo-
cations is governed by climb-controlled annihilation of dislocations. This is the last term in
each equation.

The set of coupled differential equations, which describe the evolution of the two dislocation
densities defined in the two-phase model is as follows:

ρ̇c = α
∗ 1p

3

p
ρw

b
γ̇w − β∗ 6γ̇c

bd(1− f)
1
3

− ko

�
γ̇c

γ̇0

�− 1
n

γ̇cρc (6.5)

ρ̇w =
6β∗γ̇c(1− f)

2
3

bdf
+

p
3β∗γ̇c(1− f)pρw

fb
− ko

�
γ̇w

γ̇0

�− 1
n

γ̇wρw (6.6)

where β∗,α∗, ko are constants, and 1/n is the strain rate sensitivity parameter, where n is in-
versely proportional to the absolute temperature:

n=
B
T

(6.7)

where B is a constant. To maintain strain compatibility at the subgrain interior and wall
interface, the resolved shear strain rate is equal within each phase of the composite structure.

γ̇r
c = γ̇

r
w = γ̇

r (6.8)

The total dislocation density is made up of these two variables added together via a rule of
mixtures:

ρt = fρw + (1− f)ρc (6.9)

where ρt is the total dislocation density. The subgrain size is determined as proportional to
the inverse of the square root of the total dislocation density:

d=
Kp
ρt

(6.10)
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where d is the average subgrain size and K is a proportionality constant. The relation for
volume fraction of the dislocation density in the subgrain walls, f, is associated with the shear
strain rate, γ̇r, the saturation value of f at large strains, finf, and the initial volume fraction, fo,
which are constants. Finally, γ̃r is the rate of variation of f with resolved shear strain, γr [157].

f= f∞ + (fo − f∞)e
−γr
γ̃r (6.11)

The resolved shear strain rate can be determined from the following relationship.

γ̇r =MTε̇p (6.12)

where MT is the Taylor factor, which for simplicity is assumed to be constant. Lastly the
resultant equivalent flow stress can be related to the calculated resolved shear stress:

σ = σo +MTτ
r (6.13)

The strength of this physically-based microstructure model is that it can be incorporated into
a numerical model that operates at the continuum level, and through thematerial constitutive
behaviour provide information at a microscopic level (microstructure). The thermal coupling
allows for temperature effects and is introduced through the strain rate sensitivity parameters
m and n, shown in equations 6.3 and 6.7. This couples the thermal solution to the mechanical
solver.

6.2.3 Calibration of the Two-Phase Model to FSP Conditions for Copper and
AA5005

The original material parameters chosen for the model were developed for Equal-Channel
Angular Pressing (ECAP), which although a severe deformation process, is carried out at low
strain rate often at room temperature. One of the challenges of FSP is the high strain rate
and high temperatures experienced, and some adjustment needs to be made to account for
these conditions. The following sections calibrate the two-phase model to FSP conditions for
copper and aluminium alloy 5005.

6.2.3.1 Copper

In the following analysis, the original parameters have been used for the material properties
for copper [157], see Table 6.1. The graphs below represent the stress-strain relationship
predicted by the two-phase model; they include temperature rises due to dissipation of me-
chanical work of plastic deformation.

As shown in Figure 6.1, the fit is very good for low strain rate, room temperature conditions
[157, 158].

Note that the reference shear strain rate, γ̇0, must be higher than the imposed shear strain
rate, hence this is adjusted according to the expected experimental conditions. Figure 6.2
shows that at higher temperatures and moderate strain rates, the model becomes less ro-
bust. For the imposed strain rate of ε̇ = 1s−1 and given range of temperatures, the stress
ranges over about 300 MPa for the experimental conditions, but the model predicts only
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Figure 6.1: Flow stress response for two-phasemodel at low strain rate and room temperature
compared against experiment (in compression and torsion) [157, 158].

small change with variation in temperature. Themodel shows a reduction of stress as temper-
ature increases, which is consistent with the experiments, however the current temperature
dependence through the exponents m and n is not accurate enough.

One solution is to incorporate an additional temperature dependence through the free pa-
rameter α*. Appropriate values for α* were determined through best-fit to the experimental
data, and a least squares regression analysis applied to determine an appropriate function.
The calibrated values of α* are shown in Figure 6.3 by the red circle markers, against the
fitted function. The parameters for the fitted function are given in equation (6.14). At the
outer limits of the temperature range, the temperature dependence is replaced by constant
values for α*. This ensures α* is never negative and not excessively high.

α∗(T) =


0.216 : T < 298

600
T+885.6 − 0.3 : T ∈ {298→ 1100}
0.002 : T > 1100

(6.14)

Here the temperatures are given in kelvin. Figure 6.4 shows the resulting stress-strain curves
with α∗(T) replacing the initial constant value α∗. With this replacement the prediction from
the two-phase model is much improved. The correlation for all four temperatures is much
better and fairly consistent. At a temperature of 773K and 1123K the experimental curves
exhibit flow softening due to dynamic recrystallization [160]; the current model does not
take this phenomenon into account, however the fit is still quite reasonable.

Figure 6.5 shows the softening that is induced by the temperature dependent α*. As the
temperature increases due to plastic deformation, softening occurs due to the reduction of
α*. Without this temperature dependence, the stress tends to saturate at high values despite
near melting temperatures. This softening can be seen as an added bonus of the temper-
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Parameter Copper

Density, ρ (kg/m3) 8960
Young's modulus, E (GPa) 124
Poisson's ratio, ν 0.34
dislocation density in subgrain walls, ρw (m

−2) 1013

dislocation density in subgrain interiors, ρc (m
−2) 1012

initial volume fraction, fo 0.25
saturated volume fraction, f∞ 0.06
rate of decrease of f, γ̄r 3.2
α 0.25
K 10
α∗ 0.03
β∗ 0.0018
k0 4.6
A 30000
B 14900
Taylor factor, MT 3.06
Burgers vector, b 2.56 × 10−10

Reference shear strain rate, γ̇0 (s
−1) 1000

Table 6.1: Model parameters for Copper [101, 157].

ature dependent α*, and will be an important part of modelling FSP, where near melting
temperatures arise at the interface of the tool and workpiece.

The following Figures 6.6 and 6.7 show the flow stress response at higher temperatures (773K
and 1123K) for different strain rates (1s−1-100s−1). The figures show an improved accord
between themodel and the experimental data. Figure 6.6 showsmaterial softening, indicated
by a drop in flow stress with increasing strain, not predicted without temperature dependent
α*.
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Figure 6.2: Flow stress response for original model at various temperatures and a strain rate
of ε̇= 1s−1. Experimental data sourced from T=298K,542K [159], T=773K,1123K [160].

Figure 6.3: Fitted curve for calibration of temperature dependent α*.
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Figure 6.4: Flow stress response for calibrated two-phase model at various temperatures and
a strain rate of ε̇= 1s−1.

Figure 6.5: Flow stress and temperature response at T=298K and ε̇= 1s−1.
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Figure 6.6: Comparison of both models to experimental compression tests at 773K. Experi-
mental data sourced from [160].

Figure 6.7: Comparison of both models to experimental compression tests at 1123K. Experi-
mental data sourced from [160].



CHAPTER 6. Modelling of FSP with a Dislocation-Density Based Material Model 123

6.2.3.2 Aluminium Alloy 5005

As this material has not been calibrated for previously, β* and ko must be determined in
addition to α*. A starting point is the original parameters determined for pure aluminium
[105].

Applying the same method as explained above for copper, a fitting function is applied to
determine the appropriate level of temperature dependence for α*. The calibrated values
are shown in Figure 6.8 by the red circle markers. The fitted function is displayed in dark red.
The parameters for the fitted function are shown in equation (6.15).

α∗(T) =


0.22 : T < 293

46
T−139.56 − 0.08 : T ∈ {293→ 700}
0.001 : T > 700

(6.15)

The values for β* and ko are 0.001 and 2.7 respectively.

Figure 6.8: Fitted curve for calibration of temperature dependent α* for aluminium alloy 5005.

Figure 6.9 shows the calibrated two-phase model against experimental tests carried out at
0.25-1s−1 and temperatures ranging from 293K-723K. The correlation is quite good, particu-
larly at larger strain which is the region of interest for FSP.

Figure 6.10 shows the softening induced by the temperature dependent α*. As the tem-
perature increases due to plastic deformation, softening occurs due to the reduction of α*.
Without this temperature dependence, the stress tends to saturate despite high and near
melting temperatures.

The following Figures 6.11, 6.12 and 6.13 show the flow stress response at higher tempera-
tures (573K, 653K and 723K) for different strain rates (0.25s−1- 25s−1). There is some discrep-
ancy at low strain, however the two-phase model tends to approach the experimental values
at higher strains, which is reasonable in this application as high strains are expected in FSP.
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Figure 6.9: Flow stress response for calibrated two-phase model at a range of temperatures
and strain rates of ε̇ = 0.25s−1 and ε̇ = 1s−1. Experimental data sourced from: ε̇ = 0.25s−1

[161] and ε̇= 1s−1 [162] .

Figure 6.10: Flow stress and temperature response at T = 293K and ε̇= 1s−1.



CHAPTER 6. Modelling of FSP with a Dislocation-Density Based Material Model 125

Figure 6.11: Comparison of two-phase model to experimental compression tests at 573K.
Experimental data sourced from [161].

Figure 6.12: Comparison of two-phase model to experimental compression tests at 653K.
Experimental data sourced from [161].
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Figure 6.13: Comparison of two-phase model to experimental compression tests at 723K.
Experimental data sourced from [161].
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6.3 Establishing the Boundary Conditions for the Microstruc-
ture FSP Model

6.3.1 Thermal Loss to the Backing Plate and Surrounding Air

As mentioned in chapter 4, this model will use an improved method to determine thermal
losses to the backing plate, which is via fitting an exponential decay curve to the thermal
data in the cooling phase. This provides a more consistent relationship between dT/dt and
(Troom − Tbody). The fitted curve is shown in equation (6.16) and plotted against the thermo-
couple cooling phase data in Figure 6.14. The relationship dT/dt vs (Troom − Tbody) is plotted
in Figure 6.15 with the least squares regression applied for a linear polynomial fit. The plot
shows a much more consistent fit than the previous methodology. Note that again cooling
phase data is taken from 65 seconds on, which is when the rear of the tool is well past the
edge of the plate.

T = 323+ 564e−0.0137t (6.16)

where T is the temperature (K) and t is the time (s).

Figure 6.14: Experimental cooling phase (for the copper workpiece) plotted with a fitted
exponential decay curve, equation (6.16).

Applying this improved fitting to the measurements obtained with thermocouples T1, T2,
T3 yields gradients of -0.0137, -0.0144, -0.0138 respectively, and thus an average value of
-0.0140. This slope is substituted into Equation (4.10) to determine the new global value for
hc, namely 560 W/m

2K. The values used to determine hc can be found in Table 6.2.
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Figure 6.15: Plot of dT/dt vs (Troom − Tbody) to determine the rate of change for substitution
into equation (4.10).

ρ (kg/m3) Cp (J/kg-K) V (m3) S (m2) (dT/dt)/(Tbody − Troom) hc (W/m
2K)

8960 386 4.671×10−5 0.004 -0.0140 560

Table 6.2: Values used for calculation of global convective coefficient, hc, for copper.

The same analysis undertaken for AA5005 yields the data in Table 6.3.

ρ (kg/m3) Cp (J/kg-K) V (m3) S (m2) (dT/dt)/(Tbody − Troom) hc (W/m
2K)

2700 900 2.576×10−5 0.004 -0.0127 200

Table 6.3: Values used for calculation of global convective coefficient, hc, for AA5005.

6.3.2 Friction Coefficient Between Tool and Workpiece - AA5005

The samemethodology is used as described in Chapter 5 to determine the friction coefficient.
The result for about 6 seconds of runtime for a pin translation speed of 120mm/min is shown
in Figure 6.16.

Temporal averages of the friction coefficient for each run are shown in Table 6.4.

The average friction coefficient is 0.28 to two decimal points, and the coefficient applied in
this work was 0.3. An investigation into friction in FSW of aluminium found 0.3 to be the best
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calibrated value from a range of values and alternative friction laws [163] and has also been
used in other work [114].

Figure 6.16: Plot of experimentally determined coefficient of friction over time (∼4s) for a
translation speed of 120mm/min for AA5005.

Speed Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Average

120mm/min 0.31 0.25 0.25 0.26 0.29 0.29 0.28

Table 6.4: Temporal averages of the friction coefficient for Tests 1-6 at speeds of 120mm/min
for AA5005.
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6.4 Comparison of Experiment with the Obtained Dislocation-
Density Based Model of FSP

6.4.1 Resulting Temperature Field

6.4.1.1 Comparison of Calculated Temperature Profile with the Experimental Result

Figure 6.17 shows the physically-based model is predicting the peaks quite well, T1 within
7% and 10% respectively, T2 within 1% and 7%, and T3 within 3%. This is a consistent im-
provement on the Johnson-Cook model predictions. One thing to note is the decrease in
accuracy for the latter temperatures of T1 and T2. This is surprising as the trend in heat loss
is quite good and the initial peaks for all three thermocouples are also reasonably accurate.

Figure 6.17: Temperature profiles over time with the Dislocation-Density based material
model, for T1, T2 and T3 compared against experiment (for the copper workpiece).

6.4.1.2 Analysis of Surface Temperature

Figure 6.18 shows the surface temperatures across the workpiece at 10s, 25s and 40s. All
three models give a satisfactory description of the temperature profiles.

6.4.1.3 Comparison of the Thermal Field for All Models

Figure 6.19 shows the dislocation-based two-phase model compared against both the ther-
mal model and Johnson-Cook thermo-mechanical model for the thermocouple temperatures
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a)

b)

c)

Figure 6.18: Temperature 1mm below the surface at times of a) 10s, b) 25s, c) 40s. Left image
is the temperature across the slice, right is the temperature across each line on the advancing,
centre and retreating sides (for the copper workpiece).
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over time. The thermal model prediction is initially higher, but lower towards the end of the
plate. It is a similar trend to that between the JC model and the thermal model, likely for the
same reason, that the softening induced by the applied yield stress vs temperature curve is
quite strong at higher temperatures. The comparison to the JC model reveals that in general
the two-phase model predicts a lower temperature throughout. Again probably due to the
stronger softening in the two-phase model. The different rate of cooling after the tool leaves
the plate is due to the reduced backing plate convection coefficient applied in the two-phase
model.

Figure 6.20 isolates the thermocouples for better comparison between the models and ex-
periment. As the thermal and JC models have been analysed in the previous chapter, the
focus here will be on the two-phase model. For T1, the two-phase model more accurately
predicts the first peak but similar to the other models fails to gain the required temperature
for the secondary peak. In T2, the two-phase model presents an excellent comparison for
heat loss as the tool traverses the cavity, but again fails to regain the required temperature
to match the secondary peak. For T3, the inflection as the tool travels over the cavity is im-
proved over the JC model, but the trend is still not as accurate as the thermal model. All
in all, a reasonably good performance of the dislocation-based model was demonstrated.
Thus, the benefits of the model in terms of its ability to predict microstructure evolution are
achieved without sacrificing its predictive capability with respect to the thermal aspect of the
problem.

Figure 6.21 shows the comparison of surface line temperatures across the advancing side,
centre line and retreating side, respectively. The temperature predicted by the dislocation-
based two-phase model is consistently lower than the other two models, likely due to the
improved temperature dependence and softening. For all three sides, the temperature is
initially similar to the Johnson-Cook model, and as the simulation progresses, the improved
softening reduces the temperature down to that predicted by the thermal model.

6.4.1.4 Source of Thermal Energy During FSP

Figure 6.22 shows the source of energy for thermal changes in the workpiece. It demonstrates
that the vast majority is from friction, contributing between 95-98% of the total thermal
energy in the system. This is similar to results by Hamilton et al. [121] who found friction
contributed 98% of the thermal energy in the system.

6.4.1.5 Summary of Temperature Analysis Using the Two-Phase Model

The thermal field predicted by the two-phase model compares favourably with the experi-
mental results, within 10% for the thermocouple predictions. The model also improves upon
the prediction of the Johnson-Cook constitutive model, although some discrepancy may lie
in the corrected backing plate convection coefficient.
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a)

b)
Figure 6.19: Comparison of temperature profiles over time for T1, T2 and T3 predicted by all
three developed models a) two-phase and thermal model, b) two-phase and Johnson-Cook
thermo-mechanical model (for the copper workpiece).
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a)

b)

c)

Figure 6.20: Comparison of temperature profiles over time predicted by the two-phase
model, Johnson-Cook model, thermal model and experiment for a) T1, b) T2 and c) T3 (for
the copper workpiece).
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a)

b)

c)

Figure 6.21: Temperature 1mm below the surface across each line on the a) Advancing Side
b) Centre Line, c) Retreating Side for all three models (for the copper workpiece).
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Figure 6.22: Source of thermal energy (%) in FSP of copper for the two-phase model and the
Johnson-Cook thermo-mechanical model.



CHAPTER 6. Modelling of FSP with a Dislocation-Density Based Material Model 137

6.4.2 Resulting Material Flow

6.4.2.1 Flashing on the Surface of the Workpiece

Figure 6.23 shows a comparison of the numerical flashing to the experimental flashing for
cavity 1. The two-phase model displays similar behaviour to the Johnson-Cook model in that
the retreating side attracts a greater amount of material, consistent with the tool rotation.
Observing Figure 6.24, the shape and spread of material seems reasonably consistent with
the experiment, noting similar height and triangular shape. In general there is more flashing
(similar to the JC model), and to some degree this can be attributed to mass scaling and
possibly an insufficient resolution for this particular region. In comparison to the Johnson-
Cook result (Figure 5.21), the retreating side flash has a more consistent height with less
over-prediction compared to the experiment.

6.4.2.2 Surface Flow Visualization with Particle Pathlines

In general these series of results are similar to the Johnson-Cook model with less drastic
deformation in some areas. It is hard to determine which is more accurate however. The
overriding factor in the material flow may in fact be the mass scaling factor applied, rather
than the material law, although some differences are noticed.

Figure 6.25 shows the particles along the processing path at the surface and have great
similarity to the Johnson-Cook prediction. There is little difference to note in this case.
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ADVANCING SIDE

a)

b)

RETREATING SIDE

c)

d)

Figure 6.23: Copper flashing after processing (experimental and numerical) shown by a) Ad-
vancing side - Experiment (processing direction to the left), b) Advancing Side - Numerical,
and c) Retreating side - Experiment (processing direction to the right), d) Retreating side -
Numerical. Note that the thermocouple holes were machined on the other side to the sim-
ulation for this particular plate.
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ADVANCING SIDE

RETREATING SIDE

Figure 6.24: Overlaid images of simulation and experimental results according to processing
side, top) advancing side flash, bottom) retreating side flash. The dark shadow shows the
experimental flashing.
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Figure 6.25: View of completed particle paths. Viewing angle clockwise from top left) top view (parallel projection), aerial view (perspective),
processing direction view (perspective).
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The following figures show the particle flow for a box on the surface. The deformation pattern
is similar to that previously noted (section 5.4.2.2), with particles flowing clockwise with the
tool rotation. A smaller deformation field is noticed however, with a reduction in the number
of particles pushed forward and the distance of those that do.
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Time = 10 seconds
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Time = 20 seconds
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Time = 30 seconds
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Time = 40 seconds
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Time = 50 seconds
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6.4.2.3 Material Filling of the Trapezoidal Cavities

Figure 6.27 shows the final material flow developed for cavity 1 in both the experiment and
numerical models. Figure 6.28 highlights the experimental and numerical material flow for
all cavities.

In general, the surface is more consistent in the two-phasemodel with less holes and "islands"
as compared to the JC surfaces. Both models predict the flow of material into the cavity
from the top left, which coincides with the rotation of the tool. The most accurate surface is
achieved with the two-phase model for cavity 3 - it accurately captures the filling of material
from the top left leaving a triangular shaped region free of material. The hole is smaller
but the shape is quite consistent. The simulation also displays a good approximation of the
reverse flow of material at the bottom right side of the cavity, where the tool rotates material
into the cavity as it exits.

Table 6.5 shows a comparison of the filling percentage (via grid volume approximation) to
give an indication of relative model accuracy. Note that this does not take into account
correctness of filling shape. The two-phase model shows a filling percentage closest to the
experiment for cavity 1 and 3, within 5% and 8% respectively, while the Johnson-Cook model
gives an excellent result for cavity 2, within approximately 0.5%.

To demonstrate more accurately the difference in the particle distribution, Figure 6.26 shows
the material particles in cavity 3 with the surface generated for both the JC and two-phase
models. For the JC model, the region outside of the surface still maintains a large number
of particles. As discussed in section 5.4.2.3, this is a consequence of the reliance on particle
separation to generate the surface. The surface generated for the two-phase model is more
representative of the particles and also a better match to experiment. The excess material
flow observed in both numerical models could be due to the effect of mass scaling and
insufficient resolution.

Figure 6.26: Overlay of material particles (black) and the generated surfaces for the JC model
and two-phase model (cavity 3).
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Cavity Experiment Simulation - JC Simulation - Two-Phase

%Fill %Fill %Error %Fill %Error

1 68 61 7 66 5
2 59 59 0.5 80 21
3 69 53 16 77 8

Table 6.5: Approximate percentage of material filling for each cavity in the experiment and
both thermo-mechanical models, Johnson-Cook and two-phase (to two significant figures).

JC

Two-Phase

Figure 6.27: Final material flow into cavity 1.
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Cavity Experiment Simulation - JC Simulation - Two-Phase

1

2

3

Figure 6.28: Cavity filling for the experiment and both thermo-mechanical models, Johnson-
Cook and two-phase.
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6.4.2.4 Cross-Section Material Flow During FSP of Cu

Figure 6.29 shows material flow for tracer material (black coloured copper particles) placed in
the cross section, similar to experiments carried out in literature [60, 155]. The major differ-
ence in this numerical simulation is the absence of a pin. The pin (or lack of) has significant
effects on the material flow in subsurface layers, as noted in section 5.4.2.2 (on subsurface
particle flow). As a consequence, Figure 6.29 displays limited flow of tracer material forward
along the tool path. The figure also shows particles distributed up to 1.5× the tool diameter
along the tool path, roughly 56% deposited on the advancing side of the workpiece. In gen-
eral, this processing behaviour is consistent with a surface processing technique and use of
a pinless tool. The lack of subsurface flow is also what makes this type of pinless tool ideal
for use in FSF, where subsurface deformation must be avoided to ensure no damage to an
interlocking material.

Figure 6.29: Cross-section material flow analysis.

6.4.2.5 Material Flow at the Tool Interface During FSP of Cu

Figure 6.30 shows the material flow and velocity at the tool interface 15s and 40s into pro-
cessing. In contrast to the previous material flow predicted via the Johnson-Cook flowmodel,
greater displacement occurs at 40s with the dislocation-based two-phase model. Otherwise
the response is very similar. This shows that material flow at the tool-interface is reasonably
consistent between the two material models.
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a) b)

Figure 6.30: Material displacement and velocity at the tool interface for left) t=15s and right)
t=40s.

6.4.3 Resulting Microstructure

This section will explore the effect of FSP on the final microstructure. It is this aspect of
modelling that constitutes the strength of the dislocation-based approach and its superior
predictive capability.

6.4.3.1 Calculated Microstructure Across a Section of the Workpiece Using the Two-
Phase Model

Figure 6.31 shows the numerical cross-sectional grain structure of both copper and alu-
minium alloy 5005. Note that the AA5005 workpiece has the same dimensions as the copper
workpiece albeit with a reduced plate height (6.5mm rather than 12mm). The reader is re-
ferred to Appendix - B for the complete AA5005 plate dimensions.

The left side of Figure 6.31 shows the numerical cross-section at 65mm into each plate (in the
processing direction); particles are coloured by average grain size. The right side of Figure
6.31 shows the average grain size for the copper workpiece on the advancing and retreating
sides, as well as in the middle of the workpiece, where the data is measured in a direct line
from the surface to the bottom of the plate. The stir zone represents the region with the most
severe deformation, here it has been identified by an equivalent plastic strain greater than 1
(εp > 1). In the plot, the end of this region is marked by horizontal lines, which showwhere the
equivalent plastic strain is equal to 1 for the advancing and retreating sides, as well as in the
middle of the workpiece. It should be noted that the predicted grain size is identified with the
dislocation cell or subgrain size, as the subgrain structure transforms to a new grain structure
with accumulation of misorientations for large strains. Thus the microstructure prediction by
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a)

b)

Figure 6.31: Average grain size at a slice 65mm into the plate (parallel to processing direction)
for a) Copper and b) AA5005. Points on the advancing side, centre and retreating side are
plotted against their distance from the bottom.

the two-phase model is appropriate for the identified stir zone, typically of the most interest
in FSP.

The predicted grain size refinement is greatest for copper, at the surface reaching around
350nm. The aluminium alloy refines to just 3-4µm at the surface. At the edge of the stir
zone, a larger average grain size is observed, around 600nm in copper. For AA5005, the
average grain size at the edge of the stir zone varies between around 5.5µm and 7µm. Also
noticed in the AA5005 is a reduction in average grain size moving from the middle region of
the workpiece to the bottom. This may be a numerical artefact due to a combination of the
applied boundary conditions and resolution producing over-prediction in deformation and
grain refinement. Some error can be expected along the bottom of the workpiece as this is
where the fixed boundary condition is applied - a greater resolution would likely reduce the
BCs influence on the rest of the plate.

6.4.3.2 Comparison of the Calculated Microstructure with the Experimental Results

Figure 6.32 shows the inverse pole figure EBSD map for the copper workpiece. The section
of the plate used for EBSD imaging is shown to the left, and is cut from the retreating side
of the plate. The image is taken up to 100µm from the surface and thus lies within the stir
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zone. The base material had an initial average grain size of 51.28µm.

The figure shows a thin nano-sized layer is formed on the surface of the copper plate. In
addition, smaller pockets of ultra-fine grains are present; one such region is highlighted. The
surface layer in closer detail reveals an approximate thickness of 500nm. The close-up of the
ultra-fine grains within the general structure shows subgrains averaging around 300nm in
diameter, varying from ∼100nm-800nm. The measured subgrains compare very favourably
to the prediction of the two-phase model. The larger grains of the microstructure typically
range from 20-50µm. This contrast between the small nano-sized grains and larger grains
is likely formed due to processes of recrystallisation and subgrain growth after processing.
This is discussed further below.

Figure 6.32 also shows the microstructure of the AA5005 sample with both an inverse pole
figure orientation map and band contrast map. The band contrast map is able to reveal a
threshold misorientation between neighbouring grains, highlighting low angle grain bound-
aries (LAGB) in black (<2o) and high angle grain boundaries in red (<15o). The initial grain
size of the AA5005-H34 plate was approximately 192µm. It shows that for LAGB, the grain
size varies between about 830nm and 6.7µm, with an average grain size of around 2.5µm.
The average grain size predicted by the two-phase model (on the retreating side) is 3.65µm,
which gives a very reasonable comparison to the experimental data. Table 6.6 shows the
comparison of subgrains within each workpiece to the prediction of the two-phase model.

Stir Zone Exp. (Range) Exp. (Average) Retreating Centre Advancing

d (Cu) 100 nm - 800 nm 300 nm 326 nm 323 nm 331 nm
d (AA5005) 830 nm - 6.7 µm 2.5 µm 3.65 µm 3.82 µm 3.87 µm

Table 6.6: Comparison of the resulting grain size in the SZ for the experiment and two-phase
model. Note that the experimental data is taken from the retreating side of the workpiece,
and the two-phase model predicts an average grain size.



154

Figure 6.32: Cross-section EBSD data for copper and AA5005.
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Figure 6.33 shows the region of the copper plate where the equivalent plastic strain is greater
than 1, and is coloured by the average grain size. It shows a nano-sized surface layer is
produced. Figure 6.34 shows the corresponding depth of the stir zone from the surface, in
this case varying between 3-4mm. Notice that the stir zone is reasonably flat, consistent with
pinless tool stir zones in literature [4].

Although the model predicts very fine grain size, it does not take into account grain growth
due to the processes of recovery or static recrystallisation that follows FSP processing. As
such some deviation can be expected from the experimental results. The stored energy of a
recovered substructure is large compared to that of the fully recrystallised material. It can be
lowered by coarsening of the substructure, which leads to a reduction in the total area of low
angle grain boundaries. Thus the refined (subgrain) microstructure can be consumed during
post-process cooling, if initially at high enough temperature [156].

It has been shown in the literature that immediate application of coolant can significantly
reduce the amount of grain growth after processing for copper [164, 165]. In a study by
Deghani et al. [4], nanosized grains were observed in pinless FSP of copper in the range of
50-200nm at a depth of up to 90µm. In a study by Xu et al. liquid CO2 was applied to FSW of
copper plates [164], with a reported average grain size of 17µm reduced to 1.8µm. This seems
to indicate that post process grain growth plays a significant role for FSP of copper. Thus the
nano-sized grains in Figure 6.32 likely represent the developed grain size produced by FSP
prior to post-process grain growth. Dynamic recrystallisation (DRX) may also play a role in
FSP of copper, whereby subgrain formation (nucleation) and subgrain growth occur during
processing, similarly leading to large variation in grain size. Although the previous cited
works seem to indicate a post-process (static) grain growth is the more dominant regime in
this case.

As a general guide, the annealing temperature for copper C11000 is 748K [150]. Figure 6.35
shows the region of the copper plate that experiences temperatures of 748K and above dur-
ing the simulation. The region encompasses most of the stir zone, highlighted by Figure 6.36,
and a significant portion of the end of the plate. The region taken for the EBSD image is also
shown for reference in Figure 6.35.

This result indicates that in order to maintain and observe the developed ultrafine-grained
microstructure, immediate application of coolant may be necessary.
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Figure 6.33: Stir zone of the processed copper coloured by average grain size.

Figure 6.34: The inverted copper workpiece, which combined with the scale shows the depth
of the stir zone from the surface.

Figure 6.35: Processed copper that experiences temperatures greater than 748K during pro-
cessing.
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Figure 6.36: The stir zone of the processed copper (transparent blue) compared to the region
that experiences temperatures greater than 748K (orange).

Figure 6.37: EBSD plane (green) lies in the region experiencing annealing temperatures (yel-
low).
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6.4.4 Conclusion

The addition of the dislocation-density based material model improved the prediction of the
thermocouple temperatures, compared to the previous Johnson-Cook material model. The
predicted material flow was found to be reasonably consistent with the experiment where
comparison was possible, with good prediction of flashing and material flow into the cavi-
ties. Improvement over the Johnson-Cook model was noticed in consistency of the surface
generated and shape of the generated surface in the cavities.

The two-phase dislocation-based model is the only fully-coupled model currently available
that makes it possible to predict the grain size produced by FSP. The prediction for the alu-
minium alloy 5005 is reasonably consistent with the average grain size observed in the ex-
perimental results. The retained subgrain structure in copper, maintained after part of the
microstructure underwent grain coarsening, is consistent with the predictions of the model,
which can be seen as its validation. It is noted that the model would better reflect the average
grain size for copper in experiments involving application of immediate post-process cooling
or quenching. Further extension of the dislocation-based model should include a provision
for complete dynamic and static recovery and grain coarsening.

The contribution of this chapter is the development of an FSP model capable of predicting
subgrainmicrostructure within the framework of a particlemethod. The next and final chapter
will present a more detailed conclusion and discuss the significance of this overall work to
the field of friction stir modelling. It will also explore possibilities for further work.



Chapter 7

Conclusions and Future Work

7.1 Conclusions

The aim of this work was to develop a computational tool able to relate external process-
ing parameters of FSP, such as tool rotation and penetration depth, to the final condition
of processed FCC material. This was accomplished using a particle method implementing a
physically based constitutive model. A comparative analysis of the final model with alterna-
tive models (including a thermal model and thermo-mechanical model using an alternative
constitutive law) is also achieved.

The final constitutive behaviour was based on the strain hardening model proposed by Estrin
et al. including calibration for FSP conditions. This new model has been implemented in the
open-source MPM software, NairnMPM.

A purely thermal model was established. It was compared against experimental results using
three thermocouples to model the thermal profile at different locations. The results com-
pared well to the experiment, the predicted curves were within 14% of the experimental
data. From this model it was concluded that the air convection coefficient can be effectively
accounted for by adjusting the backing plate convection coefficient with minimal change in
the resulting temperature field. However, the inability to determine thermal differences on
the advancing and retreating side of the FSP processed plate, and of course analyse material
flow, drove the need for a full thermo-mechanical model.

A fully coupled thermo-mechanical model requires the use of a constitutive law to relate
the deformation to resulting stresses. The Johnson-Cook model was the initial constitutive
law applied. Analysis of material flow was conducted through comparison to experimental
material flow into specimens with a cavity. Various trapezoidal cavity orientations were used
and general material flow behaviour was in agreement. In addition thermal differences were
noted on the advancing and retreating sides in correlation to experimental observations in
literature, and predicted thermocouple temperatures were within 11% of the experimental
results.

The non-saturation of stress at high strains however, was determined to be a weakness of
the JC constitutive model, as FSP induces very large deformation, which in turn contributes
to over-prediction of the thermal field. A natural way to overcome the difficulties of the
phenomenological models of the JC type was seen in the use of a dislocation-based consti-
tutive approach that goes back to the work by Kocks, Mecking and Estrin. More specifically,
a two-phase model [101] was adopted.
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The final complete thermo-mechanical model was able to predict the evolution of the Cu and
AA5005 microstructure, in addition to their temperature and material flow, using the exper-
imental FSP processing parameters. The thermal prediction was good for all three models
(the thermal model, Johnson-Cook model and two-phase model), however the two-phase
model presented the closest result, within 10% of the experimental results.

The flashing formed during processingwas found to be improved using the two-phasemodel,
with a reduction in over-prediction of the height. Similarly, material flow into the cavities
produced more regular surfaces. Although the general material flow showed small improve-
ments, an important and key factor, is that the two-phase model was able to introduce a
predictive capability for the microstructure, with no loss in accuracy for the macroscopic pre-
dictions of temperature and material flow.

The determined microstructure of Cu and AA5005 was validated against experimental re-
sults using EBSD images. The subgrain size in the stir zone of copper was observed to be
approximately 300nm, which compared very favourably with the numerical result of 326nm.
Similarly an average grain size of approximately 2.5µm in AA5005 compared well to the nu-
merical prediction of 3.65µm.

Numerical problems which were encountered during the course of this research were dis-
cussed and the need for a more complete threshold for mass scaling was identified. The
criteria that the kinetic energy be less than 1% of the internal energy was found to be inad-
equate due to significant increases in material flow and temperature at the tool/workpiece
interface.

As a final conclusion, the model which has been developed allows very sophisticated analysis
of temperature, material flow and microstructure. The combined effect is a very powerful
tool which enables the design of the next generation of FSP processing tools and processing
techniques. The focus of the applied model has been validation in this work, however there
is a great deal of numerical experimentation, investigation and observation that can poten-
tially be undertaken. In addition, a numerical model that covers all aspects of microstructure
evolution is a continuous work, which will evolve as the understanding of microstructure evo-
lution itself develops. Implementation of a material model based on the dislocation density
evolution within a particle based numerical method is a promising approach, which can be
used to further observe and investigate the effects of FSP and similar processes.

7.2 Outlook

Implementation within a particle method enabled the modelling of very large material de-
formation, challenging for the typical methods applied for FSP. The combination of a particle
based method and a physically based constitutive model represent a unique contribution to
the FSP and FSW modelling community. There are however, clear and identifiable avenues
of investigation for future improvements to this computational tool.

Although more robust with large deformation problems, particle methods in general are
known to be more computationally expensive compared to solid mechanics based FEA. Im-
plicit schemes could lead to faster computation time. In computer animation, where effi-
cient computation is a necessity, Disney Animation developed a semi-implicit time integra-
tion scheme for MPM [166].

The use of a mass scaling factor is necessary for the explicit method used here, but more
investigation is required. Reducing the necessary mass scaling, whether by increased com-
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putational efficiency or through some other means would be a significant contribution, as
the compromise does introduce error which is difficult to isolate and quantify.

With further computational efficiency, the MPMmodel could also be implemented with con-
vected particle domain interpolation (CPDI), a more accurate scheme for capturing shear and
rotation of particles. For example with shear deformation, the particle domains should be-
come parallelograms. However the computational cost involved in the CPDI technique was
found to be too great to implement in the current model. Balancing computational efficiency,
introducing CPDI may be preferred to further mesh refinement as the latter has actually been
shown to reduce numerical accuracy due to the assumption of a constant regular particle do-
main [167].

A more sophisticated model for the friction condition could go some way to improve the
model, particularly the thermal predictions. The challenge there lies in finding a way to
accurately study it. Understanding the mechanisms involved could lead to further under-
standing of both the nature of the microstructure evolution and the contact condition at
the tool/workpiece interface, for example experimental research suggests the contact condi-
tion between the tool and the workpiece generates micron size banding due to variation in
strain rates. A variable friction coefficient based on the particle state could be an interesting
addition.

The model that was developed is appropriate for predicting microstructure during process-
ing, however due to its dynamic formulation, will not predict any change in microstructure
post deformation. With a relatively small modification however it could account for static
grain coarsening. There are analytical relationships based on dislocation density and time
that could be applied. Another alternative would be to include a model for full dynamic re-
crystallisation within the current microstructure model. These models have been attempted
before in the materials field and generally rely on a volume fraction of recrystallised versus
un-recrystallised grains. In addition, a growth rate for the recrystallised volume fraction and
a nucleation rate are needed. With current understanding of nucleation however, the latter
would still rely on calibration, but could help to improve the prediction of the microstructure
for a larger selection of materials and processing conditions.

This model of FSP was developed as part of an ongoing work to simulate the formation of
hybrid composites through FSF. The addition of secondary materials, and the interaction of
the surfaces of these materials during processing, will need to be examined in future work.
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a)

b)

Figure 1: Copper workpiece at a slice 65mm into the plate (parallel to processing direction);
a) Band contrast map - high angle boundaries (>15o) in red, LAGB in black (>2o); b) Inverse
pole figure orientation map - high angle grain boundaries (>15o) in black, LAGB in grey (>2o).
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a)

b)

Figure 2: AA5005 workpiece at a slice 65mm into the plate (parallel to processing direction);
a) Band contrast map - high angle boundaries (>15o) in red, LAGB in black (>2o); b) Inverse
pole figure orientation map - high angle grain boundaries (>15o) in black, LAGB in grey (>2o).
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B Aluminium Alloy 5005Workpiece Dimensions and Properties

Figure 3: Schematic of AA5005 plate with marked (+) thermocouple positions, T1-T3, al-
though note that the thermocouple results for AA5005 are not reported in this thesis.
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Parameter AA5005

Density, ρ (kg/m3) 2700
Specific heat capacity, Cp (J/Kg-K) 900
Thermal conductivity, k (W/m-K) 200
Coefficient of thermal expansion, αt (ppm/K) 25.6
Young's modulus, E (GPa) 68.9
Poisson's ratio, ν 0.33
Initial yield strength, σo (MPa) 20
dislocation density in subgrain walls, ρw (m

−2) 7.512× 1010

dislocation density in subgrain interiors, ρc (m
−2) 7.512× 109

initial volume fraction, fo 0.25
saturated volume fraction, f∞ 0.06
rate of decrease of f, γ̄r 3.2
α 0.25
K 30
α∗ (see equation 6.15)
β∗ 0.001
k0 2.7
A 30000
B 14900
Taylor factor, MT 3.06
Burgers vector, b 2.86 × 10−10

Reference shear strain rate, γ̇0 (s
−1) 1000

Table 1: Two-phase model parameters for AA5005.

176


	Declaration
	Abstract
	Contents
	List of Figures
	List of Tables
	Acknowledgements
	Symbols
	Publications
	Introduction
	Background and Motivation
	Research Overview and Objectives
	Chapter Outline

	A Review of Friction Stir Processing
	Background Information
	Introduction to the Process
	Characteristics and Novel Aspects of Friction Stir Processing
	Superplasticity
	Improvement of Cast Components
	Surface Composites
	Room-Temperature Formability
	Enhancement of Powder Processed Alloys
	Friction Stir Channeling
	Summary

	Numerical Modelling of FSP
	Numerical Methods Overview
	The Challenges of Modelling FSP
	Large Deformation and Material Flow
	Grain Size Evolution
	Boundary Conditions
	Modelling Fast Tool Rotation / Slow Tool Translation

	Concluding Remarks

	The Material Point Method
	Introduction
	The Governing Equations
	Discretisation
	Weak Form of the Governing Equations
	Shape Functions
	Derivation of the discretised Form of the Governing Equations

	Constitutive Model in the Context of Large Deformation
	Hyperelasticity

	Forces and Contact Between Bodies
	Contact Detection
	Contact Treatment
	Calculation of the Surface Normal

	The MPM Incremental Update
	Incremental Update

	Conclusion

	Thermal Modelling of Friction Stir Processing
	Introduction
	Description of the Thermal Model
	Modelling the FSP Tool as a Moving Heat Source
	Thermal Losses

	Experimental Method
	Boundary Conditions used in Modelling FSP
	Heat Generation
	Thermal Losses

	Comparison of Experiment with the Obtained Thermal Model of FSP
	Resulting Temperature Field

	Conclusion

	Thermo-mechanical Modelling of Friction Stir Processing
	Introduction
	Description of the Thermo-mechanical Model
	Constitutive Law
	Calculation of Heat Generation
	Establishing the Mechanical Boundary Conditions

	Implementing Effective Mass Scaling to Reduce Computation Time
	The Limiting Condition on the Timestep
	The Effect of Mass Scaling on the Kinetic Energy of the Workpiece
	The Effect of Mass Scaling on Material Displacement in the Workpiece
	The Effect of Mass Scaling on the Temperature of the Workpiece
	Summarising the Effect of Mass Scaling on Simulation of FSP

	Comparison of Experiment with the Obtained Thermo-mechanical Model of FSP
	Resulting Temperature Field
	Resulting Material Flow

	Conclusion

	Modelling of FSP with a Dislocation-Density Based Material Model
	Introduction
	Dislocation-Density Based Microstructure Model
	Brief Description of the Model
	Flow Stress According to the Two-Phase Model
	Calibration of the Two-Phase Model to FSP Conditions for Copper and AA5005

	Establishing the Boundary Conditions for the Microstructure FSP Model
	Thermal Loss to the Backing Plate and Surrounding Air
	Friction Coefficient Between Tool and Workpiece - AA5005

	Comparison of Experiment with the Obtained Dislocation-Density Based Model of FSP
	Resulting Temperature Field
	Resulting Material Flow
	Resulting Microstructure
	Conclusion


	Conclusions and Future Work
	Conclusions
	Outlook

	BIBLIOGRAPHY 2em
	Appendices
	Full Resolution EBSD Images
	Aluminium Alloy 5005 Workpiece Dimensions and Properties




