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Abstract

The purpose of this thesis is to investigate mixing in red-giant stars. Thanks
particularly to the observations of globular clusters, it is clear that that standard
stellar evolution fails to reproduce measured stellar abundances as a function of
(red giant branch) luminosity. The empirical data has demonstrated that theorists
are missing vital physics in their codes during this phase of evolution. Solutions
to this problem have been postulated for many decades now, with mechanisms
attributed (but not limited) to rotation, magnetic fields or internal gravity waves.
A recently suggested instability, namely thermohaline mixing, serves as the focus
of this investigation. It is caused by the competition between heat and chemi-
cal diffusion and is only possible due to the unique conditions following dredge-up
events. Using observations of lithium and carbon we determine whether this mech-
anism and/or its current parameterisation can influence the surface composition
of red giant branch stars. The quality of the data collected from the Very Large
Telescope in Chile, some of which is gathered from our own observing programs,
allows us to further constrain the mixing process(es) involved and improve the
stellar models.
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Preface

My Motivation

Nothing is so conducive to greatness of mind as the ability to subject each element
of our experience in life to methodical and truthful examination, always at the same
time using this scrutiny as a means to reflect on the nature of the universe.

- Marcus Aurelius

“It is impossible for someone to dispel his fears about the most important matters
if he doesn’t know the nature of the universe but still gives some credence to myths.
So without the study of nature there is no enjoyment of pure pleasure.”

- Epicurus

Why Study Stars?

“Why waste your time studying stars? They have no effect on our everyday lives.
What is the point?” Many a time I have been expected to defend my profession
and its usefulness to society. I usually fumble around the topic or try to change the
subject because it is obvious from the tone in which the question is asked, that the
provocateur has no intention of considering a balanced argument. I wish I could
answer this question in a manner that is satisfying to those who subscribe to the
tenets of economic rationalism. But there lies the crux of the issue. Not everyone
believes in the same value system. Everybody has a measure of self worth; the scale
by which a person judges themselves. As we do not judge by the same criteria, it
sometimes renders the actions of others curious or inexplicable. For some of my
friends, it is difficult to comprehend that I do not measure my wealth in material
gain. So why study stars? Simply put, some of us are compelled to, not just study
the stars, but nature, the Universe and the human condition. If you have to ask
the question then you will neither understand nor appreciate the answer.

When I think about the Universe, a spectrum of emotions are envoked within. I
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am certain that for those who question why we bother studying the stars, pondering
the nature of the Universe does not elicit the same response; it is perhaps an
uninspiring and underwhelming affair. Scientists are incorrectly stereotyped as
being unsentimental, cold and stoic. That their egos thrive on removing all the
sense of mystery about the world. Nothing can be further from the truth. The
emotions we are accused of lacking are amplified in our musings, reducing the most
cynical researchers to childlike wonderment. I remember distinctly when my father
told me that our Sun is one of 200 billion in the Milky Way. As I continue to learn
new things about the Universe, I am still consumed by the same feeling of awe.
These emotions are not fleeting, nor fickle, they do not come back any weaker on
subsequent occasions. Some 20 years later, when I first gazed upon the Hubble
Ultra-Deep Field, I was that five-year-old boy again. I wish I could share these
visceral experiences with others to make them understand why I choose to study
the stars but the exercise is futile. It would be like someone proclaiming to me
that these emotions can only truly exist by opening my heart to the divine.

With new-age luxuries and social pressures it is easy to become distracted and
for society’s priorities to change. To this end, money has become the be all and
end all in the modern world. If you cannot make someone a lot of money from
a profession or see an immediate return on investment then what is the point?
Before answering that, let us not forget that every great civilization studied the
heavens in one way or another. Based on their immediate experiences, they crafted
an understanding of how the world around them worked. They tried to determine
how the Universe came into being and how it might end. The societies of the
Middle East, having to endure the harshness of the desert, predicted our end in
an Apocalypse by fire. In the face of long dark winters, the great Nordic nations
foresaw our demise in the form of a frozen wasteland. Through some great fluke
of nature we acquired the ability to communicate with each other and to partake
in abstract thought. The gift of consciousness inspired these existential questions
in our earliest ancestors; nearly all recorded societies have such myths and thus,
these questions are inherent to human nature. Thankfully, despite the distractions,
some vestige of this original curiosity remains and many people today still seem
genuinely interested in astronomy.

Although too abstract and idealist for some, there are important anthropolog-
ical reasons for studying the stars. It is often overlooked that astronomy, and in
fact all research, adds value to our culture. A dynamic and evolving culture is
one of the cornerstones of any society. One might as well ask what use are books,
music or any form of art if: a) You don’t like them b) You don’t understand them
c) They are not popular enough to make a lot of money. Yet the same could be
asked of jobs that serve no other purpose than to keep people employed. Not all
forms of endeavour appeal to every individual equally, but through this diversity
we are able to learn about ourselves and our humanity. I am reassured that there
is someone, somewhere adding to a particular aspect of knowledge that I may not
think about or be able to contribute to. I am just as glad that there is someone,
somewhere playing music in a style that I do not appreciate. This helps society
and its many sub-cultures form an identity. It exists to make us question ourselves,
reflect, and rise above our primitive instincts. Our culture allows us to frame fun-
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damental issues such as morality and ethics. It is a measure of how far we have
come as a species. For many of us this is why deriving knowledge for knowledge’s
sake is such a powerful argument. Sadly, it is often not compelling enough for a
Government trying to get re-elected and appeal to the self interests of a voting
populace. The perception of study taking place in the ivory tower just seems too
far removed from ‘the real world’ and easily portrayed as a common enemy to be
pillaged.

At the risk of touting a clichéd response, there are also several concrete argu-
ments for our continual study of the stars, physics and astrophysics alike. With
many fields of scientific research, the technological benefits are not always imme-
diate, although over time will become apparent. One only needs to search the
internet for NASA spin-off technologies to realise the modern innovations derived
from astronomy and space-exploration research. High profile examples include
Teflon, GPS satellites and advanced optics, but many contributions are still taken
for granted by society at large. Objects such as stars and active galactic nuclei
allow scientists to study physics in the most extreme of environments and may, in
future, lead to technologies that shape our everyday lives (e.g., harnessing of nu-
clear fusion). Faraday and Maxwell did not justify their research by promising to
provide electricity to every home. Today’s most popular forms of entertainment-
TV, radio and mobile phones (the very mediums idolised by the masses), were
not invented without prior knowledge of physics. They were only possible once
physicists understood the electromagnetic spectrum. Medical instruments that are
standard in today’s hospitals (e.g., MRI scanners) only exist because of pioneers
like Zeeman who were interested in the behaviour of subatomic particles in the
presence of a magnetic field.

Another method to measure the sophistication of a civilisation is through its
ability to colonise. When looking through human history, the speed of transport
and frontiers of exploration are a good indication of the relative technological
capabilities at the time. Hunter-gathers were able to move as fast as their legs could
carry them, agrarian societies invented the wheel and used horses for transport,
the industrial revolution was characterised by the steam engine and the modern
age by rockets and jet engines. Few cynics oppose technological advancement and
innovation. In order to progress, we must explore new frontiers whilst reducing
the time taken to travel the growing distances. A new age will begin once we
set foot on another planet and, further into the future, again when we probe
other solar systems. If we wish to follow our innate desire to explore, we will
need to develop technology that goes beyond regular chemical propulsion. The
vast distances between stars renders interstellar travel too lengthy with current
technology. For those that deem astronomy related research a waste of money, the
need to travel further and faster clearly has applications to defence and commercial
transport. The technologies that will fly us from Melbourne to London in three
hours will be based on those used to launch exploratory satellites and probes.

With all the injustice and uncertainty that exists in the world it may seem
like folly to look too far into the future. But without long term planning and the
ability to consider large threats we have learnt nothing from history. We must
always have one eye on the ultimate survival of the human race. This seems like a
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fantasy given that most people are too selfish to even tackle climate change. The
Earth will not remain habitable forever. For many people this problem is so far
into the future that it is barely worth considering and definitely not worth any
change to their lifestyle. Even though our closest neighbour, Venus, is a stark
reminder of a runaway greenhouse, the dangers seem too remote. Governments
are re-elected on a three or four year cycle and most people have scant regard
for the Earth’s fate beyond their lifetime. Through astronomy and its related
disciplines we have learnt what dangers humanity will inevitably have to face. We
know what awaits if pollution remains unregulated. The Earth’s surface is scarred
with evidence of massive asteroid impacts, with the fossil record indicating that
extinction level events (where over 90% of life is wiped out) are as cyclical as our
orbit around the Galaxy. By studying the Sun and the stars, we have realised that
the Earth is ultimately doomed on a nuclear timescale. The Sun will scorch the
Earth, evaporating all the water long before it reaches the red giant phase. With
the exponential rate at which technology has developed over the last century, and
the canny resourcefulness of the human race, these problems are worth considering.

There are currently many exoplanet searches under way, with Kepler and
CoRoT revolutionising the field in the duration of my Ph.D. candidature. Their
scientific purpose is related to perhaps the biggest question of them all; the creation
of life itself. DNA from all living organisms suggests that life has arisen (indepen-
dently) only once on this planet, that all living things possess a common ancestor
some 3.6 billion years ago. These missions aim to find suitable candidate planets
that may harbour life. When the technology allows, observations of these targets
may reveal life’s biosignature. Abiogensis and the development of consciousness
remain two of the most important but least understood questions in science. Is
life an inevitable outcome of organised matter? Does it develop wherever it can?
Is intelligence and consciousness an evolutionary advantage and frequent in our
Galaxy? If evidence of life is found elsewhere, I would hope that it changes our
outlook and perspective. I have these grand delusions that such a discovery will
make us forget our differences and usher in a new era of co-operation. I am not
too naive to know that this is probably unlikely but hopefully it would at least be
enough to justify why we study the stars.

Finally, on a personal note I have used the term ‘studying the stars’ as a
metaphor for astronomy and astrophysics in general. While I have outlined above
the value of such research, I also wish to convey what I love about stellar evolution
in particular, given the diverse field of astronomy. Stellar evolution is one of the
most successful fields of astronomy, and we have learnt much in the last century. It
is the combination of empirical, theoretical and numerical sciences. It requires an
understanding of physics on many different scales. From the quantum tunnelling
that allows the Coulomb barrier to be penetrated, to the fluid dynamics of con-
vective cells, to the force of gravity which the gas pressure (mostly) balances. One
needs to have at least a basic idea of reaction rates, opacities, equations of state,
mixing and turbulence, wave propagation and pulsation, absorption and emission
spectra to name but a few. This is in addition to the details of numerical mod-
elling and photometry/spectroscopy/asteroseismology. It provides a motivation
and a path to improve as a scientist because it touches upon the many differ-
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ent fields of chemistry and physics. How well-rounded one becomes is up to the
individual but the impetus is there.

We humans like to think that we are pretty smart, but nature has found ways
to generate more power in one second than we have created since the dawn of our
existence. Stars, objects hotter than I can imagine, are powered by protons, parti-
cles smaller than I can see. They are separated by distances that have no meaning
to a hominid crossing the plains of Africa. The temperature of the empty(ish)
space between the stars is only 2.7 degrees above the theoretical limit from which
you can extract energy from a particle. The lowest-mass stars live as long as the
universe, essentially forever as far as human lifetimes are concerned, whilst the
most massive stars end their lives as black holes; regions of space where the laws
of physics seem to (but may not) break down. When the degenerate remnants
of the low-mass stars accrete enough mass to challenge one of the last bastions
of pressure support, the quantum mechanical electron degeneracy pressure, they
produce explosions that outshine all the stars in their galaxy. These explosions
were used to show that the acceleration at which the Universe is expanding is un-
expectedly increasing. It has been shown that the total light emitted from stars,
and hence the total mass, is not enough to account for the way galaxies rotate. In
simple terms, stars have indirectly helped with the inference of dark energy and
dark matter. Stars take the most light atoms in the Universe and convert them to
the most heavy. Even when the Coloumb barrier gets too large to overcome, they
sneakily use charge-less neutrons to create even heavier nuclei. The very atoms
that I and everything around me are made from were fused in the interiors of at
least two different stars (in reality, probably thousands). As I finish typing this
paragraph, billions of almost massless neutrinos, permeating from the core of the
Sun, are flying through my body paying no attention to the fact that I am breath-
ing, thinking or even here! Nature has provided me with only modest ability to
understand her inner workings. I know that I am but a bug in the ecosystem of
science, a minnow in comparison to the giants before me, but I am compelled to
press on and learn as much as I can.

The Importance of Stars in Astrophysics

Were it not for the twinkling of the stars, our solar system would appear isolated;
an island in an eternal universe. Had we been born in a dense stellar system, say a
globular cluster, the light from our millions of nearby neighbours would outshine
the distant galaxies. It seems the Earth was formed in a region of space where
the light from the stars can truly reveal our cosmic origins. Not only are we in a
position to understand the stars around us, but also the large scale structure of
the Universe. Humanity only began to untangle this story once we understood the
wealth of information contained in starlight.

The true nature of light has been debated throughout human history from
Aristotle and Euclid, to Newton, Maxwell and Einstein. Thanks to Einstein’s
explanation of the photoelectric effect (which won him the 1921 Nobel Prize),
it is accepted that light exists as a wave-particle duality. In some instances its
behaviour is mathematically described by a wave equation (Maxwell’s Equations)
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and sometimes as a quantised packet of energy (photon), but thus far it has never
been observed to act as both at the same time. The ancient Greeks were well aware
of the wave-like properties of light, that it could be reflected and refracted (the
former mathematically described by Euclid) but they also knew that it travelled
in a straight line; behaviour others later attributed as particle like. The path to
modern astrophysics was paved by a gradual understanding of the electromagnetic
spectrum. The contribution from Sir Isaac Newton was the first in a string of key
discoveries.

When Cambridge closed down as a precaution against the Bubonic Plague,
Newton locked himself away in isolation and emerged with theories on calculus,
gravitation and optics. His two years in isolation are arguably the most productive
period by an individual in scientific history. Newton’s most famous body of work,
Philosophiae Naturalis Principia Mathematica, outlines the foundations of classical
mechanics and gravity, but he also made seminal contributions to the study of light
and optics. He was quite fond of passing sunlight through prisms; an exercise we
now identify as breaking light up into its frequency spectrum. He noted that
the component colours did not change even when subsequently reflected, refracted
or scattered. He reasoned that that the colours must therefore be intrinsic to the
light itself and not generated by the prisms or instruments. Prior to this revelation
sunlight was thought to be colourless.

During the 19th century our understanding of electromagnetic radiation was
revolutionised. In 1800, William Herschel determined that each component colour
of the frequency spectrum corresponded to a different temperature. Herschel used
a prism to create a stellar spectrum for which he measured the temperature of
each colour. By setting a thermometer beyond the red end of the spectrum, he
had intended to measure the ambient temperature of the room. To his shock,
the temperature was in fact hotter than measured by the thermometers placed
inside the colour spectrum. He had in fact discovered infrared light and correctly
concluded that there must exist invisible radiation in the spectrum beyond red
light. Over the course of the next century, the full spectrum of electromagnetic
radiation was pieced together. By 1815 Wollaston and Fraunhofer had realised that
the colours in sunlight did not blend continuously, that discrete bands unexpectedly
populated the spectrum. Sixty years later Kirchhoff and Bunsen were able to
explain the origin of these dark strips; they are in essence fingerprints from the
chemical elements. Each element absorbs light at specific frequencies resulting
in discrete strips at predictable locations. The bands could therefore be used to
identify the composition of the emitting source. Of course a true understanding
of this phenomenon was not possible until the particle like behaviour of light was
formulated in the 20th century.

A single stellar spectrum will contain many lines. In order to determine to
which element a specific line belongs, a database of chemical fingerprints must
be built up. This is done in laboratories on Earth that provide us with a rest
wavelength/frequency. Although it is the particle-like behaviour of light that gives
rise to the formation of spectral lines, ironically these discrete bands undergo
a wavelike frequency shift in the spectra of distant stars/galaxies. This effect
was first predicted by Christian Doppler who determined that all waves should
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undergo a shift in wavelength depending on the relative motion of the emitting
and observing bodies. The classic example, relatable to our every day experience,
is that of the siren on an emergency vehicle. The pitch of their siren (sound wave)
is perceived to increase as the vehicle approaches then perceived to decreased as
it speeds away. The same principle can be applied to light to determine if the
target is moving away from us or hurtling towards us. Using the light from distant
galaxies Edwin Hubble demonstrated that the recessional velocities of the galaxies
increase with their distance from Earth. He determined that the universe was in
fact expanding. His work was able to estimate the rate at which the Universe
was expanding and for how long it has been doing so (i.e., an estimate of its age).
If applied to the stars in the Milky Way, such spectroscopic studies can reveal
the presence of extrasolar planets. When I started my undergraduate degree only
a handful of extrasolar planets were known. When I started my Ph.D, some 120
systems had been confirmed. Since then, advances in technology and a combination
of techniques have led to the discovery of over 1500 extrasolar planet candidates.

It is through a complete understanding of the electromagnetic spectrum (not
to mention the development of the microprocessor) that modern astrophysics has
flourished. Telescopes now examine the universe in all frequencies of the spectrum,
providing clues to its inner workings. Stars are the predominant source of this
radiation with details of their birth, death, physical properties and interaction the
motivation for many fields of astrophysics. As far as the universe is concerned
stars have two distinct roles:

1. They function as massive chemical reactors, converting the primordial hy-
drogen and helium into heavier nuclei, and

2. They locally increase the entropy of the Universe, whist the stars themselves
become more ordered as they evolve.

To understand these two points we must incorporate knowledge from thermody-
namics, electromagnetism, classical mechanics, statistical mechanics, quantum me-
chanics, relativity, nuclear physics, particle physics, atomic physics and molecular
physics.

Analysing the light from distant objects has obviously driven the field of stellar
evolution. By placing stars on a diagram of surface temperature and brightness
we were able to determine an evolutionary sequence and identify the important
internal processes. Stellar evolution theory, in turn, relies on advances in multiple
areas of physics. Nuclear reactions, opacities and equations of state are constantly
under revision and result in improved models. Knowledge of optics, nuclear tran-
sitions and turbulence have a role in the observations that constrain said models.
Stellar physics provides the motivation for many areas of nuclear physics, fluid
dynamics and numerical modelling research. In some cases, comparing the models
to observations is the only real test of the physics we have; the extreme conditions
in astrophysical sites are unable to be replicated in Earth-based laboratories.

Not all stars are the same mass, radius, temperature, luminosity, composition
and age. The distributions of stellar populations throughout time are key probes
of the evolution of galaxies. As galaxies get older, they change morphology due
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to the rate at which they form stars. The star formation rate provides insight
into the chemical history of the Milky Way and determines how galaxies are built.
Stars like to form in associations, with most stars in binary systems. They clump
together in galaxies, and galaxies like to clump together in clusters. By studying
the way galaxies rotate as well as the large scale structure of the Universe, we
have inferred the existence of dark matter. When we apply spectroscopy to the
diffuse star light from distant galaxies, the shifting of the spectral lines can reveal
the rate of expansion of the Universe and a means to constrain its age. Supernova
explosions from degenerate stellar objects in distant galaxies have helped constrain
cosmology and divulged the acceleration of the Universe.

Spectroscopy, as well as photometry (brightness) studies in our own Galaxy
provide us with the abundances of numerous stars. In addition their temperature,
brightness, surface gravity, magnetic field strength, rotation rates and recessional
velocities can all be determined. If the stars are close enough, and our instruments
sensitive enough, we can detect the existence of extrasolar planets and infer in-
formation about these solar systems, many of which clearly do not have the same
history as our own. Oscillations in the stellar brightness can also be used to probe
the internal structure, revealing the hidden layers.

Since the dawn of civilisation the stars have captured the imagination of those
who have looked up. Heroic legends and grand villains are immortalised in the
constellations. Man has always looked to draw meaning from the stars, and now
we understand that their light does indeed tell a story; the history of our universe.
By collecting and analysing the electromagnetic radiation from distant stars we
know what exotic objects are out there. We are able to simultaneously look into
our past and into our future. The door to the Universe has been opened, allowing
us to answer some of the most fundamental questions about our origins.

The Importance of This Study

It is claimed that much of stellar evolution is well understood. The advent of com-
puters made it straightforward to solve the equations of stellar structure. Even
though this claim is only partly true, many people believe that the field is known
well enough to move onto larger scale problems and never look back. There have
indeed been many successes in stellar theory. The seminal work of Burbidge et al.
(1957) and Cameron (1957) for example, outlined those processes responsible for
the production of all nuclei in the cosmos. Two of these in particular, the s-process
and r-process, are the focus of current research with their formation in astrophys-
ical sites not yet fully understood. Hoyle (1954) predicted a resonant state of car-
bon that was necessary for 12C production via the triple-alpha process. Although
experimentally verified (Cook et al., 1957), even today physicists struggle with
the first principle calculations (Epelbaum et al., 2011). Comparing the predicted
neutrino flux of the Sun with that measured from specialised detectors, Bahcall
(1964) and Davis (1964) revealed an inconsistency that remained unsolved for 40
years, the solution to which changed our understanding of fundamental physics
and led to a Nobel Prize. The problems that do remain are inevitably difficult yet
interesting.
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The purpose of nuclear astrophysics is to understand when, where and how
each isotope on the table of the nuclides was made and in what quantity. This aim
is slightly less tongue in cheek than that of Erwin Sedlmayer who claimed “The
purpose of nuclear astrophysics is to make dust”. He was of course referring to
the fact that the expelled envelope of stars cool enough for molecules to form; the
eventual end of many complex nuclear burning phases. In order to understand
the production of the nuclei, it is essential that we understand how the stars mix
matter in their interiors.

Currently, mixing in stellar evolution codes is determined by gradients in the
local temperature and composition. If unstable, it is assumed that a parcel travels
a characteristic mixing length before losing its identity. The theory in effect aver-
ages the behaviour of material in the convection zone. The use of local information
to gauge stability means that the behaviour of material with inertia is incorrectly
treated at these stable boundaries. Recent 3D hydrodynamical models suggest
that a convective zone can drive mixing in a radiative region, a process known
as turbulent entrainment. Observations also indicate that convection is not the
only means by which stars mix material. Current theories of mixing do not un-
equivocally predict the growth of instabilities owing to influences such as rotation
or magnetic fields. How exactly these instabilities grow, how much mixing they
generate, and how to formalise the processes in 1D stellar evolution codes is a key
focus of stellar theory.

There is a wealth of evidence to suggest that stellar evolution codes do not
contain all the necessary stellar physics to match observations. Clues exist at all
phases of stellar evolution and in all stellar environments. This study focusses on
one such non-convective mixing mechanism, namely thermohaline mixing. The
conditions for the instability to form are thought to exist in all low-mass stars fol-
lowing dredge-up events. Whether this translates to efficient mixing, and whether
the abundance patterns match observations are two key questions of this thesis.

In comparison to the giants before me the aims of this study are quite mod-
est; a small step on the long road to understanding the stars. But the results
do have implications for our understanding of stellar evolution and mixing, Big
Bang Nucleosynthesis (whether the Big Bang and stellar evolution are consistent),
and galactic chemical evolution. Since the seminal paper by Eggleton, Dearborn
and Lattanzio in 2006 (Eggleton et al., 2006), thermohaline mixing has spawned
60-odd publications. We have employed a multidisciplinary approach to under-
standing the instability. We have drawn upon low-resolution and high resolution-
spectroscopy, studies of globular cluster stars, linear stability analysis, stellar mod-
elling, improvements in stellar microphysics, improvements in numerical methods,
comparisons to multidimensional models and as yet unsuccessful (but still hope-
ful!) attempts at our own direct 3D hydrodynamical modelling of the process.
The best laid schemes o’ mice an’ men do not always come into fruition, it is
indeed the nature of research. There are still other approaches one could have
taken, questions that remain unanswered, methods that could be improved, other
mechanisms and their interaction included. This they now do.
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Outline

“The worthwhile problems are the ones you can really solve or help solve, the ones
you can really contribute something to. ... No problem is too small or too trivial
if we can really do something about it.”

- Richard Feynman

Science is a way of trying not to fool yourself. The first principle is that you must
not fool yourself, and you are the easiest person to fool.

- Richard Feynman

I wish to apologise (especially to the examiners) for the length of this disser-
tation. Although well within the acceptable word limit, it still feels long. I was
fortunate enough to be involved in a variety of projects during my time at Monash.
My four supervisors afforded me the latitude to to explore the literature and par-
ticipate in collaborations that piqued my interest. As is the nature of research,
the results were not always noteworthy. I wanted to document the more successful
avenues of pursuit primarily for my own benefit. Academia is extremely compet-
itive and takes advantage of the passion of those who decide to enter its ranks.
Whilst there is usually a first post-doc position for every graduate, beyond that,
the pools get smaller and the sharks swim faster. The odds are stacked against
any new starry-eyed scientist. If I do not climb to the top rungs of the academic
ladder, then I will have something to look back on fondly from this period of my
life

Although a thesis documents impartial research, there is still room for the
author to add a personal touch. I have included an epigraph at the beginning of
each chapter, drawing on famous words from a collection of scientists, thinkers,
leaders and writers that I admire. Often the epigraph gives a glimpse into my
mindset as I was writing each chapter, however a common theme throughout is the
esteem in which I hold the endeavour of scientific research. Some of the quotations
have inspired me. Others are from history’s greatest thinkers who have dared
to challenge the status quo. I do not necessarily agree with the positions of all
the people quoted, but including them here is my way of acknowledging their
unconventional way of thinking and the eloquence in which their point of view was
presented.

The thesis topic itself, extra mixing, has a long history in stellar evolution the-
ory. For decades we have known that the surface abundances predicted by standard
stellar models do not match observations of red giant branch stars. Some phys-
ical process, not modelled in the stellar codes, drives mixing in stars during the
upper part of the red giant branch. Most solutions to this problem have focussed
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on including the effects of rotation or magnetic fields in the calculations. The
work presented here was motivated by a different type of mechanism. Thermoha-
line mixing is a secular instability that arises in regions that are stable according
to the Ledoux criterion but where the mean molecular weight increases outward.
The competition between the stabilising temperature and destabilising composi-
tion sees the mechanism referred to as a doubly-diffusive process. Thermohaline
convection occurs when the the destabilising agent is the slower of the diffusing
quantities. Through observations of globular cluster stars, we determine whether
this mechanism can account for the surface composition of red giant branch stars.

The dissertation is divided into six parts. It is presented in a way that tells
a story but the reader may not find this chronological account the most useful
way to follow the material. For example, the background provided by the linear
stability analysis in Part I flows naturally into the review of 3D hydrodynamical
simulations of thermohaline mixing in Part V, the work in between draws on other
aspects of astronomy for analysis.

Part I

Part I covers the necessary background material for this project. The first chapter
describes the evolution of a low-mass star, modelled ad nauseam throughout this
work and typical of those that populate the red giant branches of globular clusters.
We compare the numerical models with decades of observational data to convince
the reader that stars undergo a mixing episode not predicted by standard stellar
evolution theory. Observations of stars in globular clusters form a central part of
this investigation and we take the time to describe their complex chemical history.
We outline the convergent lines of evidence that indicate that globular clusters are
comprised of multiple stellar populations. The internal abundance variations that
arise from the presence of multiple populations must be taken into account when
interpreting the effects of extra mixing.

Chapter two offers an in-depth historical account of the development of thermo-
haline theory. It does, however, begin with an analysis of the Goldreich-Schubert-
Fricke instability. This secular rotational instability is doubly-diffusive in nature
and served as the inspiration for the first applications of thermohaline mixing in
a stellar context. It is an oft overlooked fact that the true stellar origins of ther-
mohaline mixing can be partly attributed to a rotational instability. In addition,
Kippenhahn’s analysis of the Goldreich-Schubert-Fricke instability introduces the
formalism used for his study of thermohaline mixing decades later.

Prior to its application in stars, doubly-diffusive phenomena had been identified
in the ocean. We perform the classical linear stability analysis to highlight the
complex behaviour that stems from doubly-diffusive systems. The calculations
provide a means to differentiate semi-convection from thermohaline mixing, both
of which we summarise in a stellar context. The inclusion of thermohaline mixing
in stellar evolution codes has been via a diffusion equation. In regions unstable to
thermohaline mixing, the diffusion coefficient is calculated from a formula designed
to mimic the process. We analyse the derivation of four such parameterisations.
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Part II

Part II is dedicated to the numerical method. We describe the codes used through-
out this work and the necessary changes that allowed additional physics to be con-
sidered. The stellar models are calculated via a dedicated evolution code whilst
detailed nucleosynthesis is determined from a post-processing code. The significant
modifications to both codes required hours of testing and benchmarking. For the
reader’s sake, only the essential results are included. The reader will notice that
the mixing algorithms of each code are described in detail. The question of how
to best model this process is a reoccurring theme throughout this dissertation.

Part III

In Part III we present stellar models with the predictions from the diffusive-
thermohaline formalism. Reproducing the behaviour of [C/Fe] as a function of
magnitude in globular clusters serves as the key test of the models. Initially the
archetypal globular cluster, M3, is used to constrain the formula for the diffusion
coefficient. Observations of this system also allow us to determine the best value
of the free parameter in the theory. The ubiquity of the calibration is scrutinised
across globular clusters of various luminosity (mass) and metallicity. These tests
are the first indication that thermohaline mixing may not be the panacea that
theory is searching for.

Part IV

The [C/Fe] data used in Part III had many associated uncertainties, especially
in the low-metallicity clusters. To better understand the mixing history of these
systems, and remove any ambiguity in our results, we required a highly sensitive
tracer of mixing. In collaboration with experienced observers, we surveyed the
lithium abundances of stars in three globular clusters. The results for two of these
are presented in Chapter 8. The data collected had applications beyond extra
mixing. It could be used to constrain the polluting progenitors of each cluster,
those stars responsible for the imprinted abundance patterns observed today. The
results indicated that the polluters are required to produce lithium (to different
levels) favouring a significant contribution from asymptotic giant branch stars.
We also combined our Li data with that from previous studies and demonstrated
a statistically significant correlation between the spread in Li within a globular
cluster and the cluster’s luminosity.

Data from our surveys in Chapter 8, combined with previous studies from the
literature, equipped us with a powerful diagnostic of mixing in red giant branch
stars. The observations offered insight into the first dredge-up event as well as the
extra mixing episode. Medium-to-high resolution spectroscopic surveys of lithium
in globular clusters, as well as complimentary photometric analysis, provided a
means to determine the predictive power of stellar theory during the red giant
branch phase of evolution. We determined that stellar models overestimate the
magnitude of the bump in the globular cluster luminosity function (it seemingly
coincides with the onset of extra mixing) which could be impacting upon our tests

xxx



of thermohaline mixing. A direct comparison of theoretical and observed bump
magnitudes yielded significant inconsistencies at low metallicities. We also com-
pared the magnitude difference between the main-sequence turn off and the bump,
∆MV

MSTO
bump , which is independent of distance. This method suggested a systematic

offset at all metallicities and that the depth of first dredge-up is not correctly pre-
dicted in the models. We investigated the role of the stellar microphysics, including
the equation of state, and concluded that any reasonable variations are unable to
reconcile the discrepancy. The inclusion of overshoot at the base of the convective
envelope, however, enabled the models to reproduce the empirically determined
∆MV

MSTO
bump parameter but disagreement with direct comparison remained. Having

refined our models through observations of Li, we conducted one final test of ther-
mohaline mixing. We found that our chosen formalism could not simultaneously
account for the depletion of [C/Fe] and A(Li) in the globular cluster sample.

Parts V and VI

Part V summarises the work conducted during this dissertation and offers some
final thoughts on the mechanism. We dedicate a chapter of the discussion to 3D
hydrodynamical studies of thermohaline mixing and the (further) doubt they cast
on the 1D diffusive formalism. The author was fortunate enough to have visited
Lawrence Livermore Laboratories during his candidature. It was hoped that col-
laboration would produce 3D hydrodynamical models of thermohaline mixing that
would compliment the linear studies. Although this did not eventuate, many ac-
complished groups were able to offer insight. The common theme coming from the
3D simulations is that secondary instabilities play a significant role in this mixing
mechanism. It is far more complex than the description provided by the linear
theory with the interaction with gravity waves a seemingly ubiquitous outcome.
Part VI is a collection of appendices and hosts the bibliography.

A consistent colour scheme has been used throughout this dissertation. The colours
black, (sky) blue, vermilion and lavender/purple in particular feature prominently.
The exact hex codes of these colours are important as it has been shown that
they are distinguishable to people with all forms of colour blindness2. In addition,
these four colours are either ‘cool’ or ‘warm’ shades making them identifiable even
if printed in black and white.

2see http://jfly.iam.u-tokyo.ac.jp/color/ for more information.
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Part I

Introduction

1





Chapter 1

Background

1.1 Low-Mass Stellar Evolution

“The flame that burns twice as bright burns half as long.”

- Lao Tzu (Attributed)

The above proverb was made famous by the character Eldon Tyrel in the
movie Blade Runner but its origins date back to the 6th century BCE. Contention
still exists over the authorship, although, it is often attributed to the Chinese
philosopher Lao Tzu; a contemporary of Confucius. The proverb is a comment
on human mortality but if we take the liberty of applying it to a stellar evolution
context, it is a manifestation of the laws of physics. One of the first relationships
taught in introductory astronomy is that between mass, M, and luminosity, L, and
their link to the lifetime of a star, τ :

L

L�
=

(
M

M�

)a
(1.1)

where 1 < a < 6 and usually given as a ≈ 4 to describe a main-sequence star1

⇒ L ∝M4.

Since the main sequence more or less approximates the lifetime of the star then:

τ∗ ∝
M

L
≈ M

M4
≈ 1

M3
(1.2)

Mass is clearly the principal determinant in the evolution of stars. The more
massive the star, the larger the inward gravitational force and the brighter it must
burn in order to supply the balancing gas pressure. Massive stars are cursed to

1Fitting to observational data suggests a = 4 for stars 0.43 M� < M < 2 M�, a = 3.5 for stars
2 M� < M < 20 M�, whilst it can be proven that a = 3 for a completely radiative star.

3
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Figure 1.1: HR diagram for a M=0.8 M� Z=0.0005 star. Marked are several
evolutionary features: Zero-age main sequence (ZAMS), core hydrogen exhaus-
tion (CHE), the beginning of first dredge-up (bFDU), the end of first dredge-up
(eFDU), the advance of the hydrogen shell on the composition discontinuity left
behind by FDU (Bump) and the core flash (Flash).

burn brightly at the expense of being short-lived. By contrast, low mass stars,
such as those found in globular clusters and which we consider in this study, are
long-lived. We are in fact concerned with the abundances of low-mass red giant
branch (RGB) stars and thus summarise the relevant evolutionary events until the
end of this stage.

1.1.1 Evolution Prior to the Core Flash

Figure 1.1 is an example of a Hertzsprung-Russell (HR) diagram; one of the most
important tools in stellar astronomy. Plotted is the evolutionary track of a typical
star found on the giant branch of the globular cluster M3. The relevance of this
cluster shall be revealed in Part III. The left axis is the luminosity scale, calculated
theoretically from the nuclear energy generation and equations of stellar structure.
A more practical scale is that of the right axis, the corresponding absolute visual
magnitude. Converting luminosity into an observable quantity, i.e., how bright
the star would appear in the sky, allows for the comparison of stellar models to
observational data in the later sections.
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The star we consider, like all stars, begins its evolutionary path in the lower left
hand corner of the diagram. It joins the zero-age main sequence (ZAMS) once it
has ignited hydrogen in its core. Prior to ignition, the proto-stellar gas cloud, from
which the star forms, is gravitationally unstable. Proto-stars above a critical mass
(0.075 M�) slow collapse by processing deuterium and 3He leading to the conditions
necessary for central hydrogen burning. The main sequence is a quiescent stage of
evolution, marked by a gradual increase in surface temperature and luminosity. For
stars in the mass range we consider, hydrogen in the central regions is processed
radiatively via the pp chains facilitating the growth of a degenerate 4He-rich core.
Towards the surface, a shallow convective envelope is present. For such stars, the
main-sequence burning lifetime is in excess of 10 Gyr. The end of this phase is
marked in Figure 1.1 as CHE, core hydrogen exhaustion, the location at which all
the central hydrogen has been converted into helium. Beyond this point the star
begins its transition to the RGB.

Following CHE, the inert core no longer provides the supporting pressure
through nuclear burning. In order to maintain hydrostatic equilibrium, the star
turns to its only available source of energy in the release of gravitational poten-
tial. In the core, contraction releases a fraction of the energy previously liberated
through nuclear processes. The steep temperature gradient that was required to
transport energy from hydrogen burning dissipates, and the core becomes isother-
mal (note that the release of gravitational potential will result in a small tempera-
ture gradient). The bottom panel in Figure 1.2 demonstrates the evolution of the
temperature profile during the transition from central hydrogen burning to to an
inert isothermal core. Time evolution is demonstrated by the transition of darker
curves (earlier epochs) to lighter curves (later epochs). The figure illustrates sev-
eral points of interest. First, it highlights the development of an isothermal core.
The core boundary is clearly defined by the steep temperature gradient that de-
velops just outside. Also demonstrated is the increase in temperature as the core
contracts in radius. Note also, the corresponding core growth in mass which is due
to the development of shell-hydrogen burning during the RGB.

The top panel of Figure 1.2 shows the corresponding contraction of the core
and development of the density contrast at the core boundary. As a result of
contraction, the pressure supplied by degeneracy increases. Meanwhile, the com-
pressible material at the base of the envelope is eventually subjected to nuclear
burning conditions allowing hydrogen to ignite in a thick spherical shell. This
sudden generation of energy forces a brief period of rapid envelope expansion, as
such, the outer layers start to cool and become convective signalling the onset of
the red giant structure.

Thus far, we have only stressed the importance of mass in the stellar life cycle.
However, evolution is also dictated by composition. Stars with higher metallicity
will process more of their hydrogen through the catalytic CNO cycle rather than
the pp chains, affecting their temperature profile and structure. In metal-rich
stars slightly more massive than the Sun, the burning conditions and the avail-
ability of more CNO nuclei result in a core hydrogen burning phase dominated by
CNO cycling. The higher temperature dependence of the CNO cycle and energy
production rate leads to the development of convective cores and differences in
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Figure 1.2: Top panel: Time evolution of radius as a function of mass. Curves
denote various evolutionary periods from core hydrogen exhaustion to shell burn-
ing. Time evolution is non-linear and illustrated by a transition from dark to light
curves. In later periods (lighter curves) the density contrast at the core boundary
becomes apparent. Bottom panel: Time evolution of the temperature as function
of mass. Curves correspond to the same epochs in the above panel. The flattening
of the temperature gradients indicates the development of an isothermal core.

envelope composition. At the other end of the spectrum, Campbell and Lattanzio
(2008) describe the interesting evolution of zero metallicity stars; stars we will not
consider here.

During the giant phase, the composition starts to play a significant role in the
evolution of the star. The envelope expansion leads to cool outer layers which allow
for the formation of H− ions. This ion dictates how opaque the outer regions are
to radiation. In the low-mass regime we consider here, where surface temperatures
are in the range 4000K ≤ T ≤ 8000K, the Rosseland mean opacity of the H− ion,
κ̄H−2, is approximated by

κ̄H− ≈ 2.5× 10−31 Z

Z�
ρ

1
2 T 9 cm2 g−1 (1.3)

2Integrated over all frequencies.
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where Z is the metallicity, Z� is the metallicity of the Sun, ρ is the density and
T is the temperature. The importance of composition arises as the H− opacity is
proportional to the electron density (a fact hidden by the simplified approximation
in Equation 1.3). The prevalence of the H− ion allows the surface to cool further
and for convection to develop as the primary mode of energy transport. In metal-
rich stars the greater abundance of low ionisation metals (i.e., Ca, Na, K, and
Al) provide a source of free electrons and contributes to the stronger opacity. In
metal-poor stars the only free electrons are those from ionised hydrogen thus the
metal-rich stars are able to develop deeper convective envelopes.

Convection is an extremely efficient method of energy transport. The ascent
up the giant branch (i.e., the increase in luminosity) is a result of the increasing
depth of the convection zone. The shell becomes less blanketed and the energy
transported to the surface increases. The inward migration of the convective en-
velope marks the beginning of first dredge-up, bFDU in Figure 1.1. The chemical
profile within the convective zone very quickly homogenises, and material within
the star is ‘dredged up’ to the surface. At its deepest extent, the convective en-
velope approaches the hydrogen burning shell. This is labelled as the end of first
dredge-up in the figure (eFDU) as the convection zone has stopped penetrating
into unmixed regions and therefore no new material is brought to the surface.

We can see from Figure 1.3 that first dredge-up (FDU) is associated with
significant changes to the surface composition of the star. The products of partial
hydrogen burning, namely 4He, 14N and 13C are observed to increase as they enter
and are mixed through the convection zone. Conversely, 7Li and 12C abundances
decrease as they are diluted through the extending envelope.

Following FDU, the convective zone recedes, leaving behind a region that is
homogeneous in composition. Meanwhile, the hydrogen burning shell continues
to advance towards regions once occupied by the envelope, adding helium ashes
to the core as it does so. As material is drawn into yet higher temperature and
densities the shell reacts by compressing the burning region and increasing the
energy generation. Eventually the shell encounters the composition discontinuity
left behind by FDU, noted as ‘Bump’ in Figure 1.1. Detecting a change in the
composition, the star readjusts its structure accordingly; it now has more hydrogen
to burn. The new opacity in the burning region initially leads to a decrease in
luminosity; this is highlighted in Figure 1.4. Once thermal equilibrium is re-
established, the increase in available hydrogen sees the star continue to evolve
along a ‘younger’ track (Iben, 1968b).

We have adopted the term ‘Bump’ as this event coincides with the so called
luminosity function bump (LF bump or bump hereinafter) in globular clusters
which is crucial to our later discussions. Along the RGB, the luminosity function
is defined by counting the number of stars in a binned magnitude range. We can
see in Figure 1.4 that we expect more stars at the magnitude of the bump as
they readjust their structure and ‘double take’ along their evolutionary path. The
number of stars observed at a given magnitude then decreases as evolution speeds
up towards the tip of the RGB.

In Figure 1.4 we highlight the surface effects of the shell encountering the
homogenised region left behind by FDU. Note that the effect on the surface lumi-
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Figure 1.4: The HR diagram from Figure 1.1 with an inset highlighting the struc-
tural readjustment of the star when the hydrogen-burning shell encounters the
composition discontinuity left behind by first dredge-up.

nosity is dependent on the hydrogen contrast encountered by the shell. Metal-rich
stars like the Sun have deeper FDU than metal-poor stars and therefore a greater
discontinuity in the hydrogen profile that develops after first dredge-up. This will
in turn change the luminosity at which the shell encounters the composition dis-
continuity. Once again the effects of chemical composition on stellar evolution are
highlighted.

Following the bump, the shell approaches the base of the (receding) convective
envelope. The end of the RGB evolution is characterised by large neutrino losses
at the very centre of the degenerate core. As temperatures reach 100 MK the
conditions allow for the ignition of the triple alpha process. Since the core is
supported by degeneracy pressure the equation of state is only weakly dependent
on temperature. Ignition under these conditions occurs via a violent flash, and
with no thermostatic control to expand and cool the core, runaway burning ensues.
Once enough energy is produced to lift the degeneracy, the core can expand and
cool leading to stable core helium burning.



1.1. LOW-MASS STELLAR EVOLUTION 10

1.1.2 Post-RGB Evolution

Although, in this study we are concerned with RGB structure and nucleosynthesis,
for completeness we will briefly describe the later stages of stellar evolution. Evo-
lution beyond the RGB has been the subject of investigations by Lugaro (2001),
Karakas (2003), Stancliffe (2005) and Campbell (2007) with reviews by Herwig
(2005), Busso et al. (1999) and Iben and Renzini (1983) containing further details.
During core-helium burning, another quiescent phase of evolution, there is little
change to the surface luminosity. Nuclear energy generation is provided primarily
by the conversion of 4He into 12C via the triple-alpha reaction and to a lesser
extent by the subsequent alpha captures on 12C to give 16O. A thin burning shell
surrounding the core continues to process the hydrogen-rich envelope leaving be-
hind ashes that are rich in 4He. This phase of evolution lasts about one tenth
that of the main-sequence lifetime, during which time low-mass stars display only
a small increase in their surface temperature before the central supply of helium
is exhausted.

As was the case with the main sequence analogue, the exhaustion of fuel in
the core facilitates the development of shell burning. The new structure sees a
secondary shell, burning 4He and fuelled by the ashes of the hydrogen burning shell,
surrounding a degenerate C/O core. Once again, with the shell(s) providing the
energy generation, the star is forced to expand and cool. The effects on the stellar
structure are this time more pronounced; our M = 0.8 M�, Z = 0.0005 star will
grow to a radius four times its peak RGB size. As before, the convective envelope
will deepen and with this new configuration the star ascends the asymptotic giant
branch (AGB). The AGB is called so because the early colour-magnitude diagrams
revealed that these stars asymptoted to the location of first ascent giant branch
stars (i.e., RGB) and occupy the same colour-magnitude space. The core flash has
illustrated the thermal instability associated with helium burning, the AGB too is
plagued by this condition. The AGB phase of evolution is characterised by periods
of stable burning followed by thermal instability (Schwarzschild and Härm, 1965;
Weigert, 1966; Iben and Renzini, 1983; Busso et al., 1999; Herwig, 2005).

During stable periods, the helium-burning shell remains essentially dormant
while hydrogen burning adds 4He-rich material to the intershell region. As the
temperature and pressure increases at the bottom of the interhsell region, the
conditions give rise to helium ignition in the form of a thermonuclear runaway.
The relatively thin intershell region, geometrically-thin shell structure, slight de-
generacy and high temperature dependence of the helium burning reactions all
contribute to the thermal runaway (also referred to as a thermal pulse or shell
flash). Sackmann (1977) and Stancliffe (2005) amongst others have described why
this occurs. In the words of the latter:

First, if energy from nuclear burning is dumped into the shell, then the temperature
must rise. Secondly, the increased radiative loss due to the raising of the shell
temperature must not carry energy away from the shell faster than it is being
generated. If both these conditions are satisfied then the temperature in the shell
continues to build up and a thermonuclear runaway results.
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Figure 1.5: Luminosity as a function of time for an M3 type star during the
thermally pulsing AGB. The black curve corresponds to the luminosity observed
at the surface, the vermilion line corresponds to the luminosity generated by the
hydrogen-burning shell and the blue curve the luminosity generated by the helium-
burning shell.

The sudden deposition of energy does not manifest itself as a luminosity spike at
the star’s surface. Rather, the energy generated by the pulse drives an intershell
convection zone which mixes the products of partial 4He burning (12C and 16O) into
the intershell region. In Figure 1.5 we once again turn to our M3 type star as an
example. Plotted is the surface luminosity (black curve), the luminosity generated
by the hydrogen-burning shell (vermilion curve) and the luminosity generated by
the helium-burning shell (blue curve) all as a function of time during the AGB.

As the helium burning begins to subside so does the pulse driven convection
zone. The energy generated is absorbed in driving the expansion of the star (Iben,
1975). This can be seen in Figure 1.5 by the slight decrease in surface luminosity
following the flash. With an extended structure, the outer regions begin to cool and
the hydrogen burning shell is extinguished. This is accompanied by the inward
migration of the convective envelope which may extend into regions where the
intershell convection zone has mixed the products of helium burning. This event,
the so called third dredge-up, is linked to each thermal pulse. The single shell
configuration lasts a matter of decades before helium burning once again loses its
potency. The outer layers are able to contract and the hydrogen burning shell is
reignited. The cycle is repeated many times (occurring every few centuries, see
Figure 1.5) leaving us with strange situation in stellar evolution where most stars
undergo FDU, only some stars undergo second dredge-up (M & 4M�) and stars
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that undergo third dredge-up, do so multiple times.
The AGB accounts for only a fraction of the stellar lifetime yet it is the most

studied phase of evolution. The reason being that these stars undergo complex
nucleosynthesis and are a key source of enrichment for the Galaxy and interstellar
medium. Third dredge-up is responsible for bringing the products of helium-
burning to the surface of the star. Its operation can be inferred observationally
through the high C/O ratios found in AGB envelopes (Straniero et al., 2006) or
the presence of short lived nuclei such as technetium (Lebzelter and Hron, 2003).
The nucleosynthesis of the lighter elements also provide a diagnostic of the AGB
interior. Changes in 7Li, 19F, 23Na as well as the Al and Mg isotopes are all possible
with the final yield depending on the mass and composition of the star (Karakas,
2010; Lugaro et al., 2012; Doherty et al., 2014). Their abundances indicate the
internal burning conditions with 19F, 23Na in particular, probes of hot bottom
burning (Renzini and Voli, 1981; D’Orazi et al., 2013b). In the next section we
will see that these stars may also be responsible for the signatures of hot hydrogen
burning found in globular cluster stars, stars we will use to constrain the current
study of doubly-diffusive mixing (Part III). Finally, it would be remiss not mention
AGB stars most striking contribution to the enrichment of the interstellar medium.
These stars are responsible for the production of (many) nuclei beyond iron. The
AGB has been identified as a site of the s-process (slow neutron capture, see the
review by Gallino et al. 1997) with the exact abundance pattern depending on the
neutron source (13C or 22Ne) in the intershell region.

AGB stars enrich the interstellar medium through their intense mass loss. As a
comparison, the Sun will lose approximately 10−14M� each year, AGB stars on the
other hand lose around 10−7 − 10−4 M� in the same period (Winters et al., 2000;
Lugaro, 2001). As discussed in Lagadec et al. (2012), the mass-loss mechanism
is not fully understood but it is often attributed to a two-step process (Winters
et al., 2000). It is thought that long period pulsation (distinct from the thermal
pulses) extends the tenuous envelope where the cool dense conditions in the outer
atmosphere allow for the formation of dust grains. Radiation pressure on the dust
drives mass loss, the large grains are accelerated away whilst the gas is carried
along by friction. Eventually mass loss will strip the entire envelope, returning to
the interstellar medium the products of AGB nucleosynthesis and leaving behind
a naked degenerate white dwarf core.
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1.2 Observational Constraints – The Globular Cluster
C-N Anticorrelation

“Get your facts first, and then you can distort them as much as you please.”

- Mark Twain

“The truth is rarely plain and never simple.”

- Mark Twain

As discussed in the preface, one of the triumphs of 20th century astrophysics
has been the development of stellar theory. What is now known about the internal
constitution of stars is due to the complimentary disciplines of observation, ex-
periment and theory. Progress is garnered through the scientific method and this
demands that theories be falsifiable. In the case of stellar evolution we must rely
on observational validation. This study utilises globular clusters (GCs) and the
stars within to help constrain theoretical models. Stellar clusters are the classic
examples of simple stellar populations whereby it is assumed the stars have the
same age and composition. Although we will see that this assumption must be
relaxed for GCs, many of their properties make them the ideal systems to test the-
oretical models. Their size provides a populated colour-magnitude diagram, with
inferred distances and ages. Although these systems traverse the Galaxy, the stars
within are gravitationally bound and unless perturbed, remain in the environment
where they were born. Thus they are preferable to collections of field stars that
may contain targets that vary in age, composition, distance and origin. Moreover,
distance and age determinations are more uncertain for field stars. GCs are al-
most certainly fossil remnants of the early star-forming subsystems from which the
galaxy was built (Larson, 1996). Thus their distribution in metallicity can also
serve as a probe of galaxy formation.

1.2.1 The Evidence for Extra Mixing

As we have seen in §1.1, standard stellar evolution theory predicts that only one
mixing event will change the surface composition of a low-mass star as it ascends
the red giant branch. That event is the so-called first dredge-up (see Iben 1967)
associated with the inwards migration of the base of the convective envelope into
regions where hydrogen burning via the CNO-bicycle has occurred. Relatively
modest changes in surface C and N abundance are predicted, and once the con-
vective envelope recedes outwards these changes are brought to a halt. However,
observations of low-mass red giants (M < 2.5 M�, see for example Charbonnel and
Do Nascimento 1998) for a range of metallicities show trends among light element
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Convective Envelope

Radiative Buffer

H-Shell

Figure 1.6: Schematic of the internal structure of an RGB star. Observations
suggest CN-cycled material near the top of the H-shell is transported through the
radiative region into the convection zone.

abundances that cannot be accounted for by the FDU. A form of mixing, not pre-
dicted by standard stellar models, seems to occur whereby greater amounts of the
products of partial hydrogen burning are cycled into the convective envelope over a
much longer timescale, and during more advanced phases of RGB evolution, than
can be explained by the FDU. The stellar structure of an RGB star is illustrated
in Figure 1.6. This so called “extra mixing” requires some mechanism to trans-
port material across the radiative buffer, to the top of the hydrogen shell, where it
encounters the relevant burning temperatures. Processed material is cycled back
to the convective envelope accounting for the observed compositions. Identifying
the exact physics that induces this mixing has proven to be a challenging task for
stellar astrophysics.

Regardless of what the physical mechanism is, extra mixing is required to
conform to the following observational criteria:
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Figure 1.7: The abundances of metal-poor field stars as a function of luminosity.
The figure is taken from Gratton et al. (2000, their figure 10) and their survey of
field stars with metallicity ranging from −2 < [Fe/H] < −1. Several properties
of the extra mixing process can be inferred from the figure. Reproduced with
permission c© ESO.
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1. It commences after the hydrogen burning shell has erased the composition
discontinuity in the radiative zone that marked the innermost limit of the
convective envelope during the FDU event, and may continue to at least the
tip of the RGB (Gilroy and Brown, 1991; Charbonnel et al., 1998; Gratton
et al., 2000; Smith and Martell, 2003; Shetrone, 2003; Weiss and Charbonnel,
2004; Martell et al., 2008b). The onset of the extra mixing is thus thought
to coincide with a local maximum (the so-called “bump”) observed in the
RGB luminosity function of globular clusters. A property that is evident
from Figure 1.8d where lithium depletion in NGC 6397 coincides with the
magnitude of that cluster’s LF bump.

2. It must occur over a range of masses and metallicities (Smiljanic et al., 2009,
and references therein), being active in giants of all metallicities from solar to
at least as low as [Fe/H] ≈ −2.5 (Gratton et al., 2000) and masses less than
≈ 2.5 M� (Lambert and Ries, 1977), although not necessarily with equal
efficiency throughout this mass and metallicity ranges. In fact data from
Brown (1987) and Gilroy and Brown (1991) amongst others demonstrate
that the mixing is more efficient at low metallicity. Figure 1.7 is taken
from (Gratton et al., 2000) and their survey of metal-poor field stars. It
demonstrates the large metallicity range that the mixing operates over (−2 <
[Fe/H] < −1 in this figure).

3. It must deplete 7Li (Charbonnel et al., 1998; Smiljanic et al., 2009; Lind
et al., 2009) as seen in Figure 1.7 (field stars, first panel) and Figure 1.8d
(GC stars).

4. It must decrease the 12C/13C ratio (Charbonnel, 1994, 1996), since values
lower than predicted by the FDU are found among Population I field giants
(Tomkin et al., 1976; Lambert and Ries, 1981; Charbonnel et al., 1998), open
cluster giants (Gilroy, 1989; Gilroy and Brown, 1991; Smiljanic et al., 2009;
Mikolaitis et al., 2010), globular cluster giants (Shetrone, 2003; Recio-Blanco
and de Laverny, 2007) and halo field giants (Sneden et al., 1986; Gratton
et al., 2000; Spite et al., 2006). This aspect of the mixing is highlighted in
field stars (Figure 1.7, third panel) and GC stars (Figure 1.8c).

5. It must decrease the total carbon abundance since systematic decreases with
advancing luminosity on the upper half of the red giant branch are seen both
among globular clusters and halo field giants (Suntzeff, 1981, 1989; Carbon
et al., 1982; Trefzger et al., 1983; Langer et al., 1986; Gratton et al., 2000;
Bellman et al., 2001; Smith and Martell, 2003; Spite et al., 2005; Martell
et al., 2008b; Shetrone et al., 2010). In Population II giants the behaviour of
the carbon abundance can serve as an even more potent probe of the extent
of extra mixing than the 12C/13C isotope ratio, because the latter can attain
near-equilibrium values for only moderate amounts of mixing that would
otherwise cause only small (≈ 0.1 dex) changes in [C/H] (Sneden et al.,
1986). Depletion of [C/Fe] is evident in Figure 1.7 (field stars, second panel)
and Figure 1.8a (GC stars).
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6. As a consequence of the previous point it must increase the nitrogen abun-
dance. The results of CN cycling are observed on the upper half of the red
giant branch. Halo field stars on the upper RGB were found by Gratton
et al. (2000) to show an excess of nitrogen compared to those on the lower
RGB. Their results can be found in the fourth panel of Figure 1.7. In GC
stars, enhanced nitrogen has been observed by Smith and Martell (2003) in
the GC M3 (see Figure 1.8b).

Where [A/B] is the usual relative logarithmic abundance:

[A/B] = log(NA/NB)∗ − log(NA/NB)�. (1.4)

Note that for lithium in particular, we will also express abundances in the form
A(X) throughout. Where

A(X) = log(NX/NH) + 12 (1.5)

and NX is the is the number density of species X. It is expected that the mech-
anism(s) will also destroy 3He inside the star (Dearborn et al., 1986; Hata et al.,
1995; Dearborn et al., 1996; Sackmann and Boothroyd, 1999; Charbonnel and
Zahn, 2007a,b). As we cannot measure 3He in stellar atmospheres, this is not
a direct observational constraint (abundances are based on 3He observed in the
interstellar medium) but it is a significant requirement from the study of chemical
yields and galactic evolution. The importance of 3He is discussed in §2.4.5.

The key piece of evidence that suggests the mixing occurs in situ is that varia-
tions in abundance manifest themselves as a function of luminosity as stars ascend
the giant branch. This is clearly seen in Figure 1.8 which highlights the luminosity
dependence of C, N, 12C/13C and Li in various GCs. Panels 1.8(a) and (b) display
the evolution of [C/Fe] and [N/Fe] respectively. Data are taken from Smith and
Martell (2003) and their study of M3. The (anti)correlation between carbon de-
pletion and nitrogen production is a clear indication of CN cycling. Panel 1.8(c)
shows the reduction of the 12C/13C ratio in the cluster M71 (Smith et al., 2007),
whilst data from Lind et al. (2009) demonstrates the evolution of lithium in NGC
6397 in panel 1.8(d). It is only these ‘lighter’ species that appear to evolve with
magnitude and they therefore place a constraint on the mixing mechanism; mate-
rial is not transported beyond CN cycling temperatures. We note that in the GC
M13, there is evidence of oxygen depletion at the tip of the RGB (Johnson and
Pilachowski, 2012; Sneden et al., 2004). We discuss the significance of this finding
in Chapter 7.

We can also determine another property of the mixing process from Figure
1.8. Marked with a solid black line is the magnitude of the LF bump for the
respective clusters (Nataf et al., 2013). Recall that one of the observational criteria
for extra mixing is that its onset seemingly coincides with the LF bump of GCs.
The mixing is therefore thought to begin once the hydrogen shell has encountered
the composition discontinuity left behind by first dredge-up. This property is
particularly evident in panel in 1.8(d) where stars brighter than the bump have
depleted lithium. The internal process(es) responsible for the surface changes do
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not manifest themselves until after the bump because the composition discontinuity
left behind by first dredge-up prevents material in the radiative zone reaching the
convective envelope. The composition discontinuity, and hence discontinuity in the
molecular weight (µ) gradient, acts as a barrier to any extra mixing process. The
gradient provides a strong stabilising effect against any fluid motions (Sweigart
and Mengel, 1979; Charbonnel et al., 1998). Such arguments were made with
meridional circulation in mind but in §2.4.5 we discuss the inhibiting effects of the
LF bump in the context of doubly-diffusive mixing.

Finally, Figure 1.8 highlights the diagnostic capabilities of each species/isotopic
ratio during the RGB mixing events. [C/Fe] and [N/Fe] show negligible change
at the stellar surface during FDU, but they gradually adjust along the upper
RGB. Matching the [C/Fe] evolution as a function of luminosity, and likewise
[N/Fe], serves as a robust test of any non-canonical process. Observations of these
two species from various GCs are used in Part III to scrutinise a theory of extra
mixing, namely the doubly-diffusive thermohaline mechanism. The exercise is
somewhat complicated by the fact that GCs possess multiple stellar populations.
The 12C/13C ratio has often been used to probe the results of FDU (Dearborn et al.,
1975a; Tomkin et al., 1976; Charbonnel, 1994) however it saturates rather rapidly
once extra mixing has begun. Although 12C/13C is ideal for tracing the envelope
behaviour during FDU, during extra mixing it simply provides a final abundance
rather than an evolutionary profile for the models to match. Lithium is perhaps
the most versatile probe of RGB evolution as it clearly identifies the onset of each
mixing event. Much like the 12C/13C ratio, it is sensitive to the penetration of
the convective envelope, depleting significantly during FDU. It depletes further
during extra mixing, and much like the [C/Fe] abundance, does so over several
magnitudes.

1.2.2 The Evidence for Multiple Populations

Historically GCs have been utilised as test-beds for stellar theory and we adopt
this approach throughout the current investigation. Some of the earliest published
studies of GCs (Arp et al., 1952; Arp, 1955; Sandage, 1953) coincided with the first
modern detailed computer calculations of stellar evolution (Oke and Schwarzschild,
1952; Iben and Ehrman, 1962). The initial mass spread of the stars and their pre-
sumed coeval nature contributed to the colour-magnitude diagram’s usefulness as
a diagnostic tool for the developing theory (Sandage, 1954; Johnson and Sandage,
1955; Iben and Faulkner, 1968). During this time, GCs were considered as simple
stellar populations; that is, the stars in any given cluster were assumed to be of
the same age and composition. Hence the structure found in the colour-magnitude
diagram was an outcome of variations in stellar mass and described by a single
isochrone. Presented in Figure 1.9 is an example of an early colour-magnitude
diagram for the cluster M3. The original figure found in Sandage (1953) has been
annotated to indicate the various evolutionary stages.

The first study to challenge the simple stellar population hypothesis was that
of Popper (1947). He measured CN band strength in the stars of M3 and M13
and found a CN-strong star amongst many CN-weak. The importance of Pop-
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Figure 1.9: An early colour-magnitude diagram of the cluster M3. The original
figure appeared in Sandage (1953, his figure 1). Labelled are the locations of stars
at various evolutionary stages.

per’s find was highlighted by Osborn (1971) who found CN-strong stars in M5
and M10. These were the first clues that GCs possess heterogeneous C and N
abundances. We illustrate the heterogeneity of M5 in Figure 1.10 with data taken
by your author during a five night run at the Anglo-Australian Telescope (AAT).
Plotted in left panel of Figure 1.10 is the strength of the S(3839) cyanogen band,
a proxy for nitrogen, as a function of B magnitude. Note that the stars sepa-
rate into a dichotomy and that the bimodality is present at all magnitudes. This
CN dichotomy is further elucidated in the form of a double peaked histogram in
the adjacent panel. We include a kernel density estimate (black curve) to further
highlight the bimodality of this system. The purpose of this study was to investi-
gate the CN-band strengths of RGB and AGB stars in multiple globular clusters.
Our preliminary results (Campbell et al., 2010, 2011) indicated that a majority of
CN-strong stars fail to make it to the AGB phase of evolution. Our survey also
revealed that the GC NGC 1851 has a quadrimodal CN band distribution rather
than bimodal (Campbell et al., 2012). The interpretation being that this system
is the outcome of two merged clusters (each with their own CN dichotomy).

The heterogeneity of stars within GCs extends beyond carbon and nitrogen. It
is clear that GC stars exhibit large changes in the C, N, O, Na, (with some systems
also demonstrating variations in Mg, and Al) abundances, whereas (in archetypical
systems at least) internal spreads in iron-peak, heavy α- (Ca, Ti) and slow neutron-
capture (s-process) elements all remain constant within observational uncertainties



1.2. THE GLOBULAR CLUSTER C-N ANTICORRELATION 21

14.0 14.5 15.0 15.5 16.0
B mag

0.1
0.2
0.3
0.4
0.5
0.6
0.7

S3
83

9

0.0 0.2 0.4 0.6 0.8 1.0
S3839

0
1
2
3
4
5
6
7
8

N
um

be
r

Figure 1.10: Left Panel: Strength of the S(3839) CN band as a function of B
magnitude luminosity for stars in the globular cluster NGC 5904 (M5). The stars
separate into a strong and weak group at all magnitudes along the RGB. Right
Panel: Histogram of the S(3839) band strength with bin sizes of 0.125. The
overplotted black curve is a kernel density estimate (Gaussian kernel, bandwidth
= 0.01) of the S(3839) bandwidth strength to further highlight the bimodality of
this system.

(James et al., 2004; Smith, 2008; Carretta et al., 2009a,b; D’Orazi et al., 2010a).
The changes in the proton-capture elements give rise to a clear chemical pattern:
depletion in C, O, and Mg abundances always correspond to enhancements in
N, Na, and Al (the so-called light-element anticorrelations). This behaviour is
evidence of H burning at high temperature and points to the presence of multiple
stellar generations. It is argued that the ejecta from a fraction of first generation
of stars (initially C-O-Mg rich, sharing the same chemical composition of field
stars at the same metallicity) mix with primordial gas, providing a medium from
which the second generation stars (C-O-Mg poor and N-Na-Al rich) formed. (see
Gratton et al. 2004, 2012a and Kraft 1994 and references therein). In this scenario
the H-burning abundance patterns from the first generation stars are imprinted
in the second generation and are present from birth. The nature of the stars that
enriched the intra-cluster gas remains uncertain but possible candidates include
intermediate-mass AGB stars undergoing hot bottom burning (Fenner et al., 2004;
Ventura and D’Antona, 2011), massive rotating stars (Brown and Wallerstein,
1993; Smith, 2006; Decressin et al., 2007; Charbonnel, 2010), super AGB stars
(Doherty et al., 2014; Ventura and D’Antona, 2011), massive binaries (de Mink
et al., 2009) and novae (Maccarone and Zurek, 2012; Smith and Kraft, 1996). This
pollution scenario is consistent with the presence of C-N-O-Na-Mg-Al abundance
dispersions on the main sequences of GCs.

The formation of a second generation of stars from gas that is rich in CNO-
processed material provides a paradigm that explains the observations of bimodal
CN band strengths in GC stars. The CN band strength is a useful indicator of
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nitrogen content of globular cluster RGB star atmospheres. New stars that form
from the polluted gas are inherently enriched in nitrogen as well as (presumably)
4He compared to the primordial generation (Norris et al., 1981). The fact that
the dichotomy in the CN band strength has been detected below the bump in the
luminosity function (LF bump), albeit for clusters that are of intermediate to high
metallicity, provides strong evidence for the pollution scenario (Hesser and Bell,
1980; Briley et al., 1991; Suntzeff and Smith, 1991; Buonanno et al., 1994; Cannon
et al., 1998; Cohen, 1999; Briley and Cohen, 2001; Pancino et al., 2010). Figure
1.11 highlights that the dichotomy has even been detected below the sub-giant
branch arguing that the origin of this abundance pattern is primordial rather than
in situ.

As we have alluded to, evidence for the multiple population scenario can be
inferred through the other proton-capture nuclei. The burning patterns give rise
to the well well known globular cluster anticorrelations (C-N, Na-O, Mg-Al) with
the Na-O anticorrelation considered by many to be the globular cluster’s defining
feature. The fact that these abundance patterns are detected above and below
the sub giant branch implies that a previous generation of stars have activated
CNO, NeNa (T > 45 million K), and MgAl (T > 65 million K) cycles in their
interiors in order to deplete O and Mg and enhance Na and Al, respectively.
These temperatures are generally thought inaccessible during the early phases of
evolution. At all magnitudes along the RGB, large [Na/Fe] variations in GCs
(often in excess of 1 dex) have been measured (Sneden et al., 1997, 2000; Carretta
et al., 2006, 2007; Carretta et al., 2009b,a). Carretta et al. (2009b) have used these
large sodium variations within GCs to determine a definition for the constituent
populations. In our study of NGC 6752 (Campbell et al., 2013), we also used the
sodium abundances to confirm (our preliminary finding) that a majority of second
generation stars do not reach the AGB in the GC environment. Stars that are Na-
rich are correspondingly CN-strong but using Na (rather than CN) to distinguish
the populations is considered more robust. Cyanogen bands are affected by many
uncertainties (including extra mixing) whereas hot bottom burning and hence more
massive stars (M > 4 M�) are required for any in situ processing of sodium. It is
therefore a more reliable tracer of stellar population.

Further evidence for the multiple population scenario is provided by high res-
olution photometric studies of GCs (see Catelan et al. 2002; Anderson et al. 2009;
Piotto 2009 and references therein). Isochrone fitting of GC systems requires
distinct 4He abundances in these populations to explain main-sequence splitting
in the colour magnitude diagrams. Examples of such clusters include: Omega
Centauri (Piotto et al., 2005; Lee et al., 2005; Sollima et al., 2007), NGC 2808
(D’Antona et al., 2005; Lee et al., 2005; Piotto et al., 2007) and 47 Tucanae (An-
derson et al., 2009). In addition to multiple main sequences, splitting of the sub
giant branch (e.g., NGC 1851, Cassisi et al. 2008; Piotto et al. 2012), splitting
of the red giant branch (e.g., NGC 362, Carretta et al. 2013a) or combinations
thereof have also been identified. The simplest interpretation being that there are
multiple populations present, separated in age and/or composition. Furthermore
these populations reproduce the horizontal branch in many clusters; their mor-
phology cannot be explained by a single population (Sandage and Wildey, 1967;



1.2. THE GLOBULAR CLUSTER C-N ANTICORRELATION 23

Figure 1.11: Colour-magnitude diagram from Cannon et al. (1998, their figure
6) showing the upper main sequence and sub-giant branch of 47 Tuc. Closed
circles denote CN-strong stars, open circles denote CN-weak stars. The dichotomy
extends down to the main sequence arguing for a primordial rather than in situ
origin.
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Norris et al., 1981; D’Antona et al., 2002; D’Antona and Caloi, 2008).

1.2.3 The Chemical History of Globular Clusters

GC stars possess distinct abundance patterns imprinted from birth. The most
straightforward explanation is that the ejecta from a fraction of first generation
of stars (initially C-O-Mg rich, sharing the same chemical composition of field
stars at the same metallicity) mix with primordial gas, providing a medium from
which the second generation stars (C-O-Mg poor and N-Na-Al rich) formed. In
addition, these stars, along with their counterparts in the Galactic field, undergo
in situ processing as they ascend the RGB. This extra mixing must operate in each
generation (Suntzeff and Smith, 1991; Denissenkov et al., 1998; Briley et al., 1999;
Smith, 2002) further altering the inherent abundance patterns. The presence of
multiple populations and their chemical heterogeneity must be considered when
using GCs as a testbed for extra mixing processes. This paradigm serves as the
basis for our investigation of thermohaline mixing. In the next chapter we describe
the physics of the mechanism in detail.



Chapter 2

Extra Mixing Mechanisms

An original idea. That can’t be too hard. The library must be full of them.

- Stephen Fry

Every beginning is difficult, (this) holds in all sciences.

- Karl Marx

2.1 Overview

It is through studying the stellar atmosphere that we have gained knowledge of the
stellar interior. The previous chapter outlined those surface abundance changes,
during the RGB, that are not predicted by standard theory. Such a discrepancy
arises because canonical evolution does not lead to mixing beyond the FDU event,
at least not until later evolutionary phases. The simplifying assumptions imposed
on the stellar structure, that is that the models are 1D hydrostatic, non-magnetic
and spherically symmetric inhibit the development of instabilities that may oth-
erwise lead to further mixing. Whatever the cause of an instability, if it is not
included in the stellar evolution code then no further mixing can occur; mixing in
canonical stellar evolution codes is determined by gradients in the local tempera-
ture and composition.

Observations have placed constraints on the process(es) responsible. Through
studies of GCs, it has been identified that surface abundance changes seem to co-
incide the magnitude of the LF bump, that is the process is linked to the hydrogen
shell encountering the composition discontinuity left behind by FDU. Observations
of the stellar surface have determined those species affected by extra mixing, and
thus, indirectly inferred the (temperature) depth to which material is transported.

25
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This has led to the development of phenomenological models of extra mixing that
can match the general abundace trends associated with the in situ processing
(Palmerini et al., 2011a,b; Denissenkov and VandenBerg, 2003; Wasserburg et al.,
1995). These models aim to reproduce the abundance changes by specifying a
mixing depth and mixing speed without attributing a physical mechanism to the
process.

Whilst phenomenological models serve their purpose, they do not identify the
missing physics that leads to extra mixing. In such models the depth to which
material is transported is usually a constant temperature (T ) from the top of the
advancing hydrogen burning shell,

∆ log T = log T (rc)− log T (rmix) (2.1)

or a constant mass (M) from the growing hydrogen exhausted core

δMmix = (Mmix −Mc)/(Mbce −Mc) . (2.2)

In the above equations r is the radius coordinate, subscript c signifies the lo-
cation of the hydrogen exhausted core, subscript bce the location of the base of
the convective envelope and subscript mix the coordinate down to which mixing
occurs.

One of the earliest attempts to understand the processes involved stemmed
from the work of von Zeipel (1924a,b) who showed that strict radiative equilib-
rium is impossible for cylindrically rotating stars. Eddington (1925) and Vogt
(1925) both showed that in order to compensate for the radiative flux variations,
meridional circulation should develop in radiative regions. Such circulation should
see material cycled into the interior at the poles and back to the surface near the
equator. Sweigart and Mengel (1979) used this fact to investigate whether merid-
ional circulation could be the cause of abundance changes in red giant branch
stars above the LF bump. The seminal work has spurred much research in the
area (Chanamé et al., 2005; Palacios et al., 2006).

Considerations of the magnetic fields have led Palmerini et al. (2009), Nordhaus
et al. (2008), Busso et al. (2007) and Hubbard and Dearborn (1980) to suggest that
magnetic buoyancy may be responsible for the red giant branch abundances. These
studies are based on the premise that magnetic fields are organised in toroidal
flux tubes. The tubes are stressed by the stellar rotation and develop magneto-
hydrodynamical instabilities. Material in the flux tubes receive a magnetic pressure
and become buoyant.

The interaction of material at radiative-convective boundaries may generate
internal gravity waves (Denissenkov and Tout, 2000) which could drive mixing in
radiative regions. In this picture convective plumes beating at stable boundaries
will set up oscillations that can drive mixing. Although they considered higher
mass stars, 3D hydrodynamical simulations from Meakin and Arnett (2007a, 2006)
have shown that these waves are in fact generated and can traverse radiative
regions.

Thermohaline mixing is the most recent extra-mixing paradigm and serves as
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the focus of this study. Although we present the historical development of the
process in the coming sections, we begin with a brief outline here. The instability
had originally been identified in the oceans (Stern, 1960) and previously applied
to other astrophysical contexts (Ulrich, 1972; Kippenhahn et al., 1980). It arises
when material of higher mean molecular weight (µ) sits upon that of lower µ.
Whether such a situation is stable depends on the ratio of heat and composi-
tion diffusivities. The competition of diffusion between these two properties has
seen the process labelled doubly-diffusive (DD). Using a 3D hydrodynamics code,
Eggleton et al. (2006) fortuitously identified that the µ inversion can develop in
all low-mass RGB stars; the circumstances following FDU may allow a positive
gradient to develop. The effect of this gradient has been investigated through the
first 1D parameterisations (Charbonnel and Zahn, 2007a; Eggleton et al., 2008)
and they indicate that the mechanism could lead to efficient mixing along the
RGB. Once FDU has ended, the convective envelope recedes and leaves behind
a homogenised region. When the hydrogen burning shell first encounters the ho-
mogenised region, the low temperature pp reactions will be the first to occur. The
3He(3He,2p)4He reaction in particular is efficiently processed. Note the number of
reactants and products. Although a fusion reaction, more particles are produced
than are consumed thereby lowering the local mean molecular weight. The point
at which the reaction causes an inversion in the star’s µ profile ultimately sets the
mixing depth of the mechanism. Normally the effect of this reaction is swamped
by those that raise the value of molecular weight. That FDU has removed the
previous µ gradient is necessary for the mixing to develop. We will see that with
the same (single) parameter the mechanism can fit the results of laboratory exper-
iments (Charbonnel and Zahn, 2007a), observations of field stars (Charbonnel and
Lagarde, 2010), observations of globular cluster stars (Angelou et al., 2011, 2012)
and explains the behaviour of enhanced metal poor giants and carbon enhanced
metal poor giants (Stancliffe et al., 2009). Although all three environments require
the same empirically derived value for the free parameter, we will explore why they
disagree with the current 3D numerical simulations (Denissenkov and Merryfield,
2011; Traxler et al., 2011a).

In addition to understanding the individual mechanisms, the combined effect
of these processes is also an area of active research. One-dimensional spherically-
symmetric models with multiple extra-mixing mechanisms include those of Cantiello
and Langer (2010), Charbonnel and Lagarde (2010) and Lagarde et al. (2012), all
of whom demonstrate that the thermohaline mixing diffusion coefficient is larger
than the radial component of rotational mixing. Cantiello and Langer (2010) also
show the thermohaline coefficient to be larger than that of magnetic buoyancy.
These codes do not explicitly treat the interaction of the mixing mechanisms or
how any given instability may react due to the presence of other processes. Rather,
they simply add the diffusion co-efficients. Charbonnel and Zahn (2007b) have
investigated an instance of multi-process interaction through linear analysis and
argue that magnetic fields could serve to inhibit the effects of thermohaline mixing.
Denissenkov and Pinsonneault (2008a) have also argued that the mixing may be
inhibited by horizontally induced turbulence, a point we return to in Chapter 10.
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2.2 The Goldreich-Schubert-Fricke Instability

There is a wealth of literature dedicated to understanding extra mixing processes
throughout the evolution of a star; the above summary cites only a sample of ref-
erences dedicated to the RGB. By far, the most studied mechanism has been rota-
tional mixing. Rotation can lead to various instabilities such as shearing (Mathis
et al., 2004; Maeder, 1997), meridional circulation (Chaboyer and Zahn, 1992; Mes-
tel, 1953) and Goldreich-Schubert-Fricke (GSF) (Goldreich and Schubert, 1967;
Fricke, 1968; Kippenhahn, 1969; Knobloch and Spruit, 1982). Although the focus
of this study is thermohaline mixing on the RGB, investigations into a similarly
secular, but rotational, instability provided the impetus for the pioneering work of
Ulrich (1972) and Kippenhahn et al. (1980) into our area of interest.

Through linear stability analysis (which we apply to DD mixing in §2.3.3) Gol-
dreich and Schubert (1967) and Fricke (1968) found independently that a chemi-
cally homogeneous star, with a given angular velocity distribution ω(s, z), is sec-
ularly unstable if either one of the following conditions is violated:

∂(ωs2)

∂s
≥ 0, (2.3)

∂ω

∂z
= 0, (2.4)

where s is the distance from axis of rotation and z is the distance from the equa-
torial plane. The first criterion states that the specific angular momentum must
increase outwards along the axis of rotation, a restating of Rayleigh’s theory for
rotational stability but under compressibility. The second criterion is a form of
the Taylor-Proudman theorem; that the flow is a function of the horizontal plane
due to the stabilising action of the Coriolis force.

They found that because stars operate in the inviscid limit (low Prandtl num-
ber Pr � 1 , i.e., ratio of kinematic viscosity to thermal diffusivity), any stable
angular momentum stratification which exists in a radiative zone cannot prevent
an instability and the development of meridional circulation.

Figure 2.1 demonstrates the premise behind GSF instability. Illustrated is the
cross section of a star with the equator in the horizontal direction and axis of rota-
tion in the vertical direction. Each shell represents isobars due to shellular rotation
(dependent on radius only) such that pressure decreases concentrically outward.
In order to remain dynamically stable, Equation 2.3 must be enforced so that the
specific angular momentum increases outward. In the shellular approximation, the
angular velocity is constant on isobars so that the specific angular momentum, j,
increases on an isobar moving towards the equator as it increases its distance from
the rotational axis (see vermilion fluid element on the Shell 3 isobar). Any line
of constant j must therefore cross different isobars (line connecting black circles
in Figure 2.1). Any point right of the line of constant j will have lower specific
angular momentum, and any point to the left will have a higher specific angular
momentum. If our black parcel is displaced in the direction of the lavender arrow,
its angular momentum will be larger than that of its environment and, in par-
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Figure 2.1: The GSF instability. Surfaces of constant specific angular momentum
make an angle relative to the rotation axis. See text for more details.

ticular, its angular velocity will be greater than other bubbles located the same
distance from the rotational axis. Without a restoring force the bubble is pushed
outward. If the particle is displaced in the direction of the blue arrow, it will find
itself in a region that possesses higher angular momentum and the bubble would
be pushed towards the rotational axis in the absence of a density gradient. In a
stably stratified star the buoyancy force is restoring and usually able to suppress
the growth of the instability, as is the presence of a molecular weight/compositional
gradient or any other instability in operation.

Goldreich and Schubert (1967) and Fricke (1968) showed that it is possible, even
with a stable angular momentum stratification, that energy leakage will lead to the
development of meridional circulation. As we discuss in the next section, viscosity
serves to smooth out any disturbances in a fluid. Given the low Prandtl number
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in the stellar interior, thermal energy can diffuse much faster than the ability
of viscosity to dissipate the excess evenly. Heat exchange between a displaced
fluid parcel and its surroundings counteracts the restoring force of buoyancy. For
the instability to grow, disturbances must occur on the smallest scales such that
the effects of viscous diffusion are too weak to reduce the effectiveness of the
destabilizing angular momentum gradient that ensues.

2.2.1 The Development of ‘Blob Theory’

The GSF instability is a form of a doubly-diffusive instability that stems from
rotation. Many authors (Acheson, 1978; Goldreich and Schubert, 1967; Fricke,
1968; Kippenhahn, 1969; Ulrich, 1972) realised the similarities to thermohaline
mixing in the oceans (Stern, 1960). Whereas the oceanic instability has heat and
composition in diffusive competition, the GSF instability has heat and the diffusion
of angular momentum in competition. In order to determine a mixing speed and
timescale for the GSF instability, Kippenhahn (1969) considered how a displaced
blob interacts with its surroundings. The development of the ‘blob theory’ is the
basis for later work in Kippenhahn and Weigert (1990). We will use the terms
‘blob’, (mass) ‘element’ and ‘parcel’ interchangeably throughout. The basic tenets
of the theory are discussed below. They provide the ground work for a comparison
between Kippenhahn et al. (1980) and Ulrich (1972) on thermohaline mixing in
stellar interiors (§2.4).

Kippenhahn’s study of the GSF instability is carried out using the thermody-
namic quantities common to stellar astrophysics. It is assumed that the region
of interest is chemically homogeneous, dynamically stable, with a non-vanishing
temperature gradient: (

∂ lnT

∂ lnP

)
<

(
∂ lnT

∂ lnP

)
ad

, (2.5)

where subscript ad represents the adiabatic value. We express Equation 2.5 in stan-
dard stellar physics notation, ∇ < ∇ad, hereinafter. The blob itself is restricted
to the topology of a sphere, although it may be slightly deformed. . Furthermore,
it is assumed that any motion is sufficiently slow that the inertia of the blob can
be neglected and rising blobs do not interfere with each other. As a consequence,
the force imparted on the blob can be estimated via Stoke’s law: the description
of flow past a spherical object. In Kippenhahn’s formulation the force exerted on
the blob is given by

K = 3πfηvd (2.6)

where K is the force on the blob, η is the coefficient of viscosity, v is the Stoke’s
velocity of the blob, d is the mean diameter of the parcel and f is a dimensionless
factor which takes into account its geometric deformation. As alluded to, Stoke’s
law makes certain assumptions about the behaviour of the blob:

1. the flow is laminar,

2. the blob is spherical,

3. the fluid is homogeneous in composition,
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4. the surface of the blob is smooth,

Kippenhahn eased the fourth condition by including the parameter f in Equation
2.6.

In order to get an estimate for v, the velocity in Equation 2.6, he considered
the displacement of the blob as illustrated in Figure 2.2. Within a given time ∆t
the blob will move a distance ∆x, during which time it may change its tempera-
ture by an amount dT and its surroundings may change by ∆T . He adopted the
convention that subscript i denotes the interior of the blob, e denotes the sur-
roundings, 0 for the initial quantities and no subscript for quantities at the end of
the displacement. The system is described schematically in Figure 2.2. Thus the

g

Figure 2.2: Quantities in the system describing a displaced element as described
by Kippenhahn (1969).

change in temperature of the blob is given by

dT = Ti − T0i (2.7)

and the change in temperature of the surrounding material by

∆T = Te − T0e. (2.8)

Initially, any difference in temperature between the blob and its surroundings is
given by

DT0 = T0i − T0e. (2.9)

The final difference in temperature is given by

DT = Ti − Te = DT0 + dT −∆T. (2.10)

Furthermore, it is assumed that the element is always in pressure equilibrium.
Through some simple algebra, and various substitutions (see Kippenhahn 1969 for
more detail) it can be shown that the velocity of the blob is related to the rate at
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which the temperature difference between the blob and its surroundings changes
such that

∂(DT/T )

∂t
+

1

τ

DT

T
= (∇−∇ad)

v

HP
. (2.11)

Here HP is the pressure scale height, the distance over which the pressure changes
by a factor of e, and τ is the timescale for thermal adjustment. τ , is in effect,
the equivalent of a Kelvin-Helmholtz timescale for radiative losses and does in
fact approach the Kelvin-Helmholtz value as the diameter of the displaced blob
approaches the diameter of the star. τ is given by

τ =
3CPκρ

2ζd2

8acT 3
, (2.12)

where CP is the specific heat capacity, κ is the opacity, ρ is the density, ζ is
a dimensionless factor, d is the diameter of the perturbed blob, a the radiation
density constant, c the speed of light and T the temperature.

Equation 2.11 can be further simplified if∣∣∣∣dvdt
∣∣∣∣� ∣∣∣v

τ

∣∣∣ (2.13)

so that the time derivative can be ignored. In other words, if the velocity does not
change very much a quasi-steady state is achieved.

Having used his formalism to describe the motion of a blob through a region
that is chemically homogeneous, dynamically stable, and with a non-vanishing
temperature gradient, Kippenhahn considered the behaviour of a blob when the
condition given by Equation 2.3 was violated then separately when the condition
given by Equation 2.4 was violated. If ∂ωs2/∂s < 0 then a force will push an ele-
ment (or ring of material) outwards into a region where it will have higher angular
velocity than that its surroundings. This will lead to shearing and ultimately a
loss of identity. For such an instability the maximum possible distance displaced
will be a function of the Richardson number

Ri =
N2(
du
dx

)2 > Ricr =
1

4
(2.14)

where du/dx is the velocity gradient in the region the blob transitions (see below),
N2 is the Brunt-Väisälä frequency and Ricr is the critical condition for stability.
The physical meaning of this number is discussed in Kippenhahn and Thomas
(1978). It is the ratio of the work done against the buoyancy force to the kinetic
energy (or turbulence). Under the influence of a gravitational field turbulence will
be hindered by a density distribution increasing towards the centre of gravity. If
this turbulence is caused by shear motion, then to maintain the turbulence, the
work against gravity has to be smaller than the kinetic energy of the turbulent
elements. Simply put the blob will retain its identity whilst Ri > 1/4. Kippenhahn
erred on the side of caution and assumed a critical value of Ricr = 1.

If we relate the Richardson number to the picture painted in Figure 2.1 then
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du/dx is the velocity gradient across the transition region from one concentric shell
to another thus

du

dx
≡ 2sDω

d
, (2.15)

as sDω is the difference in velocity (recall s is the distance from the rotational axis)
and d/2 is the thickness of the transition zone. If a parcel has moved outwards
along a path l, then through conservation of momentum,

Dω

ω
= −l ∂ ln ωs2

∂s
. (2.16)

If we also express

N2 =
g

HP
(∇ad −∇) (2.17)

then through substitution Equation 2.14 becomes

Ri =
∇ad −∇

4

g

ωs

d2

sHP l2

(
∂ ln ωs2

∂s

)−2

. (2.18)

Applying Kippenhahn’s criterion of stability as Ri = 1 the maximum value for l
is given by

l =
d

2

(
g

ωs

∇ad −∇
sHP

)1/2(∂ ln ωs2

∂s

)−1

. (2.19)

From Equation 2.16 and 2.19 one can derive the expression for the velocity

v =
d

δτ

[
HP

s(∇ad −∇)

ω2s

g

]1/2

(2.20)

where the thermodynamic quantity δ = 1 for a perfect gas. The resulting (sim-
plified) diffusion equation for a given unstable angular momentum distribution is
cast in terms of vev, the Eddington-Vogt velocity for meridional circulation (Baker
and Kippenhahn, 1959)

D = vl =
1

2ζδ

∇ad −∇
∇

vev g

ω2s
|∇ lnωs2|−1. (2.21)

In his analysis of the GSF instability, Kippenhahn utilises the simplified version
of Equation 2.11, in that he ignores the time derivative. He demonstrates that this
assumption is valid as long as

τv

l
=

(ω2s/g)

δ(∇ad −∇)
HP |∇ ln ωs2| � 1. (2.22)

This suggests that the simplification is valid as long as the angular momentum
does not change considerably over the pressure scale height. Whether such an
assumption can be extended to thermohaline mixing during the RGB, where in-
stead the composition gradient is considered, is a source of contention. The issue
is examined in §2.4 where blob theory is used to derive an expression for an el-
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ement moving through an inhomogeneous medium. We will determine both the
full solution and solution to the steady state approximation in the thermohaline
regime.

Finally, we briefly outline Kippenhahn’s argument as to why instability is in-
evitable if the condition given by Equation 2.4 is violated. If a ring of material at
a distance, s, from the rotational axis, z, possesses angular velocity (∂ω/∂z 6= 0),
then a torque will drive circulation. Circulation will be in the meridional plane as
demonstrated in figure 3 of Kippenhahn (1969). Because the region is thermally
stable (∇ < ∇ad), there will be a restoring force due to buoyancy that serves to
prevent the circulation. However given the low Prandtl number of the stellar inte-
riors, heat exchange with the environment will counteract the restoring buoyancy
force. As in the example above, the parcel will find itself in a region where its
angular momentum is different to its surroundings and a similar stability criterion
will apply.
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2.3 Doubly-Diffusive Mixing

The seminal paper by Eggleton et al. (2006) has created somewhat of a Renaissance
for DD mixing in astrophysical literature. Recently, the focus has been on its role
as an extra mixing mechanism during the RGB but prior to 2006, there have been
many other stellar applications considered. In the following sections, DD mixing
is systematically analysed, not just in the stellar context but also in the oceans
where our understanding of the instability developed. The oceanic history not only
clarifies some key conceptual ideas required in understanding the stellar process
but is also responsible for the etymology of the term thermohaline. The tools
of analysis derived here in §2.3, provide the necessary background to investigate
the 3D simulations of double diffusion (Denissenkov and Merryfield, 2011; Traxler
et al., 2011a) in §10. It is essential to distinguish between ‘simulations’ of the
process as opposed to the prescriptions used in stellar models. Simulations solve
the Navier-Stokes equations whereas models try to reproduce the results of these
simulations in an approximate and computationally viable manner. We begin by
summarising some of the key ideas of stability in a fluid then proceed by carrying
out a stability analysis in the context of the oceans. In section 2.4 the same
concepts are extended to stellar modelling. There we look at specific conditions in
which DD mixing may occur in stars before finally focusing on DD mixing during
the RGB and rigorously analysing its applicability as an extra-mixing mechanism.

2.3.1 Stability

In nature it is highly unlikely that a steady system remains in isolation and unper-
turbed indefinitely. Stability is in essence the study of how a fluid reacts to any
disturbances. If a perturbation decays with time, the original state of the system
is recovered and the configuration is stable. If on the other hand, a perturbation
grows with time (usually exponentially) it may lead to turbulence or mixing and
alter the future evolution of the fluid. Disturbances can come in a variety of forms.
Many of these disturbances and the resulting instabilities, have been well studied
in the fluids literature and form the focus of many elementary texts (see Riahi
2000; Drazin and Reid 2004 for example). As these texts discuss, disturbances
may be due to external agents:

• buoyancy,

• surface tension,

• surface tension gradient,

• forces due to the presence of a magnetic field,

• boundary forces such as boundary imperfections,

• roughness and walls,

• centrifugal and Coriolis forces,
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or internal forces:

• inertia,

• pressure gradient forces,

• stabilising or destabilising effects of molecular diffusion for momentum (vis-
cosity), heat (thermal diffusivity), mass concentration (solute diffusivity),

• boundary conditions,

• environmental effects.

A fluid remains in a steady state because an equilibrium exists between the
forces present. When an instability develops, the configuration has been ener-
getically perturbed. Disturbances such as those listed above, extract a sufficient
amount of kinetic energy from the steady flow to upset the force balance. If the
viscosity of the fluid is high enough, the energy extracted by a disturbance can be
dissipated back throughout the fluid and thus avoid destabilisation. The same is
true for any diffusing quantity which smooth out differences in momentum (vis-
cosity), heat (thermal diffusivity), or mass concentration (solute diffusivity).

The transfer from steady to unsteady flow can be investigated through the use
of a stability parameter. When considering fluid flow problems it is convenient to
analyse the governing system of equations in terms of non-dimensionalised vari-
ables. The type of system will dictate what kind of forcing is required to instigate
mixing. In shear flow systems the appropriate stability parameter is given by the
Reynolds number, Re, which is a measure of the ratio of inertia to viscous forces.
For thermal flow systems, such as those we consider, the stability parameter is
given by the Rayleigh number, Ra, which is the measure of the ratio of (destabil-
ising) buoyancy to (stabilising) viscous forces.

Viscous forces are not always stabilising. Diffusing processes may allow the
disturbance to draw upon the energy available in the basic flow. Such behaviour
is characteristic of DD systems and one of the reasons why they are so interesting.
In DD systems with opposing temperature and composition gradients, e.g., warm
salty water upon cool freshwater, having a density gradient that increases in the
direction of gravity is not a guarantee of stability. Diffusion, which is usually
stabilising in fluids containing a solute that is uniform in either temperature or
composition, can now act to release potential energy in the component which
is heavy on top. We will see in the proceeding sections that the energy is most
efficiently utilised when the fluid takes on the geometry of long salt fingers. We will
also investigate DD systems with the opposite configuration with cool freshwater
overlying warm salty water. Such a system leads to ‘overstable’ motions as they
possess a net buoyancy force in the direction of the restoring force. Such behaviour
allows oscillations to grow even when the energy is dissipated.

2.3.2 Oceanographic History

Our understanding of DD mixing owes its origins to the study of stratified fluids in
oceanography. The theory emerged from a simple experiment devised by Stommel
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et al. (1956) which is schematically reproduced in Figure 2.3. Stommel et al.
(1956) inserted a long narrow conducting pipe in a tank where warm salty water
overlaid cool fresh water. If the lower-lying cooler (and hence denser) water is
initially pumped upwards, the conducting walls will heat the fresh water to the
same temperature as the surrounding salt water. The fresh water near the surface,
which is in temperature equilibrium with the salt water would be less dense (owing
to absence of the salt) at the same level. They found that after an initial period
of pumping the configuration would be perpetually flowing (and in fact true no
matter which direction the pumping occurred) as long as there is a vertical gradient
of salinity to supply potential energy. They imagined that such a configuration
could be used to clean tanks.

Figure 2.3: The original ‘perpetual salt fountain’ concept of Stommel et al. (1956).
The red background denotes warm fluid whilst blue denotes fluid that is cool. The
presence of salt is illustrated with black circles and the interface of salty and fresh
water by the broken lines. The flow of the fluid through the conducting pipe
(after pumping) is marked by black arrows and the diffusion of heat through the
conducting pipe is illustrated by red arrows.

Stern (1960) realised that owing to the large molecular diffusivities between
salt (composition) and heat, ‘perpetual salt fountains’ could develop in the oceans
without the need for solid boundaries or conducting walls. He argued that if a
small parcel of material is displaced downwards in the direction of gravity (al-
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though) into a region where the mean density increases, it may continue to sink
because the heat of the parcel will diffuse on a faster time scale than the salt
composition. The decrease of mean salinity in the direction of gravity provides the
energy source for the motions through the buoyancy force. He recognised that this
could be an important mechanism for the vertical transportation of composition
and heat in the oceans. Published in the original Stern (1960) paper, laboratory
experiments from Stommel and Fowler showed that fluid is transported by means
of ‘salt fingers’; the process is illustrated in Figure 2.4. The formation of finger-like
convection is possible for any two stratified fluids with competing diffusivities (e.g.,
salt water and sugar water). The competing diffusivities ensured that the study
of the instability is referred to as doubly diffusive, however in this oceanic context
the transport of material via heat (thermo) and salt (haline) has seen it referred
to as thermohaline mixing. Even though the salt water is of higher molecular
weight, the arrangement remains stratified owing to the higher temperature of the
top layer. If a parcel of warm salty water is displaced downward, buoyancy will
return the parcel to its equilibrium position as long as a heat difference remains.
If the parcel loses heat on the time scale of its excursion into the cooler layer, it
will start to sink in the form of long fingers.

There are a wide range of possible behaviours arising from doubly-diffusive
systems, such examples include the effects of sidewall heating (Thorpe et al., 1969;
Sabbah et al., 2001) and development of thermohaline staircases (Tait and Howe,
1971; Radko, 2003; Schmitt et al., 2005). The configuration described by Stern
(1960) has warm salty water upon cool fresh water where both temperature and
salinity increase in the opposite direction to gravity. The temperature acts to
stabilise the stratification whilst the composition serves to destabalise hydrostatic
equilibrium. If the temperature gradient is sufficient to maintain stratification,
then we can also consider an element from the cooler less saline region displaced
upwards into the warmer saltier fluid. The element will absorb heat from its
new surroundings and, owing to the speed of thermal diffusivity, temperature
equilibrium will be established rapidly. The discrepancy in salinity remains, and
therefore so does a density difference, and the displaced element would continue
to rise. Such a configuration can lead to an instability highlighting the fact that,
for DD systems, convection can occur even under hydrostatically stable situations.
We explore this idea further in §2.3.3

We previously alluded to a slightly different arrangement in which DD mixing
can develop. Veronis (1965) analysed the case where warmer salty water underlays
cool fresh water. He considered a warm parcel of fluid that is displaced upwards.
Because heat will diffuse much faster than the salt, when the element cools buoy-
ancy forces will drive the parcel back towards its initial position. We will see that
such a configuration eventually leads to oscillatory motion.

2.3.3 Fluid Stability Analysis

Deriving criteria for instability will help determine which DD mixing regime (Vero-
nis or Stern) is in operation in stellar material (Stern, 1960; Veronis, 1965; Koz-
itskii, 2000). We adopt the choice of non-dimensionalisation and the notation
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A B

C D

Figure 2.4: In all panels warm fluid is denoted by red shading, and cool fluid by blue
shading. Salt molecules are represented by black circles. Panel A: Temperature
can act to stratify two fluids despite the presence of salt in the top layer. The wave
like interface denotes a disturbance from the equilibrium configuration. Panel B:
As a result of the disturbance a parcel of fluid is displaced into the cooler regions
and loses energy to its surroundings (denoted by red arrows). Panel C: The
displaced blob, having reached temperature equilibrium during its excursion into
the cooler region has a higher density than its surroundings due to the presence of
salt. Panel D: The parcel extends down in search of neutral buoyancy in the form
of a long finger. Eventually the diffusion of salt into the surroundings (denoted by
black arrows) causes the parcel to mix with its surroundings and lose its identity.
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of Turner (1973). The analysis is a precursor to the work of Ulrich (1972) and
Kippenhahn et al. (1980) who developed an expression for turbulent diffusivity
and applied the mixing to stellar environments. We consider the stability to in-
finitesimal disturbances of a system described by Veronis (1965). This case is
gravitationally opposite to Stern (1960); the proceeding analysis considers warm
salty water underlying cool fresh water. As Veronis (1965) argues one can treat the
two problems by considering the same configuration but changing the direction of
gravity. We can therefore derive stability conditions for both types of DD mixing
by following his method.

In Figure 2.5 the initial set up of the fluid is described. The layer is of depth
d and the boundaries are taken as dynamically free as well as perfect conductors
of both heat, T , and salt, S. We assume motions are limited to the x-z plane with
linear gradients of of salt and temperature decreasing in the the opposite direction
to gravity. The analysis was carried out with the ocean in mind but T and S could
be any competing quantities where S is the slower diffusing of the two.

Z

d

0Tm

Tm -∆T

Sm

Sm-∆S

Figure 2.5: The initial set up of the fluid is illustrated. The background colour
gradient denotes the decreasing temperature whilst the behaviour of the salinity
gradient is represented by circle size. Tm and Sm are the temperature and salinity
at the base of the system. The temperature at any point is given by T = Tm −
∆T (z/d) and similarly for salinity, S = Sm −∆S(z/d).

The fluid under consideration has velocities much less than the sound speed
so that shocks are not an issue. Furthermore, we assume that the temperature
difference, ∆T , is small throughout the layer of the fluid. It therefore follows that
any variation in density is also small. In such cases one can employ the Boussinesq
approximation to the Navier-Stokes equations. This approximation allows for the
variation in density to be ignored in all terms except for the buoyancy which may
still drive motions. The equations for momentum and continuity take the form;

∂

∂t
v + v · ∇v = − 1

ρm
∇P + g(αT − βS)k + ν∇2v (2.23)
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∂u

∂x
+
∂w

∂z
= 0. (2.24)

The equations for conservation of heat and salt are

∂T

∂t
+ v · ∇T − w∆T = KT∇2T (2.25)

∂S

∂t
+ v · ∇S − w∆S = KS∇2S (2.26)

where v is the velocity of the fluid, P the pressure, g the gravitational acceleration
and ν the kinematic molecular viscosity. Equation 2.24 is the two-dimensional
continuity equation such that u and w are the Cartesian components of the ve-
locity along our axes of interest (x and z respectively). Within the Boussinesq
approximation the linearised equation of state

ρ = ρm(1− αT + βS), (2.27)

appears only in the buoyancy (the body force term k in Equation 2.22 is a unit
vector positive upward) and utilises ρm, the mean density of the system. KT

and Ks are kinematic coefficients of diffusion of heat and salt. α and β are the
respective coefficients of expansion and are defined in such a way that they are
both positive for temperature and salinity changes at constant pressure,

α = −1

ρ

(
∂ρ

∂T

)
S,P

, β =
1

ρ

(
∂ρ

∂S

)
T,P

. (2.28)

In fluid analysis, generality can be extended through non-dimensionalising the
quantities that describe the problem. This allows the system to be scaled and
applied to regimes beyond that initially studied. It is also more useful to measure
quantities relative to some unit that describes an intrinsic property of the fluid.
Following the procedure of Veronis (1965), the variables are non-dimensionalised
in the following way:

v = (KT /d)v̂

t = (d2/KT )t̂
(x, z) = d(x̂, ẑ)

T = (∆T )T̂

S = (∆S)Ŝ
ζ = Pd2/ρmνKT .

(2.29)

Dropping the ∧, Equations 2.23 - 2.26 now take the form:

1

Pr

(
∂v

∂t
+ v · ∇v

)
= −∇ζ + (Ra T −Rs S)k +∇2v (2.30)

∂u

∂x
+
∂w

∂z
= 0 (2.31)

∂T

∂t
+ v · ∇T − w = ∇2T (2.32)
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Notation Parameter

d Layer depth

T Temperature

S Salinity

Tm Temperature at the base of the layer

Sm Salinity at the base of the layer

v Velocity vector of the fluid

P Pressure

g Gravitational acceleration

ν Kinematic molecular viscosity

u Cartesian component of the velocity along the x axis

w Cartesian components of the velocity along the z axis

ρ Density

ρm Mean density of the fluid.

k Unit vector that is positive in the opposite direction of gravity

KT Kinematic coefficient of diffusion for heat

Ks Kinematic coefficient of diffusion for salt

α Coefficient of thermal expansion

β Coefficient of haline expansion

ζ Non dimensionalised expression for pressure

τ Inverse Lewis number (KS/KT )

Pr Prandtl number (ν/KT )

Ra Temperature Rayleigh number (gα∆Td3)/(νKT )

Rs Salt Rayleigh number (gβ∆sd3)/(νKT )

Rρ Density ratio of competing quantities

ψ Stream function

= Determinant of Jacobian matrix

a Horizontal wavenumber

n Vertical wavenumber

p Complex number that describes the growth and behaviour of a
wave

k2 Composite waveumber π2(a2 + n2)

Rac Effective Rayleigh number beyond which unstable direct modes
develop

Raoc Effective Rayleigh number beyond which oscillatory modes de-
velop

a∗ Maximum horizontal wavenumber in the thermohaline-finger
regime

Table 2.1: Reference of the variables and their meanings used throughout the
stability analysis.
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∂S

∂t
+ v · ∇S − w = τ∇2S. (2.33)

The instability can now be characterised by four dimensionless variables:

• The ratio of diffusivities sometimes referred to as the inverse Lewis number,
τ = KS/KT .

• The Prandtl number, the ratio of viscosity to thermal diffusivity, Pr = ν/KT .

• The density ratio, Rρ = β∆S/α∆T .

• The Rayleigh number, the ratio of buoyancy to the diffusive processes of con-
duction and viscosity Ra = gα∆Td3/νKT and for salt Rs = gβ∆Sd3/νKT .

Note how they describe the ratio of various stabilising and destabilising quantities.
Most of the information in the density ratio can be derived from the Rayleigh
numbers. We will therefore utilise only the latter for the current analysis. The
importance of the density ratio is explored further in §2.4.4 as it is essential for
determining stability in stellar models. Table 1 of Denissenkov (2010) outlines
typical values of these numbers in the oceanic context, this is partially reproduced
in Table 2.2:

Parameter Notation Value

Viscosity ν 10−2 g/(s · cm)

Thermal Diffusivity KT 1.4× 10−3 cm2/s

Haline Diffusivity KS 1.1× 10−5 cm2/s

Gravitational Acceleration g 9.8× 102 cm/s2

Thermal Expansion α 2× 10−4 K−1

Haline Expansion β 7.5× 10−4 0/00
−1

Temperature Gradient ∂T0
∂z 3× 10−3 K/cm

Density Ratio Rρ 1.6

Prandtl Number (ν/KT ) Pr 7

Inverse Lewis Number (KS/KT ) τ 8× 10−3

Table 2.2: Typical oceanic values for those parameters that describe a doubly
diffusive system.

It is a well known result that the two dimensional continuity equation can be
satisfied by introducing a stream function, ψ in the form

u =
∂ψ

∂z
, w = −∂ψ

∂x
. (2.34)
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The stream functions are constant along streamlines which represent the trajec-
tories of particles along the steady flow. Streamlines are perpendicular to equipo-
tential lines and tangent to the velocity vector of the flow. By utilising Equation
2.34 we can eliminate 2.31 and recast Equation 2.32 as follows

∂T

∂t
+ v · ∇T − w = ∇2T (2.35)

⇒∂T

∂t
−∇2T − w = −v · ∇T (2.36)

⇒
(
∂

∂t
−∇2

)
T − w = −v · ∇T. (2.37)

Remembering
v = ux + wz (2.38)

and introducing a 2D stream function such that

u =
∂ψ

∂z
, w = −∂ψ

∂x
, (2.39)

and expressing ∇T in the form of its components, a substitution for v and w can
be made in Equation 2.37(

∂

∂t
−∇2

)
T +

∂ψ

∂x
= −

(
∂ψ

∂z
,−∂ψ

∂x

)
.

(
∂T

∂x
,
∂T

∂z

)
(2.40)

= −
(
∂ψ

∂z

∂T

∂x
− ∂ψ

∂x

∂T

∂z

)
(2.41)

=
∂ψ

∂x

∂T

∂z
− ∂ψ

∂z

∂T

∂x
(2.42)

= =(ψ, T ). (2.43)

The right hand side of Equation 2.42 is the definition of the Jacobian which we
express as =(ψ, T ) hereafter. A similar subsitution can be made for Equation 2.33.
A further step is required to simplify Equation 2.30 in that the pressure term, ζ,
can be removed via cross differentiation. The resultant equations are:(

1

Pr

∂

∂t
−∇2

)
∇2ψ = −Ra∂T

∂x
+Rs

∂s

∂x
+

1

Pr
=(ψ,∇2ψ) (2.44)(

∂

∂t
−∇2

)
T +

∂ψ

∂x
= =(ψ, T ) (2.45)(

∂

∂t
− τ∇2

)
S +

∂ψ

∂x
= =(ψ, S). (2.46)

Boundary conditions need to be specified for our system. The simplest case
is to employ free slip conditions which is the approach taken in most analyses
of this problem. These boundary conditions assume that the free surface acts as
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a rigid surface with tangential slip but no tangential stresses. That is, the only
restriction on the flow field is that the component of the fluid velocity normal to
the (stationary) surface is zero. The dependent variables are chosen to be zero,
which implies that the temperature and salinity at the boundaries of the region
are constant. Thus

ψ =
∂2ψ

∂z2
= T = S = 0 at z = 0, 1. (2.47)

Stability is gauged through investigating the effect of infinitesimal perturba-
tions in the case where temperature and salinity have constant gradients. The
configuration of the fluid has cool fresh water overlying salty water that is heated.
In such a system the salinity gradient is stabilising and temperature destabilising.
Our aim is to investigate whether small perturbations to the fluid interface will
grow into large amplitudes, furthermore we wish to do so whilst the fluid is in its
equilibrium configuration. Therefore the linearised perturbation equations need to
be solved where: (

1

Pr

∂

∂t
−∇2

)
∇2ψ = −Ra∂T

∂x
+Rs

∂s

∂x
(2.48)(

∂

∂t
−∇2

)
T +

∂ψ

∂x
= 0 (2.49)(

∂

∂t
− τ∇2

)
S +

∂ψ

∂x
= 0. (2.50)

The usual method for solving such systems of equations is via normal mode analysis
whereby the modes take on an assumed form containing an exponential and sine
component. As Veronis (1965) highlights the equations have constant coefficients
so that a Fourier representation of the variables can be introduced. A set of
functions can be written down that satisfy the above equations and the boundary
conditions (Baines and Gill, 1969):

ψ ∼ ept sin πax sin nπz (2.51)

T, s ∼ ept cos πax sin nπz,

where πa is a horizontal wavenumber and πn is a vertical wavenumber. Here a is
unrestricted but n must be an integer and p is a complex number where the real
part represents the growth rate and imaginary part describes the time-oscillatory
character of the solution. Note that authors such as Kozitskii (2000) and Nield
(1967) assume a different set of functions; the free boundary conditions allow for
functions in the simple form of the product of an exponential and sine. As Riahi
(2000) discusses, the flow disturbances evolve in time from some initial spatial
distribution, so that the wavenumbers are real while the frequency is in general, a
complex function of the wavenumbers. Given the family of exponential solutions,
the solution to the growth rate p is a cubic in the form

p3 + Λ2p
2 + Λ1p+ Λ0 = 0 (2.52)
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which relies on the non-dimesnional parameters and the wave vectors. Here

Λ2 = (Pr + 1 + τ)k2 (2.53)

Λ1 = (Pr + τPr + τ)k4 − (Ra−Rs)Pr π2a2/k2 (2.54)

Λ0 = τPr k6 + (Rs− τRa)Pr π2a2 (2.55)

which yields the third order dispersion relationship

p3 + (Pr + 1 + τ)k2p2 + [(Pr + τPr + τ)k4 −
(Ra−Rs)Pr π2a2/k2]p+ τPr k6 + (Rs− τRa)Pr π2a2 = 0, (2.56)

where k is the wavenumber (k2 = a2+n2π2 and a is the horizontal wavenumber and
n the vertical wavenumber). As Equation 2.56 is cubic in p and p is complex, the
equation can be separated into its real and imaginary parts (odd and even powers
of p) and solved for the respective roots. Following the procedures of Baines and
Gill (1969) and Veronis (1965) the behaviour of the roots for any any given values
of Pr, τ , Ra, Rs can be examined. Figure 2.6 which is based on figure 8.2 in
Turner (1973) demonstrates the nature of these roots with variation of Ra and Rs
(but fixed Pr and τ). The Figure is not drawn to scale but is a diagram indicating
the nature of the roots for typical oceanic values of Pr = 10 and τ = 0.01.

The figure highlights that the complexity of doubly-diffusive systems goes be-
yond either finger or oscillatory mixing. The regime in which a parcel finds itself
will dictate how energy is drawn from the system and in turn affect the geometry
and behaviour of the dominant modes. We will establish the criteria that deter-
mine the respective regimes and interpret the physical mechanism by which mixing
develops.

In a doubly-diffusive system, neutral buoyancy is attained when the Rayleigh
number of the two competing fields are equal. In Figure 2.6 the line AB marks the
locus where Ra = Rs. We are interested in testing the stability of the system to
infinitesimal disturbances of various wavenumbers k. As such, we wish to find the
minimum value of Ra for which there is no growth of our disturbing waves (p = ipi,
i.e., the real part of p, pr = 0). Substituting this into our dispersion relation and
noting that Ra is at its minimum when n = 1 and a2 = 1

2 the stability criteria are
given by the resulting roots:

CD : Ra = Rs
τ + 27π4

4 (2.57)

DE : Ra = Pr+τ
Pr+1Rs+ (1 + τ)

(
1 + τ

Pr

)
27π4

4 (2.58)

We have expressed Ra (which is proportional to the destabilising temperature
gradient) as a function of Rs (which is proportional to the stabilising salt gradient).
In the quadrant where Rs is positive and Ra negative both gradients are stabilising
and no disturbances can grow. In the opposite quadrant where Ra is positive and
Rs negative all points above CD are unstable; both gradients are destabilising.
Given that our configuration has warm salty water underlying cool fresh water,
the unstable direct modes that develop are in the form of regular Rayleigh-Bénard
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Figure 2.6: Possible convection regimes stemming from doubly-diffusive systems.
In the region CDE the dispersion relation has no root with a positive real part.
EDF: two complex roots with positive real part, FDG: two positive real roots,
GDC: one positive real root.

(RB) convection. From Equation 2.57 we can express an effective Rayleigh number
above which RB convection develops

Rac ≡ Ra−
Rs

τ
=

27π4

4
, (2.59)

where Rac = 27
4 π

4 is the critical Rayleigh number for RB convection to occur
in a single solute fluid. Veronis (1965) points out an interesting fact for the oceanic
case. Given a very stable salt gradient i.e.,

RS >
27

4
π4 (2.60)

in order for RB convection to occur, the temperature gradient must exceed the
stabilising salt gradient by a factor of 100. If this is the case then as salinity
increases in the direction of gravity (∆S > 0), the vertical density profile must be
highly unstable gravitationally before convection can develop. In general, this of
course is dependent on the ratio of diffusivity (τ) of the two components involved.

In the quadrant where Ra and Rs are both negative any points beyond the
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line CD are unstable to perturbations, although all points below the line of neutral
buoyancy are statically stable. Just to the left of the line CD the finger regime is
marked. It can be seen that this type of instability requires a stabilising tempera-
ture but destabilising salt gradient. The motions in this region are exponentially
growing direct modes that draw their potential energy from the component of
lower diffusivity and are thus reliant on the value of τ . The mixing occurs in the
regime where the net gradient is still statically stable but it can be seen that it is
possible for the fluid to remain stable to perturbation in this quadrant when the
temperature is strongly stabilising |Ra| � |Rs|. For large negative values of Ra
and Rs, convection can only occur while |Ra| < |Rs|/τ or

α∆T

β∆S
<
KT

KS
(2.61)

which becomes an important consideration when the diffusivities are comparable.
Therefore the criteria for finger-like thermohaline mixing is:

Rs

τ
< Ra− 27π4

4
< Rs < 0. (2.62)

Above the line DE (Ra and Rs both positive) the instability that develops is
in the form of overstable or oscillatory modes for reasons discussed in the previous
section (KT � KS) leads to reversal of the buoyancy gradient every half cycle).
Such modes are possible in the region GDE, where the line DE is given by Equation
2.58 and line DG by

Ra =
Pr + τ

(Pr + 1)τ2
Rs. (2.63)

These modes induce mixing through gravity waves (Stellmach et al., 2011; Maeder,
2009). The line DF marks the boundary at which direct modes can also develop.
Baines and Gill (1969) demonstrate that the locus for the most rapidly growing
direct mode (convective) is so close to the line DF, that in this regime almost
always motions will occur through the direct mode. Note that if Ra > Rs the
density continues to increase upwards and the direct modes should develop as
a modified Rayleigh-Taylor instability. This instability also leads to finger-like
mixing however the growth rate of the most unstable modes are faster than those
in the thermohaline regime.

In oceanic conditions τ � 1, and if we again substitute the wave numbers such
that Ra is a minimum, the minimum value of R required for over stable motions
can be simplified to

Raoc =
Pr

1 + Pr
Rs+

27π4

4
. (2.64)

This implies that given a stable salt gradient, Ra must exceed the minimum value
for direct-mode convection by Pr

1+PrRs. In the case of a very stable salt gradient

i.e., Rs � (27/4)π4 then only a small effect from the destabilising temperature
gradient is required to initiate the unstable oscillatory modes. Hence, mixing can
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occur when the net density field is stable.

Rs

Ra

Figure 2.7: Curves showing the nature of the most unstable mode for combinations
of Ra and Rs. It is assumed that the vertical wavenumber n=1, whilst our curves
follow constant horizontal wavenumber α.

Baines and Gill (1969) also used stability analysis to investigate the geometry
of the most rapidly growing cells; Figure 2.7 illustrates their findings. The diagram
demonstrates the nature of the most unstable modes for various ranges in Ra and
Rs. The most unstable modes in the Ra − Rs plane always correspond to a
vertical wave number n=1, this is not necessarily the case for the horizontal wave
number a. In the regions where Ra > 0, where the component with the higher
rate of diffusivity is responsible for driving the motions, they found that the most
unstable modes corresponded to both n and a of order unity. The curves for the
oscillating modes have not been plotted for clarity but their respective gradients
asymptote to unity. Irrespective of direct or oscillating motions the cells are as
high as they are wide. In the lower left quadrant however whilst n=1, a always
exceed unity suggesting cells are tall and thin. For high |Ra|, the cells release the
potential energy from the salt more efficiently under this elongated geometry. Such
aspect ratios of the cells agree with observations (see work by Stommel and Faller
published in Stern (1960) as well as more recently Krishnamurti (2003) and the
references therein) and justify the use of the name ‘salt fingers’. There is a limit to
the possible range of aspect ratios. Stern (1960) demonstrated that asymptotically
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as |Ra| → ∞ the wavenumber of maximum growth, a∗ is given by

πa∗ ≈
(
gα∆T/d

νKT

) 1
4

. (2.65)

Through linear stability analysis we have been able to gain insight into the
complex behaviour that stems from doubly-diffusive systems. We summarise some
of the key points below:

1. Configurations that are convectively stable in singly-diffusive systems can be
unstable in doubly-diffusive systems.

2. Density gradients that are highly unstable in singly-diffusive systems can
remain stable in a doubly-diffusive configuration.

3. Thermohaline convection occurs when the the destabilising agent is the
slower of the diffusing quantities.

4. Oscillatory or ‘diffusive’ convection occurs when the destabilising agent is
the most rapidly diffusing of the two quantities.

5. Thermohaline mixing can only occur in the regime of marginal stability.

6. In the thermohaline regime, the fastest growing modes dominate the mix-
ing. For the fastest growing modes, energy exchange in this regime is most
effective when the geometry is finger like.

7. In the regime governed by GDF in Figure 2.6, where direct and oscillating
modes are possible, i.e., Ra > Rs, unstable direct modes will dominate the
fluid transport. The direct modes will occur predominately in the form of a
modified Rayleigh-Taylor instability.

8. For large values of Ra where Rs is also destabilising unstable direct modes
occur in the form of regular Rayleigh-Barnard convection.

2.4 Doubly-Diffusive Mixing in Stars

So far, the focus of this chapter has been on DD mixing in the context of the
oceans. Much insight was gained through analysing the internal properties of the
fluid by means of the various dimensionless numbers. We were able to determine
the regimes in which mixing occurs as well as the behaviour of the dominating
modes. We have developed clear conditions for stability in the oceanic environment
and the aim hereafter is to extend the analysis using a formalism appropriate to
stellar quantities. We will draw upon the linear theory to derive models of DD
mixing that can be applied to stellar codes; the most straightforward means is to
determine a diffusion equation. This work serves as the basis for later investigations
into globular clusters.

DD mixing has been studied comprehensively in the astrophysical literature.
The oscillatory and finger instabilities have stellar analogues in ‘semi-convection’
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and ‘thermohaline mixing’ respectively. The former is thought to be a signifi-
cant source of uncertainty in the evolution of massive stars; it also plays a role
in low-mass stars during the core-helium burning phase. Semi-convection was
first reported by Schwarzschild and Härm (1958) and analysed more recently by
Castellani et al. (1971), Langer et al. (1985) and Spruit (1992) to name but a few.

Almost a decade after Stern (1960), Stothers and Simon (1969) were the first
to consider how thermohaline mixing may impact upon the structure and subse-
quent evolution of a star. They contended that binary accretion could result in a
system similar to that described by Stern. They give the example of an evolved
star donating hot astrated material (of higher molecular weight) onto the surface
of a hydrogen-rich, main-sequence companion. They realised that this configura-
tion is unstable to thermohaline convection and questioned whether it could be
responsible for the pulsations of β Cepheids. Of course the term thermohaline is
inappropriate here and simply borrowed from oceanography. There are no ‘haline’
fingers in stars but rather the composition (molecular weight) assumes the role of
the salt gradient and acts as the competing quantity. Soon after Abraham and
Iben (1970) and Ulrich (1971) recognised an unusual property of the reaction

3He
(

3He, 2p
)4

He, (2.66)

which is that despite being a fusion reaction, it actually reduces the mean molecu-
lar weight because it produces three particles from two. These particles also have
more kinetic energy than the initial two particles, because the reaction is exother-
mic. More specifically they thought that the reaction may have an important role
during pre-main-sequence contraction once convection had homogenised the star.
This would create an inversion in the local mean molecular weight due to 3He
burning and allow a thermohaline instability to develop. This was later found to
have little effect due to the short time scale of the pre-main-sequence.

In the following sections these well studied examples of DD mixing will be anal-
ysed. Although our ultimate focus is the contribution of DD processes to (RGB)
extra mixing, there is much to learn from configurations that are considered well
understood. We will look at semi-convection and thermohaline mixing indepen-
dently, but as Rosenblum et al. (2011) and Knobloch and Spruit (1983) discuss,
they can occur simultaneously when considering multiple dimensions. The 1D
spherically-symmetric geometry of stellar evolution codes precludes this from our
framework.

2.4.1 Semi-Convection

We will first give a qualitative explanation of semi-convection before discussing
the mathematical prescriptions. Whilst it is known to play a role during the main-
sequence phase of massive stars, we will examine the development of the mixing
following the core He-flash in low-mass stars; stars relevant to our investigation
of globular clusters. Semi-convection occurs in regions that are Schwarzschild
unstable

∇−∇ad =

(
∂ ln T

∂ ln P

)
−
(
∂ ln T

∂ ln P

)
ad

> 0 (2.67)
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Figure 2.8: Evolution of the radiative gradient during semi-convection. The bound-
ary of stability, ∇ad = ∇rad is given by the broken horizontal line. Figure as seen
in Castellani et al. (1971).

but are stable according to the Ledoux (1947) criterion

∇ < ∇ad +
ϕ

δ
∇µ ⇔

(
∂ ln T

∂ ln P

)
<

(
∂ ln T

∂ ln P

)
ad

+
ϕ

δ

(
∂ ln µ

∂ ln P

)
(2.68)

where the Ledoux criterion reduces to the Schwarzschild criterion in the absence of
a molecular weight gradient. No subscript denotes the temperature gradient in the
star, ad the adiabatic temperature gradient, and µ the molecular weight gradient.
Here δ = −(∂ ln ρ/∂ lnT )P,µ and ϕ = (∂ ln ρ/∂ lnµ)P,T . The variables δ and ϕ
allow for a non-perfect gas which includes radiation pressure and degeneracy. For
the regimes we consider i.e., a perfect gas,

ϕ = δ = 1. (2.69)

As is the case in the Veronis configuration, we are concerned with the doubly-
diffusive instability in the presence of a strongly stabilising composition gradient.
One can deduce that stabilising requires ∇µ > 0 as heavier material displaced
upwards into lighter material will be drawn back by gravity.

During core helium burning, the conversion of 4He into 12C and 16O steadily
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increases the opacity of the core. Within this region, the increase in 12C raises
∇rad creating a clear discontinuity at the (Schwarzschild) convective boundary.
A discontinuity develops in both the ratio of the temperature gradients and the
composition. The former is highlighted in Figure 2.8(a) where the radiative tem-
perature gradient is plotted as a function of mass. The broken horizontal line
indicates the value of ∇ad.

In such a region the Brunt-Väisälä frequency, that is the buoyancy frequency,
is given by

N2 =
g

Hp
[∇µ − (∇−∇ad)]. (2.70)

Here g is the gravitational acceleration, HP the pressure scale height and the
other quantities are as defined above. The Schwarzschild criterion should indicate
the location of neutral buoyancy and result in a stable boundary, however, the
molecular weight gradient each side of the boundary will ensure that stability is
not the case. Inside the core N2 > 0 and there is a positive acceleration outward,
outside the core N2 < 0 and there is as restoring force back inward. Such a
configuration is conducive to overshooting and hence core growth.

In Figure 2.8(b) we find that within the convective core, the minimum in the
radiative gradient does not coincide with the Schwarzschild boundary as one might
expect. This is on account of the growing core and overshooting; material that is
rich in 4He is mixed in beyond the boundary. Once the opacity is lowered enough,
radiation transport is sufficient to move energy, quenching the convection. Whilst
convection continues to operate in the inner most regions (driven by nuclear burn-
ing via the triple alpha process), the 4He rich material beyond the minimum is
isolated. We can see by the ratio of the gradients that this region is not homoge-
neous. The presence of a stable chemical gradient, in a region that is destabilised
by the temperature gradient leads to oscillatory doubly-diffusive mixing. Figure
2.8(c) shows that this slower (than convection) mixing returns the configuration
to stability however the growing core (on account of core helium burning) will
periodically encounter this instability.

The correct treatment of semi-convection is highly uncertain in stellar codes.
Stothers (1970) carried out a systematic study of 11 different prescriptions and
found all but two inappropriate. More recently Langer et al. (1985) have modelled
semi-convection as a diffusive process with

D =
αK

6

∇−∇ad
∇ad −∇− ϕ

δ∇µ
, (2.71)

where α is a parameter that relates the vibrational instability to a semiconvective
mixing length and K is the thermal diffusivity. Kippenhahn and Weigert (1990)
describe semi-convection as a vibrational instability. In terms of ‘blob theory’ a
displaced element will oscillate with increasing amplitude. Heat loss during the
blob’s motions will allow the restoring force to increase despite the stabilising effect
of the molecular weight gradient in Equation 2.68.
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2.4.2 Thermohaline Mixing (Ulrich 1972)

Ulrich (1972) was the first to derive an expression for the turbulent diffusivity of
thermohaline mixing in a perfect gas. The analysis was carried out in such a man-
ner that the oceanic and stellar environments could be investigated concurrently.
In analogy with Equations 2.23-2.26, he started with the equations of conservation
of momentum, thermal energy and chemical composition:

C
dw

dt
= −GMr

r2

ρ1

ρ
+ ν∇2w (2.72)

dT1

dt
= −wdT

dr
+KT∇2T1 (2.73)

dµ1

dt
= −wdµ

dr
+D∇2µ1. (2.74)

where subscript 1 denotes a perturbed fluctuation in the respective quantities, w
the vertical velocity, C the inertial mass per volume (set to C = 2 by Ulrich) which
is designed to take into account the effect of the pressure of the surrounding matter
on the momentum of the flow, and all other symbols are as defined earlier. Note
that KS the kinematic coefficient of diffusion for salt is replaced by a diffusion co-
efficient, D. Due to the way numerical codes calculate stellar models (e.g., mass as
the independent variable, treatment of mixing, see Chapter 3), comparing the two
regimes is not as simple as non-dimensionalising the above equations. As discussed
by Rosenblum et al. (2011), stellar codes consider entropy and temperature sep-
arately whereas in oceanic modelling the two properties are treated concurrently.
A more general form of Equation 2.73 is required to analyse both environments:

dT1

dt
= w

[(
dT

dr

)
ad

− dT

dr

]
+KT∇2T1 (2.75)

where (
dT

dr

)
ad

= −
(
∂T

∂P

)
ad

GMr

r2
ρ. (2.76)

The
[(
dT
dr

)
ad
− dT

dr

]
term is the advection of the background entropy gradient. In

the oceanic regime Equation 2.76 is zero which recovers the original Equation
2.73 from 2.75. Furthermore, µ takes on distinct meanings. In the oceanic case
it represents the salinity whereas in stellar material it is the average mass per
particle.

In order to simplify the analysis, the above equations were slightly modified
based on the following assumptions:

1. Motions will occur primarily in the vertical direction.

2. Motions will occur primarily in the form of long fingers.

3. The effect on momentum of the finger can be approximated by a virtual
mass. (This is Ulrich’s justification for using a constant, C, in Equation 2.72
to model the interaction between the rising material and its environment)
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4. The relative narrowness of the moving region means that the ∇2 can be
approximated by the horizontal Laplacian ∇2

h.

Ulrich used the same normal mode analysis as Stern (1960) and Baines and Gill
(1969) and which we reproduced in §2.3.3. It is clear that some of these sim-
plifying assumptions were a result of previous work from the above authors. Of
course Ulrich’s starting equations meant that the analyses were not identical. For
instance, one should understand that the stellar case required the inclusion of a
more complicated equation of state. Ulrich acknowledged that his assumptions
meant the approach was less rigorous, however this did not undermine its validity;
he still recovered a dispersion relation equivalent to Equation 2.56 and the formula
for the fastest growing modes (Equation 2.65).

Given the vastly different conditions, Ulrich (1972) was concerned with the
scaling of stable oceanic flows to stellar environments. He extended the work of
Stern (1960) by systematically considering the stability of a growing cell in both
regimes. He argued that the displacement of a cell will grow at a rate that is
limited by either:

(a) the diffusion rate of the thermal energy,

(b) the viscous drag of the surroundings,

(c) the maximum gravitational potential energy available from the chemical gra-
dient.

Thus far our analysis has only considered regimes described by (b) and (c).
The stability analysis in §2.3.3 pertains to (b) with its dependence on the Prandtl
number and is the situation described by Stern (1960) whereas case (c) appears
to be a reference to the situation described by Veronis (1965). Case (a), the
thermally limited modes, are those whose horizontal scale is so large that the
growth of velocity is limited by the rate at which energy can diffuse out. Under
these conditions the effects of the composition diffusion become negligible. One of
the core assumptions of our analysis, and first asserted by Stern (1960), has been
that the fastest growing modes tend to dominate the motions. If thermally limited
modes are to dominate mixing, then those viscous modes previously explored must
somehow be inhibited.

In fact, Ulrich argues this is exactly what must be occurring in stellar interiors
if mixing is operating via the DD mechanism. He contends that the excessively
long and narrow geometry characteristic of the aquatic experiments can not be
attained in these environments and that thermally limited modes are more effective
at transporting material. Kippenhahn (1969), in his analysis of the GSF instability,
assumed that the motions can be described by Stoke’s law. It is therefore inherent
that the flow is initially laminar. We have seen that the onset of turbulence in the
presence of rotational shearing is governed by the Richardson criteria. But in the
case of a free flow, such as thermohaline convection, the critical Reynolds number
is the appropriate stability criterion to employ. The Reynolds number is defined
by:

Re =
vλ

4ν
(2.77)
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where v is the velocity, λ/4 the radius of the ‘finger’ (flow) and ν the viscosity of the
fluid. The critical value (Rec) upon which a thermohaline like flow is expected to
transition from laminar to turbulent conditions occurs atRec ≈ 30. The laboratory
experiments by Stommel and Fowler, in which the fingers are driven by the smallest
and fastest growing modes, are disrupted on a length scale an order of magnitude
less than predicted by the laminar theory. Given the conditions found inside
stars, this suggests that an element would start to break up before it is displaced,
rendering mixing governed by (b) and (c) inefficient. If this is the case, and if we
accept that the flow is initially turbulent, then those modes that grow the fastest
need not be responsible for mixing. It is possible that the turbulence can affect the
smaller modes whilst the larger ones have time to grow an appreciable multiple
of their width. Ulrich contends that the inevitable growth of shear instabilities in
the thermally limited modes may only enhance the molecular diffusion rather than
disrupt the flow. This would allow the fingers time to grow.

The key assumption of Kippenhahn (1969) in deriving a diffusion coefficient
for the GSF instability was that one could neglect the time derivative in Equation
2.11. With the thermally-limited modes one cannot assume that the change of
velocity is slow which limits this approach to thermohaline mixing in the stellar
context. In order to determine the growth rate, velocity and expression for the
turbulent diffusivity, Ulrich non-dimensionalised Equations 2.72 - 2.74 and arrived
at a dispersion relation like our Equation 2.56. The assumptions that thermally
limited modes dominate the mixing means that D and ν∇hw can be set to zero in
his governing equations. The growth rate, p, can then be determined by equating
Λ1 and Λ0 terms in equation 2.56. With Ulrich’s choice of non dimensionalisation
and substituting in the stellar quantities, the growth rate in thermally limited
regime is given by

p = k2K
∇µ

∇−∇ad −∇µ
, (2.78)

where K is the thermal conductivity and k is the total horizontal wavenumber as
before.

Ulrich assumed that no one length scale should dominate the mixing, and like
the mixing length theory (MLT), one can average the possible element geometries.
This was parameterised such that the parcels could grow some length l that is a
multiple of the dimensional wavenumber, λ,

l = αλ (2.79)

where α is a free parameter that is akin to a mixing length and describes the
aspect ratio of the fingers. The total horizontal wavenumber, k, is related to λ
simply through λ = 2π/k. Ulrich assumes that for a cylindrical disturbance, the
wavenumber in any direction, say kx, can be given by k2

x ≈ 0.5k2. We can therefore
express Equation 2.79 as

l = αλ = 2
3
2
π

kx
α (2.80)

Note that the assumptions about the cylindrical disturbance contributes to Ulrich’s
dimensionless free parameter in the linear theory (the factor of 8 in Equation
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2.84, the factor of 3 incidentally comes from assumptions about the minimum
requirements for motions of the thermally limited modes).

Ulrich gave an estimation for the velocity of the fingers in terms of their growth
rate

v ≈ p · l (2.81)

although other authors in the literature prefer v ≈ p · l/2, (e.g., Kunze 2003,
Denissenkov 2010). From this, he was able to determine a diffusion coefficient
through

Dthm = pl · l = v · l (2.82)

If we substitute the stellar parameters and our recent identities in Ulrich’s equation
24, his expression for the diffusion coefficient, we arrive at

D = vl =
8π2α2

3

4acT 3

3ρκ

1

ρCP

−∇µ
∇ad −∇+∇µ. (2.83)

Although Ulrich simplifies this to

D = vl =
8π2α2

3

4acT 3

3ρκ

1

ρCP

−∇µ
∇ad −∇

. (2.84)

in his paper for reasons that are not quite clear. Note that the dimensional
wavenumber λ has been eliminated through our identities which results in an
expression for Dthm in terms of the dimensionless aspect ratio α. Here CP is the
specific heat capacity, κ is the opacity, ρ is the density, a the radiation density
constant, c the speed of light and T the temperature as defined earlier.

There are two further caveats with the use of this formula. One must ensure
that the Reynold’s number of the fluid of interest is above Re = 30. if it is below
this value then the laminar theory should hold and the viscous modes dominate
once more. Secondly, in the case of the GSF instability, Kippenhahn assumes
the flow dissolves once it is unstable against shear flow. In all stellar conditions
such thermohaline fingers should be unstable to shear flow, but Ulrich gives the
example of solar granules which are predicted to also be highly unstable yet are
able to maintain their identity initially. He also argues that any lateral veloci-
ties in conjunction with internal turbulence may disrupt the efficiency of mixing.
This point serves as a major criticism of thermohaline mixing (Denissenkov and
Pinsonneault, 2008a) and will be discussed in Chapter 10.

There were three stellar environments in which Ulrich considered the operation
of thermohaline mixing:

• During the pre-main sequence, the convective envelope homogenises most of
the the proto-star. Without core hydrogen burning deuterium and 3He burn-
ing provide radiative support. He argued that the reaction 3He(3He, 2p)4He
could create a molecular weight inversion and transport material from the
burning region. Ulrich realised that the timescales involved would see the
process have negligible effect. See also Siess (2009) for the super AGB case.

• The accretion of 4He-rich material from an evolved star onto a hydrogen-rich
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companion would see material of higher molecular weight sitting upon that
of lower molecular weight. Chen and Han (2004) and Stancliffe and Glebbeek
(2008) amongst others have investigated instances of this configuration.

• A similar configuration arises during the core flash when off centre helium
burning leads to 12C sitting upon 4He. Once again thermohaline mixing
is unlikely to have an appreciable effect during the core flash due to the
timescales involved. Furthermore, Dearborn et al. (2006) showed that a small
amount of overshooting inwards could remove the molecular weight inversion
on a dynamical timescale, thus removing the possibility of any mixing.

2.4.3 Thermohaline Mixing (Kippenhahn et al. 1980)

Kippenhahn et al. (1980) envisaged thermohaline mixing having a significant effect
when helium rich material overlies material that is hydrogen rich. They give the
classic example of accretion from an evolved star onto a main-sequence companion
as well as carbon overlying helium during the non-central core flash. Like Ulrich
(1972), they determined a diffusion coefficient appropriate for stellar mixing.

Following on from Kippenhahn (1969) and the analysis of the GSF instability,
Kippenhahn et al. (1980) utilised the ‘blob theory’ formalism to determine how a
displaced blob of helium would move through a region rich in hydrogen. It is im-
plicit in their configuration (hotter helium overlying cooler hydrogren) that there
is a difference in µ between the two layers (Dµ 6= 0) but each medium is homoge-
neous (∇µ = 0). Kippenhahn et al. (1980) demonstrated that two stably stratified
fluids with this configuration are secularly unstable. Their stability analysis in-
dicates a positive growth rate for any disturbance. They argue that the time of
growth is determined by the thermal adjustment of regions characterised by the
wavelength of the perturbation. As long as the perturbation results in a spherical
blob then the τ , the timescale of thermal adjustment is given by

τ =
CPκρ

2d2

16acT 3
=
CPρd

2

12k
, (2.85)

where CP is the specific heat capacity, ρ is the density, T the temperature, a
the radiation density constant, c the speed of light and d is the diameter of the
perturbed blob. k is the thermal conductivity given by

k =
4acT 3

3ρκ
. (2.86)

In this equation κ is the opacity.
Recall that the motion of displaced blob is governed by Equation 2.11,

∂(DT/T )

∂t
+

1

τ

DT

T
= (∇−∇ad)

v

HP
, (2.87)

where the variables have the same meanings as above. As was the case in the
GSF instability, it is assumed that the velocity does not change much during the
time τ so that the time derivative of Equation 2.87 can be ignored. Furthermore,
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from the equation of state it can be shown that a displaced blob can remain
in equilibrium with its chemically distinct surroundings, provided there exists a
temperature difference between the material:

δ
DT

T
= ϕ

Dµ

µ
(2.88)

⇒ DT

T
=
ϕ

δ

Dµ

µ
, (2.89)

where δ = −(∂ ln ρ/∂ lnT )P,µ and ϕ = (∂ ln ρ/∂ lnµ)P,T as above. Substituting
Equation 2.89 into 2.87 yields the following expression for velocity

vµ = |v| = ϕHP

δ(∇ad −∇)τ

|Dµ|
µ

. (2.90)

The mean free path an element can travel before losing its identity is the funda-
mental difference between the derivations of Kippenhahn et al. (1980) and Ulrich
(1972). Ulrich (1972) suggests that a blob can maintain its identity for at least
a displacement of length equal to its diameter. Kippenhahn et al. (1980) were
worried that the linear theory does not capture all aspects of the fully developed
instability. The conditions under which they suggested that this process could
develop required two stratified layers with hotter higher molecular weight material
on top and with an initial displacement in the direction of gravity. Due to hydro-
static equilibrium, a displaced helium blob in the surrounding hydrogen material
is always hotter than its neighbourhood, energy will flow into the neighbouring
regions and heat the material just outside the blob. The circulation system that
develops as a result of the blob itself will ultimately lead to its destruction.

An outcome of this picture is the formation of fully mixed transition layers.
A perturbation with wavelength L begins to form fingers but at the same time
the circulation from its temperature excess immediately leads to mixing with its
surroundings. The process is repeated between these layers (themselves typically
of length L) but on a longer timescale as the molecular weight difference has been
reduced. The interpretation of which is that turbulence or the circulation inhibits
the formation of fingers by smearing the µ profile. Having derived expressions for
the velocity and mixing length, the resultant formula for the diffusion coefficient
is given by

D = vµL =
HPL

2

(∇ad −∇)τ

∣∣∣∣dµdr
∣∣∣∣ 1

µ̄
. (2.91)

Of course inside stars it is not always the case that two layers are stratified such
that Dµ 6= 0 but ∇µ = 0. Maeder (2009) amongst others, considered the case of
a parcel moving through a region in the presence of a molecular weight gradient
such that ∇µ 6= 0. Like Ulrich (1972), Maeder does not assume that the time
derivative in Equation 2.87 can be ignored. We can estimate an expression for the
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time derivative:

∂

∂t

(
DT

T

)
≈ ∂

∂t

(
ϕ

δ

Dµ

µ

)

≈ ∂

∂t

(
ϕ

δ

∇µ
HP

Dr

)

≈ ϕ

δ

∇µ
HP

vµ. (2.92)

This leads to the following expression for the velocity in an inhomogeneous medium

D = vµL =
HPL

2

(∇ad −∇+ ϕ
δ∇µ)τ

ϕ

δ

∣∣∣∣dµdr
∣∣∣∣ 1

µ̄
(2.93)

=
HPL

2

(∇ad −∇+∇µ)τ

∣∣∣∣dµdr
∣∣∣∣ 1

µ̄
. (2.94)

We have assumed that ϕ
δ = 1 in a perfect gas and have omitted these terms

in the above equation. This generalisation gives the diffusion coefficient for the
formation of ‘salt fingers’ in an ambient medium with a molecular weight gradient;
the environment pertaining to stellar interiors.

2.4.4 Stellar Stability Criteria

Before investigating DD mixing on the RGB it is worth summarising under what
conditions semi-convection and thermohaline mixing develop in stellar interiors. A
proper understanding of each process will help us investigate the RGB mechanism.
In §2.3.3 the stability parameter for doubly-diffusive oceanic flow is given by the
density ratio

Rρ =
β∆S

α∆T
(2.95)

where

α = −1

ρ

(
∂ρ

∂T

)
S,P

, β =
1

ρ

(
∂ρ

∂S

)
T,P

. (2.96)

For application to stellar context we can express the two coefficients of expansion
in a more convenient form

α = −
(
∂ ln ρ

∂T

)
S,P

, β =

(
∂ ln ρ

∂S

)
T,P

. (2.97)

We can also define the superadiabatic gradient γ

γ =

[
−∂T
∂z

+

(
∂T

∂z

)
ad

]
. (2.98)
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These expressions can be used to determine the relative contribution of the com-
position, NS , and temperature, NT , to the Brunt-Väisälä frequency N2 (Kelley,
1984; Canuto, 1999),

N2
T = −gαγ =

−g
HP

(∇−∇ad) (2.99)

N2
µ = gβ

∂S

∂z
=
−g
HP
∇µ (2.100)

⇒ β
∂S

∂z
=
−∇µ
HP

(2.101)

such that

N2 =
−g
ρ

∂ρ

∂z
= N2

T −N2
µ =

g

HP
[∇µ − (∇−∇ad)]. (2.102)

Rather than replacing the oceanic values with stellar variables so that

Rρ =
β∆S

α∆T
≡ gβ∂S/∂z

gα∂T/∂z
, (2.103)

in the stellar regime the superadiabaticity will indicate convective motions. Un-
derlying warm fluid is necessary but not sufficient to ensure convection. Here we
have made the same substitution as Ulrich (1972) for the temperature gradient
in Equation 2.75. Note also that the components of the Brunt-Väisälä frequency
provide a comparative importance of the gradients in question. Thus a more appro-
priate measure for stellar purposes, with considerations of the background entropy
gradient is

Rµ = −gβ∂S/∂z
gαβ

=
N2
µ

N2
T

=
∇µ

∇−∇ad
. (2.104)

The density ratio, which we denote by Rµ to distinguish the stellar environment
(as per Canuto), is in essence a stability parameter similar to the Richardson
number in §2.2.1. In analogy to Equation 2.14, the critical value for transition
from stability to instability according to Ledoux occurs when

Rµ < Rcrµ = 1, (2.105)

although many studies such as Canuto (1999) suggest that this is an over restrictive
criterion. For both semiconvection and salt fingers we require

Rµ =
∇µ

∇−∇ad
> 0 (2.106)

In §2.2.1 and §2.4.1 we touched upon the role of the Brunt-Väisälä frequency
in determining stability; it is the natural ‘buoyancy frequency’ of an element and
describes how it reacts to displacement. A system is stable if N2 > 0, so that a
displaced element receives a restoring force and it is unstable if N2 < 0 and it is
driven away. From the bracketed term in Equation 2.102 it is trivial to show that
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if

∇µ > ∇−∇ad ⇒ N2 > 0⇒ Ledoux stable (2.107)

∇−∇ad > ∇µ ⇒ N2 < 0⇒ Ledoux unstable (2.108)

Similar to the respective Rayleigh numbers, the components of the Brunt-Väisälä
frequency tell us a great deal about stabilising and destabilising quantities.

As per Canuto (1999, 2009), we can use the thermodynamic quantities and the
Brunt-Väisälä frequency to characterise DD mixing in stellar interiors:

Semiconvection, ∇−∇ad > 0, ∇µ > 0, ∇rad > ∇ ⇒ ∇rad > ∇ > ∇ad

N2
T < 0, N2

µ < 0, Rµ > 0

Thermohaline, ∇ad −∇ > 0, ∇µ < 0, ∇ > ∇rad ⇒ ∇ad > ∇ > ∇rad

N2
T > 0, N2

µ > 0, Rµ > 0.
(2.109)

Semi-convective regions are characterised by instability according to Schwarzschild.
However, as is the case with the GSF instability, the molecular weight gradient
can act to stabilise any motions. With both the temperature and molecular weight
increasing in the direction of gravity, one finds a configuration akin to warm salty
water underlying cool fresh water. If the molecular gradient is steep we find in-
stability according to Schwarzschild but not Ledoux. In this regime the density
ratio, Rµ will indicate just how strongly stabilising the composition gradient is.
This point is highlighted by the terms that describe the the contributions to the
Brunt-Väisälä frequency. The temperature gradient serves to destabilise (N2

T < 0)
while the contribution from the composition will ensure a restoring force (N2

µ < 0,
recall that N2 = N2

T −N2
µ).

Thermohaline mixing requires both Ledoux and Schwarzschild stability. One
can see that the condition of an adverse molecular weight gradient is not sufficient
for instability, the superadiabiatic term may be stabilising enough to prevent any
motions. As heat loss occurs ∇ad − ∇ > 0 or ( ∇ − ∇ad < 0) results in Rµ > 0
(∇µ < 0). As ∇µ is so small one can see from the Brunt-Väisälä contributions that
thermohaline mixing occurs in the regime of marginal stability, consistent with our
findings in §2.3.3.

2.4.5 The Red Giant Branch Instability

2.4.5.1 Eggleton, Dearborn and Lattanzio (2006)

Thus far, we have discussed DD mixing in the form of semi-convection in the
context of the main sequence of massive stars, and during core-helium burning of
their lower mass counterparts. The thermohaline regime has been thought to act
on the surface of accreting stars, during the off centre core flash of low mass stars
and on the pre-main sequence. A further application, and the one of interest to
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us here, was proposed by Eggleton et al. (2006) (EDL06). During main-sequence
evolution a low mass star produces a substantial amount of 3He. Close to the
centre, all of the 3He has been destroyed in completing the pp chains. But at
lower temperatures the 3He remains (e.g. see Figure 1.3). When the FDU occurs
it mixes the envelope abundances over a large region, producing a homogeneous
envelope with a 3He content that is far above the equilibrium value. Following
FDU, the convective envelope recedes, leaving behind a region that is homogeneous
in composition.

When the hydrogen burning shell advances, the fragile 3He begins to burn. It
reduces the mean molecular weight leading to an inversion. Note that 3He burning
alone is not sufficient to drive the mixing. Whenever there is hydrogen burning
via the pp chains the 3He

(
3He, 2p

)4
He reaction (Equation 2.66) will decrease µ.

However the combined effect of the other reactions and the low abundance of
3He usually makes the effect of the 3He

(
3He, 2p

)4
He reaction on µ negligible. If

one can homogenise the region beforehand, then the effect of 3He
(

3He, 2p
)4

He
dominates. This way the mixing is initiated at essentially the same point as the
bump in the luminosity function, since both are caused by the H-shell reaching
the abundance discontinuity left behind from FDU. Eggleton et al. (2008, EDL08
hereinafter) have shown that the change in µ must be

δµ = µ2 δX(3He)

6
, (2.110)

where X(3He) is the mass fraction of 3He. They found the magnitude of such
inversions to be of the order

δµ

µ
∼ 10−4. (2.111)

Although this seems small, convection is in fact driven by a similarly small supera-
diabaticity. EDL06 first detected evidence of the instability through the use of the
3D radiation-hydrodynamics code ‘Djehuty’ (Dearborn et al., 2001; Bazan et al.,
2001; Turcotte et al., 2002; Eggleton et al., 2002; Bazán et al., 2003). Djehuty
was developed at Lawrence Livermore Laboratories and has been applied to many
astrophysical problems such as type 1a supernova (Dolan et al., 2007) and pro-
ton ingestion episodes (Stancliffe et al., 2011). Whilst the primary focus of their
investigation was to study the core flash hydrodynamically, EDL06 noticed the de-
velopment of motions in radiative regions. Upon closer inspection they found the
motions coincided with regions that possessed a molecular weight inversion, and
that the inversion was of order suggested by Equation 2.111. Such an inversion
is present in 1D codes, but without hydrodynamics, they require prescriptions to
tell them when and how to mix.

Initially, EDL06 thought they had found a Rayleigh-Taylor like instability,
however, in a follow up paper (EDL08) they recognised that the process was in
fact DD. Although EDL06 laboured over the nature by which the mixing occurs,
they were the first to recognise the key role that 3He burning provides in the onset
of the mixing. The paper demonstrated that mechanism is an elegant means to
ensure that stellar nucleosynthesis and Big Bang Nucleosynthesis remain consistent
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(Dearborn et al., 1986; Hata et al., 1995; Dearborn et al., 1996; Sackmann and
Boothroyd, 1999; Charbonnel and Zahn, 2007a,b). Measurements of 3He in HII
regions and planetary nebula (Rood et al., 1984; Hogan, 1995; Charbonnel, 1995;
Charbonnel and Do Nascimento, 1998; Tosi, 1998; Palla et al., 2000; Romano
et al., 2003) match the predicted yields from Big Bang Nucleosynthesis. Canonical
models predict that low-mass, main-sequence stars are net producers of 3He which
is returned to the ISM through mass loss. Hata et al. (1995) have shown that
about 90% of the 3He produced on the main sequence by low-mass stars must
be destroyed in order to to reconcile the two fields. We saw above how these
stars produced 3He, and the newly discovered mechanism now also destroys it,
removing the inconsistency with Big Bang Nucleosynthesis. This will still allow for
the existence of the minority of planetary nebula that show large 3He abundances
(Balser et al., 1997, 1999, 2006; Charbonnel and Zahn, 2007b). The DD mixing
mechanism described will operate until the 3He is destroyed, which may be beyond
the tip of the RGB (Stancliffe, 2010; Cantiello and Langer, 2010; Charbonnel and
Lagarde, 2010).

It was suggested in EDL08 that the instability should be referred to as ‘δµ
mixing’ to distinguish the mechanism from the other occurrences of DD mixing;
we have discussed the many applications in the stellar context. Furthermore, they
were concerned that the subtleties of the mixing may be overlooked given how well
DD processes have been studied in the past.

2.4.5.2 Application of the Stellar Stability Criteria

The molecular weight inversion develops in a region that is stable according to
both Schwarzschild and Ledoux criteria and thus cannot be semi-convection. Mix-
ing develops on account of the composition profile, that is the molecular weight
profile is the destabilising agent whilst the temperature is the stabilising quan-
tity. In §2.3.3, it was identified that overstable modes should develop when the
destabilising agent is the most rapidly diffusing of the two quantities. Conversely,
finger-like convection should develop if the destabilising agent is the slower of the
diffusing quantities. From these arguments and the conditions outlined in Equa-
tion 2.109 one would argue the process is in the thermohaline regime similar to
the situation described by Ulrich (1972) on the pre-main sequence. We can further
test this with the stellar stability criteria outlined in Chapter 2.4.4.

The panels in Figure 2.9 contain plots that describe the internal structure of a
1.0 M� star with metallicity Z=0.02. The model is calculated from the stellar code
described in Chapter 3. The evolutionary status corresponds to a star on the RGB
after the LF bump but before the RGB tip. Left panels display the entire mass
range of the star whilst right panels show the quantities over the region pertaining
to the EDL06 instability. The blue curves in the top panels show the molecular
weight profile with the right panel clearly showing the inversion that develops on
account of 3He burning. The second row has the temperature of the star plotted in
logarithmic form and it is clear that, although the temperature gradient is steep in
the region of interest, the temperature is smooth and monotonic. The behaviour
of ∇µ, the molecular weight gradient, is depicted by the vermilion cure in the third
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Figure 2.9: Left hand panels show the behaviour of the respective quantities over
the entire mass range of the star, right hand panels focus on the region where DD
mixing operates. Panels (a) and (b): The blue curve corresponds to the molec-
ular weight µ. Panels (c) and (d): The green curve represents the temperature
profile of the star. µ. Panels (e) and (f):The vermilion curve demonstrates the
behaviour of the molecular weight gradient and the grey curve indicates stability
according to the Schwarzschild criterion. Panels (g) and (h): The black curve
corresponds to the bracketed term in the Brunt-Väisälä frequency and the lavender
curve to the density ratio, Rµ.
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row of panels. We also plot the term ∇rad − ∇ad in grey, i.e., the Schwarzschild
criterion for convective stability. Regions in which ∇rad > ∇ad correspond to
convection, conversely those regions where ∇rad −∇ad < 0 are radiative. Finally
in the last row of panels we plot two useful quantities for analysis. The lavender
curve corresponds to the bracketed term in the Brunt-Väisälä frequency (Equation
2.102). Recall that this will indicate whether displaced material receives a restoring
force in its new environment. The black curve is the calculated density ratio (Rµ)
for the region, i.e., the stability parameter Equation 2.104.

The strong composition discontinuity in Figure 2.9(a) marks the location of
the advancing hydrogen-burning shell. The region below is the growing core whilst
ahead of the shell is the envelope and homogeneous region left behind by FDU. In
Figure 2.9(b), the scale of the molecular weight inversion and its proximity to the
shell is apparent. Due to the proximity to the burning shell, it is unsurprising the
inversion falls in a region with a steep temperature gradient (Figures 2.9(c) and
2.9(d)). On account of the composition discontinuity, |∇µ| → ∞. The scale used in
Figures 2.9(e) and 2.9(f) are not sufficient to detect changes in the gradient at the
mass coordinate of the µ inversion. From the curve denoting the Schwarzschild
criterion, one can expect that there can be very little overshooting beyond the
location of the µ inversion. The grey curve suggests that as one approaches the
source of the nuclear energy generation, the temperature gradients become very
strongly stabilising. Recall that

∇µ > ∇−∇ad ⇒ N2 > 0⇒ Ledoux stable

∇−∇ad > ∇µ ⇒ N2 < 0⇒ Ledoux unstable

which means that in Figure 2.9(h) the grey curve confirms that the region of inter-
est is in fact both Ledoux and Schwarzschild stable. Figure 2.9(g) demonstrates
that the star is Ledoux unstable in the convective envelope. Finally, notice how
the spike in the density ratio at the location of the µ inversion ensures that the
criteria set out in Equations 2.105 and 2.106 are met. It can therefore be inferred
that the region meets the conditions for a thermohaline instability to develop.

2.4.5.3 Application of Blob Theory

In the previous section the stability criteria, derived from other examples of DD
mixing, was applied to the RGB environment. We were able to determine that
the region is susceptible to thermohaline mixing but we were provided with no
information on how mixing occurs. In order to gauge stability of the EDL06
configuration, we must analyse how a parcel reacts when displaced from its initial
position. One must consider the direction in which an element is displaced as the
pressure gradient will effect the volume and hence buoyancy of the element. The
two thermohaline examples described by Kippenhahn et al. (1980), accretion and
the core flash, are unstable if a blob is displaced in the direction of gravity; the
configurations are similar to the salt fingers described by Stern (1960) in §2.3.2.
Hot salty (heavier) water sitting on cool freshwater. Similarly, Canuto (1999) gives
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the following description:

When both the T and S fields increase from the bottom to the top of the ocean, the
result is warm salty water over cold fresh water. Since the T field is stable while
the S field is unstable (heavy at the top), the latter causes an instability called salt
fingers.

We have seen that for this configuration the temperature excess of the salty
material will ensure that it remains buoyant and return to its initial position. If
however, the parcel loses heat on the time scale of its excursion into the cooler
layer, it will start to move away. This example clearly highlights the importance
of the competition between heat diffusion and composition diffusion. Let us now
consider displacement in the opposite direction of gravity. In the case of accretion
the solution is trivial, the accreted matter forms the outer layer of the star and
can not be displaced outwards. In the example of the core flash, the star has
strongly stabilising temperature and composition gradients radially outward. The
equivalent Rayleigh numbers would fall in the shaded region of Figure 2.6 thus any
disturbances are damped out.

Naively, it appears that this does not describe the configuration of the EDL
process. The molecular weight inversion develops ahead of a strongly stabilising
composition gradient, from Figure 2.9(a) it can be seen that this is almost discon-
tinuous. Any displacement in the direction of gravity will therefore be subject to
a strong restoring force. Furthermore, we do not have distinct well mixed layers
as in the Kippenhahn examples; there is a gradient in composition rather than a
dichotomy. Ulrich (1972) describes the process his formalism models:

Under normal conditions with dµ
dr < 0 no instability exists when the density gra-

dient and temperature gradient are both stable. However, in the presence of an
inverted distribution of mean molecular weight, the adverse heat fluctuation asso-
ciated with a displaced cell of material in thermally stable surroundings may diffuse
out of the cell and leave a residual favourable density fluctuation resulting from the
chemical composition.

This ‘favourable density flucatioation’ is clarified in Ulrich (1971)

As long as the velocity is sufficiently small, the temperature and pressure inside
a cell of moving matter will be the same as that outside and the fluctuation in µ
leads to a fluctuation in density which drives the motion.

We can draw a clear link to the GSF instability here. Although dynamically
stable, on a secular timescale instability can occur due to the rapid diffusion of
heat. If we do not include some prescription in stellar evolution codes to allow for
this secular instability then the dynamical stability derived from the temperature
gradients does not result in mixing.

The picture painted from the EDL06 model is as follows. In the region ho-
mogenised by FDU, 3He burning on a nuclear timescale, creates an inversion in
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the mean molecular weight profile. If we compare to the oceanic regime, then the
situation arises where hot lighter material underlies cool heavier material. One
would expect this to be dynamically unstable, however we must remember that in
the stellar environment that it is not the temperature that is the competing quan-
tity but ∇−∇ad. On scales such that background entropy cannot act to stabilise
motions and such that perturbed material is of constant µ, a blob displaced in the
opposite direction of gravity will enter a cooler region of slightly lower pressure.
This means that the blob has a higher pressure than it requires for its position.
Hence it quickly expands (and begins to cool) in order to establish pressure equi-
librium. The expansion reduces the density and therefore the element becomes
buoyant. The parcel rises until it finds an equilibrium point where the external
pressure and density are equal to that inside the bubble. This is expected to be a
small displacement which occurs on a dynamical timescale. Note that this is the
‘favourable density fluctuation’ described by Ulrich.

As the molecular weight inside the bubble is lower than its surroundings, the
equilibrium point must correspond to a place where the external temperature is
higher than that of the bubble. The temperature inside the bubble will be lower
than its surroundings (we may assume a perfect gas equation of state):

Ti

To
=
µi

µo
, (2.112)

where subscript i denotes the inside of the bubble and subscript o denotes the
surroundings. As heat begins to diffuse into the parcel, layers will start to strip
off in the form of long fingers. It is this secondary mixing that governs the overall
mixing timescale. The mixing cycles in fresh 3He from the envelope reservoir,
to replace the 3He-depleted material that is rising toward the star’s convective
envelope.

It is worth highlighting the similarities between the EDL06 picture and that of
Ulrich (1972). EDL06 do not consider the effect of energy losses from the blob on its
surroundings. According to Kippenhahn et al. (1980) the heat leakage that creates
the initial instability will create a circulation system that destroys the blob before
it has a chance to move an appreciable fraction of its size. EDL assume that the
fluid rises and does not break up through energy exchange with its environment;
a blob is able to lose heat and settle in a location in which the surroundings are
cooler. The mixing cycles in fresh 3He from the envelope reservoir, to replace the
3He-depleted material that is rising toward the star’s convective envelope. This
upward-flowing material will also have experienced other burning, such as CN
cycling, while in the hotter region. It will also experience further burning in the
future as the material is cycled through this region on subsequent occasions. The
fact that this model predicts that heat diffusion into the blob will strip off layers
means that, like Ulrich, the authors assume that the thermally limited modes
dominate the mixing. The length scale must be such that heat can diffuse and
increase the buoyancy of material before the whole parcel is thermalised with its
surroundings.
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2.4.5.4 Eggleton, Dearborn and Lattanzio (2008)

Having determined theoretical upper and lower limits for the mixing speed, Eggle-
ton et al. (2008) elected to model the motions with a formalism similar to the one
already used for convective mixing in their 1D stellar evolution code.

D =


Finvr

2

tnuclear
(µ− µmin) if (k ≥ kmin)

0 if (k ≤ kmin),

(2.113)

where k is the mesh point number, counted outwards from the centre of the model,
kmin is the value of k for which µ takes its minimum value of µmin, r is the
radial coordinate, Finv is a constant which is selected to obtain the desired mixing
efficiency and tnuclear is an estimate of the nuclear evolution timescale. The nuclear
timescale along the RGB can be estimated as follows

tnuclear =
EX0M

L
, (2.114)

where E is the energy available from hydrogen burning, X is the hydrogen abun-
dance in the outer layers (≈ 0.7), and L is the luminosity. This form was chosen
so that it is consistent with the convective prescription inside the Eggleton code
(Eggleton, 1971, 1972). In a standard convective region the diffusion coefficient D
scales quadratically with the temperature gradient excess over the adiabatic value,
and inversely with the nuclear timescale,

D =
Fconvr

2

tnuc
[max(0,∇rad −∇ad)]2 (2.115)

2.4.5.5 Charbonnel and Zahn (2007)

With EDL06 outlining the role of 3He and the µ inversion, Charbonnel and Zahn
(2007a, CZ07a hereinafter) also realised the DD nature of the mixing and adopted
the following prescription:

Dt = CtK
(ϕ
δ

) −∇µ
(∇ad −∇)

for ∇µ < 0, (2.116)

where K is the thermal diffusivity and Ct is a dimensionless free parameter. In
fact Ct is related to the aspect ratio, α, of the fingers in the following manner:

Ct =
8

3
π2α2. (2.117)

It can be shown that this is equivalent to Equation 2.84 in the formulation of
Ulrich. The thermal diffusivity, K, is given by

K =
k

ρCP
(2.118)
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where k is the thermal conductivity, ρ the density and CP the specific heat capacity
at constant pressure. k, the thermal conductivity is defined as

k =
4acT 3

3ρκ
(2.119)

where the variables have the same meaning as Equation 2.86. Substituting Equa-
tions 2.118 and 2.119 into Equation 2.116 as well as the fact ϕ/δ = 1 in non-
degenerate conditions then we arrive at Ulrich’s expression Equation 2.84 for the
diffusion coefficient. Furthermore, it can be shown that this is equivalent to the
expression of Kippenhahn et al. (1980) with α ≈ 1. Starting with Equation 2.91

D = vµL =
HpL

(∇ad −∇)τ∗kh
η ≈ HpL

2

(∇ad −∇)τ∗kh

∣∣∣∣dµdr
∣∣∣∣ 1

µ
(2.120)

As Kippenhahn et al. (1980) have shown that the fastest growing modes are dis-
rupted by the circulation system they create, the appropriately L to use in this
context is of the order of the bubble themselves, i.e., d ≈ L. Making this substi-
tution along with expression for thermal adjustment (Equation 2.85)

τ∗kh =
cpκ0ρ

2
od

2

16acT 3
0

=
cpρ0d

2

12K0
(2.121)

into Equation 2.120, we can express the Kippenhahn et al. (1980) diffusion equation
as

D =
12KoHp

ρcp

dP

dr

dµ

dp

1

µ

1

∇ad −∇
. (2.122)

By defintion

∇µ =
∂ ln µ

∂ ln P
=
dµ

dp

P

µ
(2.123)

⇒ D =
12kHp

ρcp

1

P

dP

dr

∇µ
∇ad −∇

. (2.124)

The pressure scale height, HP , can be expressed as

HP =
−dr
d ln P

= −P dr

dP
(2.125)

⇒ D =
12k

ρcp

−∇µ
∇ad −∇

(2.126)

From Equation 2.118

D = 12 ·K −∇µ
∇ad −∇

(2.127)
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which is now in the same form as Equation 2.116

⇒ Ct = 12

⇔ 8

3
π2α2 = 12

⇒ α = 0.67 ≈ 1 (2.128)

EDL06, EDL08 and Charbonnel and Zahn (2007a) demonstrated that as an
RGB extra-mixing mechansim, the thermohaine instability reproduced many of
the requirements outlined in §1.2.1, namely:

1. The mixing begins once the hydrogen burning shell has advanced through the
composition discontinuity left behind by first dredge-up. This coincides with
the bump in the luminosity function in globular clusters and the magnitude
at which observations show changes to stellar surface abundances.

2. It displays the required mass and metallicity dependence.

3. The mixing is a means to reconcile RGB 3He yields with predictions of the
Big Bang and measurements of the interstellar medium.

4. The mixing impacts upon the abundances of 12C, 13C, 14N, and7Li.

In the following sections we undertake a quantitative analysis of thermohaline
mixing and compare the results to observations and 3D simulations. The ability
to match observations is the first step in determining whether the process does
govern the surface abundances of low-mass RGB stars.

2.5 Summary

Here marks the end of Part I, the introductory background material. The aim thus
far has been to develop the required tools to analyse the role of thermohaline mixing
during the RGB. Knowing for the sake of knowing is motivation in itself, but for
those who required further justification we began by highlighting the significance of
this study in an astrophysical context. Summarising low-mass evolution allowed
us to identify the shortfall in the current theory and highlighted the need for
extra mixing during the RGB. One of stellar evolution’s usefulness to the broader
community lies in its ability to predict abundances for Galactic chemical evolution
models. For this reason RGB evolution is often overlooked. It was therefore
essential to demonstrate the contribution of RGB stars to the chemical evolution
of the galaxy; the role of the 3He abundance served as the primary concern. Those
further species expected to be affected by extra mixing were identified and related
back to globular clusters and the associated chemical anomalies. The well studied
GCs will serve as a testbed for the thermohaline mechanism in this work and the
multiple population scenario paradigm in which we must operate was reviewed.
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Although the focus of this study is thermohaline mixing, it is one of many pos-
tulated extra mixing mechanisms. Understanding the process responsible has been
the source of much contention and has resulted in a wealth of literature. Of those
we summarised, rotational mixing has been the most studied process. Thus, time
was taken to understand one of rotation instabilities in the GSF mechanism. The
GSF instability, itself a doubly-diffusive process, provided the impetus for the de-
velopment of ‘blob theory’; a framework later utilised to understand thermohaline
mixing.

2.5.1 Linear Theory

Thermohaline mixing first entered the astrophysics literature in the late 1960’s
and the theory was well developed in stars by the time EDL06 suggested their new
application. Rather than simply applying the derived formulations, the oceanic ori-
gins of the mixing were explored. The exercise not only revealed the rich behaviour
stemming from DD systems but has also provided us with a strong background for
analysing the numerical simulations reviewed in §10. The situation in the ocean is
somewhat simpler than in the stellar environment, thus allowing for a more gentle
introduction of concepts such as the competing gradients and stabilising and desta-
bilising quantities. The main findings from the oceanic analysis are summarised
below.

Much insight into the behaviour of a flow can be gained through dimension-
less numbers that describe the internal properties of the fluid. Through non-
dimensionalising the Navier-Stokes equations and applying the Boussinesq approx-
imation the dimensionless numbers of interest to DD mixing are:

• The ratio of diffusivities sometimes referred to as the inverse Lewis number
τ = Ks/KT .

• The Prandtl number, the ratio viscosity to thermal diffusivity. Pr = ν/KT .

• The Rayleigh number, the ratio of buoyancy to the diffusive processes of con-
duction and viscosity Ra = gα∆Td3/νKT and for salt Rs = gβ∆Sd3/νKT .

• The density ratio, Rρ = β∆S/α∆T .

By introducing boundary conditions and solving the dispersion relation, the
mixing regimes possible in DD systems were revealed. The analysis focussed on
oceanic conditions where Pr = 10 and τ = 0.01. In DD systems:

• Finger-like convection occurs when the the destabilising agent is the slower
of the diffusing quantities.

• Oscillatory or ’diffusive’ convection occurs when the destabilising agent is
the most rapidly diffusing of the two quantities.

• Density gradients that are highly unstable in singly-diffusive systems can
remain stable in a doubly-diffusive configuration
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• Configurations that are convectively stable in singly-diffusive systems can be
unstable in doubly-diffusive systems.

Under the oceanic conditions, further analysis (Figure 2.7) shed light on the
nature of the mixing. In the thermohaline regime it was found that the fastest
growing modes dominate the mixing. For the fastest growing modes, energy ex-
change in this regime is most effective when the geometry is finger like.

2.5.2 Stellar Theory

The previous applications of DD mixing in the stellar regime were investigated.
Semi-convection and thermohaline mixing have both been thought to significantly
affect the evolution of stars. By comparing and contrasting the processes, clear
stability criteria were derived and applied to the RGB mechanism. It was demon-
strated that the point inside the star where EDL06 predict that mixing should
develop meets the conditions for thermohaline instability to develop. The basis of
the Ulrich (1972) and Kippenhahn et al. (1980) and EDL08 diffusion coefficients
was outlined in detail. The assumptions each make about the mixing process is es-
sential for comparisons to the 3D simulations. The key point of difference between
the formalisms pertains to the mixing length and which modes can dominate the
mixing.

Ulrich (1972)

• The background entropy gradient must be taken into account in the stellar
environment so that ∇ − ∇ad is the competing temperature term and µ is
the competing composition quantity.

• In stellar conditions the fastest growing modes do not necessarily dominate
the mixing. Self induced turbulence is expected to render these modes highly
inefficient.

• The modes that dominate mixing are the thermally limited modes, those
who’s horizontal scale is so large that the growth of velocity is limited by the
rate at which heat diffuses out.

• The resultant cells are not as long and thin as those in the oceans, but a
cell can still grow by a factor of a few times its diameter before mixing with
the surroundings. This is irrespective of the fact the fingers are unstable to
shear flow.

• Horizontal turbulence on the other hand, say through circulation systems
formed from its own heat loss, may inhibit the mixing efficiency.

Kippenhahn et al. (1980)

• Perturbations form blobs that are more or less spherical.
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• The formulation for the diffusion coefficient can be shown to be equivalent
to that of Ulrich with spherical blobs rather than long fingers the assumed
geometry.

• Heat losses from the disturbed blob will create a circulation system that
stops the blob travelling much further than its diameter.

• By inhibiting vertical mixing, turbulence leads to well mixed horizontal lay-
ers.

EDL06

• A favourable density fluctuation sees an element rise and cool. Heat loss to
the environment does not disrupt the motions.

• The element will continue to cool and rise until it finds its equilibrium po-
sition. Due to the lower internal molecular weight it will settle in a region
warmer than the internal temperature.

• Heat will diffuse in and strip layers off the element. This therefore means
that the modes responsible are the thermally limited modes. Smaller modes
will thermalise and mix with the surroundings before material can strip off.

Thermohaline mixing qualitatively reproduces the behaviour required to match
observations. It is essential to test quantitatively whether it does in fact match
observations. Such an exercise will also help constrain the above assumptions. In
order to investigate the mixing on an evolutionary time scale it is necessary to
implement a mixing prescription into 1D stellar codes. This is the focus of Part
II.



Part II

Numerical Modelling
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Chapter 3

The Evolution Code

To improve is to change; to be perfect is to change often.

- Sir Winston Churchill

I am an old man now, and when I die and go to heaven there are two matters on
which I hope for enlightenment. One is quantum electrodynamics and the other is
the turbulent motion of fluids. About the former I am rather optimistic.

- Sir Horace Lamb

3.1 Overview of the Monash Codes

Our investigations into the evolutionary effects of thermohaline mixing were carried
out with two stellar physics codes:

1. MONSTAR (The Monash version of the Mt.Stromlo evolution code; see
Campbell and Lattanzio 2008), which calculates the stellar structure.

2. MONSOON, the Monash post-processing nucleosynthesis code (Church et al.,
2009).

In general, the abundances of elements in stellar models are calculated via one
of two means. Either a post-processing scheme is employed (Pignatari et al.,
2008) or the nucleosynthesis is coupled to the evolution (Eggleton, 1972). A small
nucleosynthetic network is included in MONSTAR which follows those reactions
that feed back on the structure of the star (pp chains, CNO cycles, 4He burning).
For more advanced nucleosynthesis, MONSOON takes the structural information
and calculates the abundances of the nuclei specified in a user-defined network. In
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theory, having a separate code to calculate the trace nuclei provides great flexibility
in modelling. Investigations relating to hydrogen or helium burning can employ a
truncated network which will reduce the computational cost. If, on the other hand,
AGB evolution is of primary interest then the code can be adapted to efficiently
calculate full s-process yields (e.g., MONTAGE see Church et al. 2009). Further
advantages of the post-processing method include:

• When updating the rates of reactions involving trace elements it is not nec-
essary to recalculate the structure.

• MONSOON can choose its own timestep which is determined by changes
in composition rather than in structure, e.g., during the inter-pulse phase
MONSTAR needs to take small timesteps to resolve the structure, but during
the thermal pulse MONSOON requires smaller timesteps to trace the mixing.
Allowing the codes to use the timestep most appropriate to their calculations
can increase efficiency and numerical stability.

• MONSOON can choose its own mesh. With no need to resolve steep gra-
dients such as the pressure, this may lead to fewer points and a decrease in
computational cost (it does of course have to resolve steep gradients in com-
position). It also employs a shell shifting technique which allows for efficient
following of the burning shells.

Most of the reactions possible in a star do not contribute enough energy to signif-
icantly feed back on the structure. Even so, a detailed consideration of all nuclei
can still provide a probe of stellar interiors. In nearby systems observations of the
12C/13C (Dearborn et al., 1975b; Keller et al., 2001; Pavlenko et al., 2003) and
25Mg/26Mg (Shetrone, 1996b; Yong et al., 2003, 2006) isotopic ratios constrain the
burning conditions inside stars. Detailed measurements of pre-solar grains can de-
termine abundance ratios with levels of precision far beyond that of spectroscopy
and provide insight into the properties of the stars in which they formed (Hoppe
et al., 1994; Lugaro, 2005; Zinner, 2008; Ávila et al., 2012).

In this chapter we outline the details of MONSTAR as well as the necessary
changes to implement thermohaline mixing in the stellar evolution code. In the
subsequent chapter we extend the same analysis to the post-processing code.

3.2 Overview of the Stellar Evolution Code

3.2.1 The Equations of Stellar Structure

MONSTAR is a single-star evolution code based on the simplifying assumption
of spherical symmetry (so that calculations can be carried out in one dimension).
The code includes the forces of pressure and gravity but does not consider rotation
or magnetic fields. MONSTAR determines a mathematical model that describes
the structure of the star at a given time. This is done by solving the equations of
stellar structure:
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conservation of mass;
∂r

∂m
=

1

4πr2ρ
, (3.1)

hydrostatic equilibrium (conservation of momentum);

∂P

∂m
= − Gm

4πr4
, (3.2)

conservation of energy;
∂Lr
∂m

= εnuc + εgrav − εν , (3.3)

energy transport;
∂T

∂m
= − GmT

4πr4P
∇, (3.4)

as well as the governing equation of composition;

∂Xi

∂t
=
mi

ρ

∑
j

rji −
∑
k

rik

 , i = 1, ..., k (3.5)

where the variables take on their usual meanings. Introductory texts such as
Kippenhahn and Weigert (1990), Clayton (1983) and Hansen and Kawaler (1994)
are recommended resources for the derivation of the these equations. Note that in
the energy transport equation, ∇ takes on distinct meanings depending on which
region of the star is in consideration. In radiative regions

∇ ≡ ∇rad =
3

16πacG

κLrP

mT 4
(3.6)

which results from assuming a photon diffusion model. In convective regions, which
are determined by the Schwarzschild criterion (Equation 2.67),∇ is calculated from
the mixing length theory (Böhm-Vitense, 1958) and is often close to the adiabatic
temperature gradient

∇ad =
Pδ

TρCP
. (3.7)

In Equation 3.5 rij indicates the rates of reactions in which the species i is created
from species j. rik denotes the rates of reactions in which species i is destroyed to
create species k.

In §2.1 we alluded to the fact that the limitations of our modelling do not allow
for the formation of instabilities that may develop in nature. Worthy of special
mention is the condition of hydrostatic equilibrium, which is not always valid. For
modelling purposes, a Lagrangian description is preferred as this simplifies the
time derivatives in the structure equations. Without a mass-loss prescription the
coordinate range remains constant whereas the radius varies greatly with time. A
secondary advantage is the elimination of a density (coordinate) singularity at the
centre of the star.
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3.2.2 The Numerical Scheme

As is standard in modern stellar astrophysics, MONSTAR utilises the Henyey
method (Henyey et al., 1964) to solve the structure equations numerically. This
is a generalized Newton-Raphson method which relies on relaxation to converge
sequential models. The general principle involves dividing the star into concen-
tric mass shells; MONSTAR typically uses between 600-1200 shells. Each of the
equations 3.1 - 3.5, is written as an implicit, finite difference equation across two
consecutive mass shells. The use of a relaxation method implies that this is an
iterative process whereby a new model is considered converged if a correction to
the guessed solution is within a given set of tolerances. The Henyey procedure is
reviewed in Kippenhahn and Weigert (1990) and Hansen and Kawaler (1994) and
further details can be found therein.

The placing of mesh points is selected so to adequately resolve gradients of the
dependent variables (L, T, r, P ) as well as the composition. We will see that ther-
mohaline mixing is sensitive to placing of these points and therefore we dedicate
§3.2.5 and §3.3.3 to discussions of the spatial resolution (mesh). Time stepping
control in MONSTAR is set by any one of seven criteria that ensure that the gradi-
ents of the dependent variables or composition do not change significantly between
converged models (see Table 3.2.5).

The details of mixing in MONSTAR are described below but numerically it
is treated in a semi-coupled manner with the structure. As described in Frost
(1997) the code uses the rate of change of composition to extrapolate from the last
converged model. The extrapolation serves as an initial estimate for the new model
and a converged model is generated by iterating upon the state variables until the
equations of stellar structure are satisfied. During each iteration the convective
boundaries are determined from the current conditions but the abundances re-
calculated from the previous converged model so that any feedback on the point of
neutrality is considered. As Frost (1997) stresses “the code does not retain memory
of the abundances from the previous iteration–nor should it, as iterations are not
time-steps.”

Alternative methods for calculating the mixing include converging the struc-
ture then using this configuration to compute the mixing and burning (Straniero
et al., 2000). This method can be employed by MONSTAR but is only used when
convergence difficulties arise. The third method available involves solving all the
equations in a single timestep. Although some may suggest a moral inferiority by
electing not to solve the abundances with the structure in the Henyey matrix, given
adequate timestepping control, the iterative method should converge on the fully-
coupled solution (Pols and Tout, 2001). Stancliffe (2006), however, has suggested
that this is not necessarily the case during the thermally pulsing AGB phase.

3.2.3 The Input Physics

3.2.3.1 Equation of State

The equation of state (EOS) relates the thermodynamic state variables of a sys-
tem. In the equations of stellar structure two of these quantities are the dependent
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variables; in MONSTAR these are lnT and lnP . They are calculated through the
EOS, along with the constituent variables density (ρ), internal energy (U), specific
heat capacity at constant temperature (CP ), degeneracy (ψ) as well as their re-
spective derivatives at every mesh point. Under relativistic or electron-degenerate
conditions, the fitting formula of Beaudet and Tassoul (1971) is employed. In case
of failing convergence, a computationally more expensive analytic solution can be
calculated. Note that this method still requires the numerical evaluation of the
Fermi-Dirac integrals. Typically, degenerate conditions are associated with the
core whereas most of the star can be described by a fully-ionised plasma. In these
regions the state is governed by the ideal gas equation with allowances for radia-
tion pressure. Towards the surface, where temperatures are considerably cooler,
the gas is characterised by partial ionization. These regions are treated with the
Saha equation as described by Bærentzen (1965).

3.2.3.2 Nuclear Energy Generation

As MONSTAR is concerned with the stellar structure, it only follows those species
that are significant energetically, that impact upon µ or are important to the
opacity. A six species network (1H, 3He, 4He, 12C, 14N, 16O), as well as a seventh
pseudo-element that ensures baryon conservation, is sufficient to calculate feedback
on the structure from the nuclear energy generation. The current network allows
core hydrogen (pp-chains and CNO cycle) and helium burning phases of evolution
(hence low-mass stars) but has recently been expanded to model super-AGB stars
with a simplified treatment of core-carbon burning (Doherty et al., 2010). Whilst
not traced explicitly, the less abundant isotopes are accounted for by assuming
equilibrium is reached instantaneously. The set of reaction rates for hydrogen
burning come primarily from Fowler et al. (1975) and Harris et al. (1983).

Besides those reactions that liberate energy, MONSTAR also considers reac-
tions that cool the star. The effect of neutrino energy losses are significant pri-
marily under degenerate conditions. They are treated according to Beaudet et al.
(1967), Festa and Ruderman (1969), Ramadurai (1976) and Dicus et al. (1976).

3.2.3.3 Opacity

“You can not solve the equations of stellar structure in your head”. This sage
advice from the author’s supervisor, is particularly relevant when trying to under-
stand the interdependency between the microphysics included in stellar codes. In
§1.1 we have seen an example of the role that the chemistry of the star plays in
the opacity. The opacity, which contributes to the distribution of heat and energy
throughout the star, will in turn affect the nucleosynthesis and further change the
composition. Considerations of opacity are paramount on the AGB, where it can
greatly affect the mass loss rate and lifetime of the star (Marigo and Aringer, 2009;
Constantino et al., 2014). Apart from the negative H− ion discussed previously,
sources of opacity include electron scattering, free-free absorption, bound-free and
bound-bound absorption, molecules, dust and conductive opacity.

Opacity calculations, pertaining to the mass and metallicity of RGB globular
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cluster stars, are covered at the high temperature end by the OPAL Rosseland
mean opacity tables (Iglesias and Rogers, 1996). MONSTAR interpolates between
and across opacity tables for given temperatures and composition. The OPAL
tables cover temperatures in the range 7000K < T < 5 × 108K however below
10,000 K, C and N variable opacity tables from Lederer and Aringer (2009) are
used (see Campbell 2007 and Campbell and Lattanzio 2008 for further details).
Low-temperature molecular opacities for stellar envelopes were initially based on
a fitting formula (Bessell et al., 1989; Chiosi et al., 1993) but changed to the
Alexander (1975) and Alexander et al. (1983) tables. Prior to the current Lederer
and Aringer (2009) tables, the Ferguson et al. (2005) low-temperature tables had
been implemented. Although not required in this study, Campbell and Lattanzio
(2008) also extended the tables to cover zero metallicity stars which necessitated
the addition of high temperature opacities (Chieffi 2005, private communication).
Variable C and N molecular opacities (Marigo and Aringer, 2009) and a more
efficient interpolation routine have recently been added to a forked version of the
code and are expected to be merged into the trunk shortly.

Conductive opacities are also included in MONSTAR. In the non-relativistic
regime, electron conductivity is from the analytical fit of Iben (1975) to the Hub-
bard and Lampe (1969) and Itoh et al. (1983) tables. Relativistic electron con-
ductivity is through the formulae of Itoh et al. (1983) and Mitake et al. (1984).
Opacities for solid material (such as the occurrence of crystal formation) are from
Raikh and Iakovlev (1982).

3.2.3.4 Mass Loss

In low-mass stars, the stellar wind is the only means by which material is returned
to the interstellar medium. The rate at which mass is lost is critical in determining
the chemical evolution of the Galaxy; we have already encountered the 3He prob-
lem. MONSTAR has various mass-loss prescriptions available but for this study
we apply the well tried Reimers (1975) rate

Ṁ = 4× 10−13 η
MR

L
(M� yr−1). (3.8)

Here M is the stellar mass, R the stellar radius, L the luminosity and the free
parameter η is usually taken as 0.4. Although beyond the scope of this study,
recently an updated version of Vassiliadis and Wood (1993) has been implemented
for AGB evolution (Wood, 2007).

3.2.4 The Mixing Algorithm

MONSTAR utilises the MLT theory of convection. The treatment of convection
is a major criticism of stellar evolution and further discussion is provided in Ap-
pendix A for the interested reader. The formalism is a single-eddy approach that
approximates the different scales at which turbulence operates into a characteristic
blob. The blob is assumed to travel a mixing length, `, before losing its identity
and mixing with its surroundings. It is usually assumed that the mixing length is
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some factor (α) of the local pressure scale height (HP ) such that

` = αHP . (3.9)

The mixing length is calibrated by evolving a 1 M� stellar model to the current age
of the sun (4.57±0.02 Gyr, Bonanno et al. 2002; Bahcall et al. 1995), and adjusting
α to match the observed solar radius and luminosity. How efficient convection
needs to be will vary in each code and depends on the choice of geometric factors
in the MLT. MONSTAR requires a value of α ≈ 1.75 for its solar model.

There are two points of interest we need to consider for our study. The mixing
length parameter is chosen to match the Sun, a star nearly half way through its
main sequence lifetime. The parameter is not changed for the later phases of stellar
evolution nor is it altered for stars of different mass and metallicity. Given the
stochastic nature of convection, this is almost certainly the wrong thing to do but
is the standard practice. Our thermohaline diffusion coefficients (Equations 2.113
and 2.116) are highly dependent on the local temperature gradients and resultant
velocity profiles. Any uncertainties therein are propagated in our thermohaline
prescription e.g., the required free parameter (aspect ratio) required to match
observations. Secondly it should be noted that MLT is not really a single parameter
theory. Through the derivations of (Kippenhahn and Weigert, 1990) and Weiss
et al. (2004) it can be seen that many assumptions go into the theory, much like
those we made for the GSF instability in Equation 2.6. Although not relevant for
RGB evolution, it should be noted for future comparisons that MONSTAR has
a formalism for the treatment of internal-gravitational energy production due to
heavy nuclei (see Wood 1981 for details). The associated change in entropy tends
to result in a deeper third dredge-up than is otherwise predicted.

3.2.4.1 Mixing of the Chemical Composition

Instantaneous Mixing

During most phases of stellar evolution, the nuclear burning timescale exceeds
the timescale for mixing by many orders of magnitude (the convective turnover
timescale is of order hours to weeks). Thus it is convenient to assume that mixing
occurs instantaneously compared structural changes. This is the approach orig-
inally employed by MONSTAR, where the chemical composition is homogenised
inside each convection zone every timestep. However, in extreme cases, there are
events where changes to the structure must be resolved on a comparable timescale
to the mixing (e.g., proton ingestion episodes or the core flash). During such events
the instantaneous mixing approximation is no longer valid and a time-dependent
mixing algorithm is required.

Time-Dependent Diffusive Mixing

An alternative to the instantaneous approximation is to model the mixing as a
diffusive process. Such an assumption is valid as long as the mean free path of
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a blob is much less than the mixing zone (which is at least true for a convective
envelope). The composition equation 3.5 is replaced by a diffusive term

dXi

dt
=

(
∂Xi

∂t

)
nuc

+
∂

∂mr

((
4πr2ρ

)2
D
∂Xi

∂mr

)
, (3.10)

where
(
∂Xi
∂t

)
nuc

is a term that describes the change in abundance due to nuclear

burning. The value of the diffusion coefficient, D, is determined by a formula that
is designed to mimic the mixing process of interest (e.g., thermohaline).

Diffusive mixing was implemented into MONSTAR by Campbell (2007) and
Campbell and Lattanzio (2008) for the purpose of investigating zero-metallicity
stellar evolution. The time dependence of the mixing is an essential property
when the mixing and evolutionary timescales become comparable, such as during
the dual core flashes and dual shell flashes of primordial stars. Time-dependent
mixing is also significant during events where mixing is slow or in cases where
mixing does not result in homogeneity. The doubly-diffusive processes described
in §2.4 are slow compared to convection. They rely on the smoothing out of a
gradient rather than mixing to homogeneity in a single timestep. As such their
mathematical prescriptions are given in terms of an equation for the diffusion
coefficient, D which can then be applied to Equation 3.10.

3.2.4.2 Overshoot and Semi Convection

Although the models relevant to this study are run without semi convection, the
focus is on a similar doubly-diffusive process. The implementation of semi convec-
tion and the closely related overshoot provides some insight into the limitations
of the mixing algorithm in MONSTAR. It reiterates the fact that any mixing we
expect beyond convection must be explicitly parametrised into the 1D codes and
is plagued by uncertainty.

As we have discussed, the local formalism of MLT is unable to determine
whether a convective parcel approaching a convective boundary possesses enough
momentum to overshoot into a stably stratified region. Assuming overshooting
does occur, we require a theory that predicts the depth of penetration. Overshoot-
ing in stellar interiors is supported by observations of binaries (Andersen et al.,
1990; Ribas et al., 2000; Claret, 2007; Zhang, 2012a) and stellar clusters (Lattanzio
et al., 1991; Demarque et al., 1994; Colucci and Bernstein, 2012). These systems
have been modelled in order to constrain the extent of mixing. Zhang (2012b)
explored whether overshooting during the main sequence is required to match the
solar lithium abundance and Pumo et al. (2010) demonstrate how the process can
lead to the production of s-process nuclei in massive stars. It is expected that
over time the budding field of asteroseismology will shed light on the issue and
provide further constraints (Noels et al., 2010). Hydrodynamical models of over-
shoot include those of Freytag et al. (1996), Singh et al. (1995) and Herwig et al.
(2006) all of whom suggest that there is non-zero overshoot, and that the extent
of penetration depends on the conditions at the edge of the convection zone. They
also agree that the velocity of any overshooting material decays exponentially with
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distance.

The treatment of semi convection and overshoot in MONSTAR is dependent
on which mixing regime is employed. In the case of instantaneous mixing there is
no formalism for true overshoot, rather the code utilises ‘a search for convective
neutrality’ (Lattanzio, 1986). The algorithm uses the last two convective points
to linearly extrapolate ∇rad/∇ad to the first radiative point. If according to the
extrapolation ∇rad/∇ad > 1, then the convective boundary is extended to the
new point. Note that this algorithm only allows the location of the convective
boundary to change by at most one mesh point every iteration. Similarly, the
semi convection algorithm (Robertson and Faulkner, 1972) searches for neutrality
between a convective core and small convective region outside the core. Recall
that during semi convection, material just outside the core is unstable according
to Schwarzschild but stable according to Ledoux. In this region, a slow mixing
is applied to mimic the fact thermal stability can be attained without complete
mixing. As we already alluded to, thermohaline mixing is sensitive to the mesh
spacing in the region of interest. So too is the doubly-diffusive semi convection.
Lattanzio (1984) found the need to introduce a parameter that controls the mesh
spacing around the convective core.

With the introduction of diffusive mixing, Campbell (2007) was able to modify
the formalisms of overshoot and semi-convection in MONSTAR. He followed Her-
wig et al. (1997) who parameterised the results of Freytag et al. (1996) in which
numerical simulations of convection indicated an exponential decay in velocity of
the overshooting material with radius (distance). In analogy to the pressure scale
height, HP , Herwig defines a ‘velocity scale height’, Hv, such that

Hv = fosHP (3.11)

where fos is a scaling factor. The resultant equation for the diffusion coefficient is
then

Dos = D0 e
−2z
Hv (3.12)

where D0 is the diffusion coefficient of the last convective point and z is distance
from the convective boundary. The treatment for semi convection has been mod-
ified to search for regions that are stable according to the Schwarzschild criterion
but unstable according to Ledoux. In regions where

0 < ∇−∇ad <
β

4− 3β
∇µ (3.13)

and where β is the ratio of gas to total pressure, the region is diffusively mixed.
Slow mixing velocities are applied to mimic the nature of semi convection however
there is no justification for the speed selected. The diffusion coefficient is simply
set to 1000 in the semi-convective regions. In the future, this proof of concept
(for diffusive semi convection) will be updated to include the formalisms of Langer
et al. (1985) (i.e., Equation 2.71) or that of Grossman and Taam (1996).
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Figure 3.1: A 2D schematic of MONSTAR’s mesh as a function of time (model
number). The dependent variables temperature (ln T ), pressure (ln P ), radius
(r/R�) as well as the mass fraction (X) of the seven abundances, the internal
energy (U), opacity (κ) and density (ρ) are all calculated at mesh points (cell
boundaries, denoted by stars in the figure). Luminosity (L/L�), convective veloc-
ity (v) and the diffusion coefficient (D) are calculated at the midpoint of the cell
(denoted by a circle for the current mesh point). A primary array calculates the
mass location of each mesh point and a secondary array stores the mass locations
of each midpoint.
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3.2.5 The Meshing Routine

As discussed by Campbell (2007), the independent mass variable in MONSTAR is
given in the form:

x =
(mr

M

) 1
3
. (3.14)

This variable, introduced by Faulkner (1968), allows the central point to be in-
cluded as a normal meshpoint and ensures that all the dependent derivatives are
defined at this location. Figure 3.1 shows which variables the code calculates on
mesh points and which are defined at the midpoint of the cell. The convention
used in MONSTAR sets the core as meshpoint one and increases concentrically
towards the surface. From this central mesh point, the simplest of the meshing
criteria sets points at equidistant mass intervals. For the models in this study, the
mass spacing does not exceed ∆M = 0.02 M�. There are further restrictions that
ensure the four radial gradients of interest (L, T , r, P ) are adequately resolved.
The timestepping and meshing criteria are outlined in Table 3.2.5 along with typi-
cal values to ensure an adequately resolved evolutionary calculation. The limits for
the respective variables are set as input parameters. MONSTAR has two criteria
to follow the change in abundance across mesh points. There is a maximum arith-
metic change in any of the chemical species. However this alone is not sufficient
to resolve the composition. At the bottom of a burning shell, the change in abun-
dance can easily be less than that specified by the arithmetic criterion. In order
to resolve the nuclear burning, a geometric condition is added which limits the
maximum value of the ratio of two adjacent abundance values. The combination
of these criteria result in a spatial grid that is generally not uniformly distributed.
MONSTAR’s adaptive mesh adds and removes points each model in an attempt
to optimise the calculations.

3.3 Changes to the Stellar Evolution Code

The most straightforward means to include thermohaline mixing in the stellar
models appeared to be as part of the post processing code. Adding the EDL08
formalism to MONSOON appeared simple enough and would have the advantage
of not needing to recalculate the structure when exploring the effects of the mix-
ing efficiency. The inclusion of the Ulrich (1972) and Kippenhahn et al. (1980)
formalism (UKRT hereinafter, as we have shown the two prescriptions are equiv-
alent save for the mixing efficiency) however, necessitated a change. Recall from
Equation 2.116 that the UKRT formalism requires the calculation of various ther-
modynamic quantities. These quantities are not available to the post-processing
code, whereas the EDL08 mixing coefficients (Equation 2.113) were. If we were
required to recalculate the structure and write out these thermodynamic quantities
when the mixing efficiency was varied, then it defeated the purpose of calculating
the process in MONSOON. In the next Chapter we analyse the advective mixing
algorithm in the post-processing code. We will see that the algorithm requires a
mixing velocity and a mixing length in regions where mixing occurs. The UKRT
formalism provides a diffusion coefficient but it is not clear what mixing length to
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Criterion Typical
Value

Definition

SM 0.005 The maximum allowed mass spacing between
consecutive mesh points.

SML 0.10 The maximum allowed change in L/L� between
consecutive mesh points.

SMT 0.15 The maximum allowed change in Ln(T) between
consecutive mesh points.

SMR 0.15 The maximum allowed change in r/R� between
consecutive mesh points.

SMP 0.15 The maximum allowed change in Ln(P) between
consecutive mesh points.

SMW 0.07 The maximum allowed change in any abundance
between consecutive mesh points.

WRATIO 7.50 The maximum allowed ratio of any abundance
at consecutive mesh points.

STT 0.2 The maximum allowed change in Ln(T) between
consecutive models at a given mesh point.

STP 0.2 The maximum allowed change in Ln(P) between
consecutive models at a given mesh point.

STW 0.2 The maximum allowed change in any abundance
between consecutive models at a given mesh
point.

STW1 0.2 The maximum allowed change in the abundance
ratios between consecutive models at a given
mesh point.

STL(H) 0.15 The maximum allowed change in the total hy-
drogen burning luminosity (L/L�) between con-
secutive models.

STL(He) 0.15 The maximum allowed change in the total he-
lium burning luminosity (L/L�) between con-
secutive models.

STL(rad) 0.15 The maximum allowed change in the total ra-
diated luminosity (L/L�) between consecutive
models.

Table 3.1: The set of meshing and timestepping criteria used in MONSTAR. The
code picks the smallest timestep/mesh spacing to satisfy all of these conditions.



3.3. CHANGES TO THE STELLAR EVOLUTION CODE 89

adopt in a region that is classically radiative. The appropriate mixing length is of
course the distance the fingers travel before mixing with the background material.
But it is not so straight forward to determine this. The premise of the linear anal-
ysis, from which the formula for the diffusion coefficient was derived (Equation
2.84), is that solutions to equation 2.56 indicate the growth rate of the fingers, p.
It is then assumed that

Dthm ≈ vl ≈
1

2
pl2 (3.15)

which eliminates the physical mixing length in favour of a dimensionless free pa-
rameter α. A parameter that is supposedly related to the aspect ratio of the rising
material. The obvious mixing length to use in this case is simply αMLT×HP which
we do. Due to the combination of these issues, the decision was made to calculate
the UKRT formalism in the evolution code. The addition of thermohaline mixing
to MONSTAR’s mixing algorithm was a collaboration between Prof. John Lat-
tanzio, Dr. Ross Church, and the author. The required changes to the code are
described below.

3.3.1 Thermohaline Mixing

The introduction of diffusive mixing (Campbell, 2007; Campbell and Lattanzio,
2008) provided a framework to implement thermohaline mixing in the evolution
code. The flow chart in Figure 3.2 provides a basic overview of the thermohaline
mixing algorithm in MONSTAR and the associated subroutines.

Once the code has a converged solution for the stellar structure, the subroutine
phys.f calculates the energy transport and convective boundaries for the model. Of
course in a real star convection mixes the composition and energy simultaneously,
but computationally these are carried out in separate steps. Abund-diffn.f, which
manages the nucleosynthesis in MONSTAR, then determines the change in abun-
dance due to nuclear burning. Prior to diffusing the composition, the newly added
thermohaline.f evaluates the value of µ and locates the position of the minimum
(i.e., the depth of mixing in the radiative zone). It also determines the diffusion
coefficients in the region undergoing thermohaline mixing. The code returns to
abund-diffn.f and calculates the diffusion coefficients for the mixed regions before
the subroutine diffsolve.f is called and the composition is mixed (the diffusion
equation is solved).

The primary role of phys.f is to calculate the energy transport in MONSTAR.
With knowledge of the nuclear energy generation and opacity, the subroutine de-
termines the appropriate temperature gradient to use at each mesh point. Phys.f
carries out a series of tests and applies the MLT only when necessary. Recall-
ing that convective stability is governed by the Schwarzschild criterion (Equation
2.67):

1. The code first tests for efficient convection. In the case of efficient con-
vection, the temperature gradient can be calculated straightforwardly and
independent of time.

2. The code then checks for inefficient convection and applies the radiative
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Figure 3.2: A flow chart showing the thermohaline mixing algorithm and relevant
subroutines in MONSTAR.

temperature gradient, ∇rad, if deemed necessary.

3. If neither of the first two conditions are met, MLT is applied to calculate ∇.

As part of his thesis, Campbell (2007) also implemented a test according to the
Ledoux criterion (Equation 2.68) in order to locate semi-convective regions. This
test necessitated the calculation of the mean molecular weight gradient, ∇µ. We
have seen in §2.4.5 that for thermohaline mixing we are in search of changes to ∇µ
of order

δµ

µ
∼ 10−4. (3.16)

This requires the use of double-precision floating point arithmetic. We determine
µ via

1

µ
=
∑
i

Ne + 1

Ai
Xi (3.17)

⇒µ =
[
(1.98447151× 1H) + (0.994685297× 3He) + (0.749512217× 4He)

+ (0.583333× 12C) + (0.5714286× 14N) + (0.5625× 18O)

+(0.54166667× all other nuclei)]−1 . (3.18)

Recall from Equation 2.120 that the UKRT thermohaline diffusion coefficient,
which we shall temporarily denote by DKipp, is derived from the ratio of the tem-
perature gradients (∇ad −∇) and ∇µ. Although we have stated that the thermo-
haline diffusion coefficients are calculated in thermohaline.f it would appear that
phys.f is the logical subroutine in which to determine DKipp and we do in fact
calculate it here. For reasons that will soon become apparent, we define DKipp,
the UKRT thermohaline diffusion coefficient and Dthm, the thermohaline diffusion
coefficient used by the code. The expression for DKipp in MONSTAR is based on
the derivation of Kippenhahn et al. (1980) and Equations 2.120 - 2.127. In the
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code

DKipp =
16acT 3

κρ2CP

−∇µ
∇ad −∇

. (3.19)

Where we have used

∇µ =
∂ ln µ

∂ ln P
=
dµ

dp

P

µ
(3.20)

and

HP =
−dr
d ln P

= −P dr

dP
(3.21)

to simplify Equation 2.122. We have previously shown that

DKipp = 12 ·K −∇µ
∇ad −∇

≡ 16acT 3

κρ2CP

−∇µ
∇ad −∇

(3.22)

which is equivalent to the formalism of Ulrich (1972) and Charbonnel and Zahn
(2007a)

Dthm = CtK
(ϕ
δ

) −∇µ
(∇ad −∇)

, (3.23)

with Ct = 12. Hereinafter we use the notation Finv = Ct/12. The free parameter,
Finv, allows for different mixing speeds which mimic different geometries of the
rising material (see Equation 2.117). It is the inclusion of this free parameter that
distinguishes Dthm and DKipp in the code. The nucleosynthetic calculations in
MONSTAR are managed by the subroutine Abund.f or its diffusive mixing ana-
logue, Abund-diffn.f. Both routines determine the change in abundance due to
nuclear burning however they (obviously) solve different mixing equations. Once
the nuclear burning has been calculated, thermohaline.f is called and several di-
agnostics are performed. The subroutine first determines the location of the µ
inversion and of the base of the convective envelope. It is in this routine that the
DKipp values, calculated in phys.f, are multiplied by the input parameter Finv to
give Dthm. Once these values are stored, the code returns to Abund-diffn.f and
determines all other diffusion coefficients (e.g., overshoot or convection).

3.3.2 The Diffusion Equation Solver

The addition of the thermohaline mechanism to MONSTAR’s mixing algorithm
was expected to be a trivial exercise. With a diffusive mixing regime already im-
plemented for convective mixing, we simply needed to include the thermohaline
diffusion coefficients in the tridiagonal matrix and use the Thomas Algorithm to
solve the slightly larger system. It may not surprise the reader that the implemen-
tation of new physics initially led to convergence difficulties.

In theory, direct (elimination) methods for solving trigiagonal matrices should
yield the exact solution for a given system of equations. In practice however, these
schemes can result in large round off errors. The discretisation error tends to be
larger than the accuracy of the machine arithmetic meaning errors are propagated
throughout the calculation. In systems (like ours) that are large, sparse or have
diagonals with values close to zero, the error propagation is significant. An ex-
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Figure 3.3: Surface 12C abundance as a function of luminosity for a M = 0.8 M�
Z = 0.0005 star using the tridiagonal matrix algorithm to solve the diffusion
equation (black solid line) and also using the hybrid iterative scheme (dashed grey
line). The inset shows the numerical error introduced during the main sequence
when using the tridiagonal algorithm.

ample of this introduced error can be seen in Figure 3.3. The black curve shows
the evolution of the surface 12C abundance for a M= 0.8 M� Z= 0.0005 star as
calculated with the tridiagonal matrix algorithm. The inset clearly shows that
some numerical error is introduced from the scheme as we find minute fluctuations
to the surface abundance in regions where we expect no change. In some cases it
may be possible to offset the error by increasing the precision of the calculations
but this is not always the case and it is useful to know whether such a system is
ill conditioned. The condition number of a matrix (cond) can be used to quantify
the system’s amenability to direct methods

Cond(A) = ‖A‖‖A−1‖ (3.24)

where ‖A‖ is the matrix norm. There are several ways to calculate the norm with
the the Euclidean or Frobenius method the most widespread means

‖A‖ =

 m∑
i=1

n∑
j=1

|aij |2
1/2

. (3.25)
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If Cond(A)� 1 then the introduced numerical error will be significant. If MON-
STAR was to perform this test, the increase in the number of operations would
undermine the computational advantage of using the tridiagonal matrix algorithm.
Furthemore, if found to be ill conditioned, it was not clear that we could success-
fully suppress the introduced error and ensure convergence. Thus the decision was
made to replace the current direct method with a hybrid iterative scheme. An iter-
ative corrector step as per Press et al. (1992) was introduced but did not improve
the stability so the method of Siess et al. (2000) and Siess (2006) was employed.

In general, direct (elimination) schemes are superior to iteration methods due
to their wider applicability. However, there exists special cases of ill conditioned
systems where iterative methods are preferable. When a matrix is sparse and
diagonally dominant, iteration can be shown to be unconditionally stable, and if
each iteration is cheap and the number of iterations small, they provide a com-
petitive alternative to elimination. Iterative schemes have been applied to many
linear problems and they are also efficient at solving partial differential equations,
in particular when finite difference or finite element methods have been used. As
their name suggests iterative solutions assume an initial (trial) solution which is
systematically improved upon. They are analogous to the iterative methods used
for root finding, e.g., Secant or a Newton-Raphson like algorithm. All iterative
methods are based on the following premise: For a system

A · x = b (3.26)

the procedure requires an initial guess of the unknown vector x. The accuracy of
this guess can be checked through the residual vector, r,

r = A · xguess − b. (3.27)

If the residual is large, then there must be a large error, e, in our guess,

e = x− xguess. (3.28)

If we can determine this error then a correction can be applied to the initial guess

A · xguess = A(x− e) = b− r (3.29)

⇒ A · x−A · e = b− r (3.30)

⇒ A · e = r. (3.31)

Any scheme will improve each iteration by trying to modify components of the
new xguess, e.g., most methods attempt to eliminate components in the residual
vector. Convergence is obtained once the residual or correction meets a given
tolerance. Procedures such as the successive over relaxation scheme and damped
Newton-Raphson scheme employ a relaxation parameter to accelerate (usually de-
accelerate) this convergence. Siess et al. (2000) and Siess (2006) have combined
iterative relaxation with the Thomas Algorithm to minimise the error introduced
by solving the diffusion equation and improve (code) stability.

We note first the differencing employed by Siess et al. (2000) and Siess (2006).
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In analogy to Equation B.1 we wish to solve the second order equation,

Xt
j =

σ2
j− 1

2

Dj− 1
2
∆t

(mj+1 −mj−1)(mj −mj−1)
Xt+1
j−1+

1−
σ2
j− 1

2

Dj− 1
2
∆t

(mj+1 −mj−1)(mj −mj−1)
−

σ2
j+ 1

2

Dj+ 1
2
∆t

(mj+1 −mj−1)(mj+1 −mj)

Xt+1
j

+
σ2
j+ 1

2

Dj+ 1
2
∆t

(mj+1 −mj−1)(mj+1 −mj)
Xt+1
j+1 (3.32)

where σ = (4πr2ρ)2 and other variables have the same meanings as above. It is
possible that reverting to the second order difference equation alone may reduce
error. In order to simplify the calculations, Meynet et al. (2004) used the (mod-
erately) variable radius coordinate in their differencing. Without proper timestep
control this can provide a source of uncertainty, however, in the case of MONSTAR
this was not found to be the underlying issue. Campbell (2007, see his figure 4.1)
investigated the effects of different schemes by simulating hydrogen shell burning.
His results are shown in our Figure 3.4 (see caption for more detail). The tests
demonstrated that a second order differencing (solid green curve) and first order
scheme described by Meynet et al. (2004) (the overlaying broken cyan curve) pro-
duce very similar abundance profiles with the same diffusion equation solver and
for timestepping relevant to thermohaline mixing calculations.

In Appendix B we demonstrate that the Thomas Algorithm requires modifica-
tion of the coefficients in a given tridiagonal system (Equation B.7). The method
used to determine the new primed values (Equations B.8 and B.9) eliminates the
lower diagonal values, ai, in the matrix, A. Back substitution is then performed
to derive the abundances x at each mesh point i :

xn = d′n

xi = d′i − c′ixi+1 i = n− 1, n− 2, . . . , 1. (3.33)

The Siess procedure differs from the standard Thomas Algorithm during this phase.
A relaxation parameter α = 0.75 and a new abundance estimate, yi, are introduced
such that

yi = yi + αxi. (3.34)

where yi is initially set to di and then iterated upon. If yi/xi is not within a
given tolerance the algorithm is repeated with the vector y serving as the new
current abundances (d). The process is repeated until the tolerance is met at every
meshpoint. We include two contingencies in the event of convergence issues. First,
the the acceleration parameter is decreased in the hope of more gently approaching
xi. Failing this, we slightly decreasing the tolerance.

In Figure 3.3 we compare the results of the new diffusion equation solver with
that of the Thomas Algorithm. Recall that the black curve represents the surface
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Figure 3.4: Helium abundance as a function of mass as taken from figure 4.1 in
Campbell (2007). Here various differencing of the diffusion equation is tested in an
environment similar to that found during hydrogen shell burning. The solid green
line represents a second order differencing using an implicit scheme. The dashed
cyan curve which overlies the green curve is the Meynet et al. 2004 scheme. The
dashed blue line is an implicit Crank-Nicolson procedure and the red circles use
an explicit method. The timestepping used for the implicit schemes is 3000 years
whereas the explicit scheme required 0.10 year timesteps. Note here that there
is no difference between the second order and first order approximation to the
diffusion equation.

evolution of 12C for a star of mass M = 0.8M� and Z = 0.0005 using the direct
method. The broken grey curve shows the same calculation using the hybrid
iterative scheme to solve the diffusion equation. The tighter control over numerical
errors forces smaller timesteps along the RGB than previously required but results
in greater stability for the thermohaline calculations. We found the increase in
computational time an acceptable cost for improvements in stability. We note
that smaller timesteps with the direct method did not provide the necessary level
of stability.

3.3.3 The Meshing Routine

The standard meshing routine in MONSTAR did an adequate job of resolving the
thermohaline mixing regions, however two new meshing criteria were added as a
precaution:
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1. If the current mesh point is within 100 mesh points of the minimum in µ,
then ∆X(3He) < 10−6 between adjacent mesh points.

2. If the current mesh point is above the minimum in µ, we enforce that
∆X(3He) < 5.0 × 10−6 and ∆M ≤ 10−5 M� between consecutive mesh
points.

These extra conditions, whilst having a minor effect on the surface abundances,
ensured that the location of the µ minimum was highly resolved.

3.3.4 New Species

The seven species network in MONSTAR provided a limited means by which to
constrain therohaline mixing. Whilst carbon and nitrogen serve as robust tests
against observations (see Part III), in Part IV we turn to lithium as a check of
the stellar models because of its temperature sensitivity. Thus the decision was
made to include a supplementary nucleosynthetic network in MONSTAR. Three
new species, 7Be, 7Li and 13C were included in our calculations.

3.3.4.1 Energy Generation and Reaction Rates

To ensure consistency across MONSTAR and MONSOON, some reaction rates
in MONSTAR were updated. Typically, reaction rates are in the form given by
Caughlan and Fowler (1988). In Table 3.2 we specify those rates which have
changed from Campbell (2007). The Reaclib format allows reaction rates from
MONSOON to be applied trivially to the evolution code.

Reaction Rate Source

1H(p, e+ν)2H Harris et al. (1983)

3He(3He,2p)4He Caughlan and Fowler (1988)

3He(4He,γ)7Be Caughlan and Fowler (1988)

12C(p,γ)13N Caughlan and Fowler (1988)

14N(p,γ)15N Champagne 2004 (private comm.)

Table 3.2: Those reaction rates converted to Reaclib form.

For the structure, the 14N(p, γ)15N rate is the most significant of those changed.
This is the location of the bottleneck in the CNO cycle. The rate provided by
Champagne is 50% less than that suggested by NACRE. It is in effect the same
rate given by Adelberger et al. (2011) and the LUNA collaboration. As it is the
slowest reaction in the CNO cycle it will dictate how much energy is produced
through this channel. Palmerini et al. (2011b) discuss the consequences of the new
rate for low-mass stellar evolution including extra mixing. Our study of globular
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clusters will focus on the C and N abundances and this updated rate is pivotal in
our attempt to match observations.

In Table 3.3 we specify those new rates added to MONSTAR’s network in order
to follow the 7Be, 7Li and 13C abundances.

Reaction Rate Source

7Be(e−, νe)
7Li Reaclib electron capture database

7Be(p,γ)8B Angulo et al. (1999)

7Li(p,4He)4He Descouvemont et al. (2004)

13C(p,γ)14N Angulo et al. (1999)

Table 3.3: New reaction rates added to MONSTAR’s supplementary nucleosyn-
thetic network.

3.3.4.2 Equilibrium Conditions

During the RGB, timestepping control in MONSTAR is most sensitive to changes
in the abundances. Recall that one of our timestepping conditions limits the
abundance change between consecutive models. The fierce hydrogen shell during
this phase forces the code to reduce the timestep in order to resolve the nuclear
burning. These changes to the composition dominate over changes to the structural
gradients (L, T , r, P ). Rather than follow all the reactions explicitly, the efficiency
and stability of MONSTAR is improved by first testing whether a nucleus will reach
equilibrium in a given timestep. When the production rate of a nucleus is equal
to the rate at which it is destroyed, the abundance distribution of some elements
can be described by straightforward algebraic expressions (Clayton, 1983; Iliadis,
2007). We can determine the profile a priori and it is not necessary to calculate the
burning via all the nuclear reactions; note that we have already made assumptions
about the distribution of many pp and CNO nuclei by not including them in our
network. Deuterium, for example, is extremely fragile and it is assumed that its
equilibrium abundance is instantly reached (many evolution codes also make this
assumption because it reaches equilibrium in less than a year in most cases).

For our new species we can derive equilibrium conditions based on our treat-
ment of 3He in the code. Two of the new nuclei in the network, 7Be and 7Li, are
dependent on 3He burning (see Clayton 1983, Equation 5-33). When the latter
is in equilibrium so are our fragile new species as they have lifetimes of ≤ 1 year
in hydrogen burning regions. To determine whether 3He will reach equilibrium
during the current timestep we test whether the amount of 3He destroyed is less
than the amount present. The destruction rate of 3He is given by

d3He

dt
= −2λ33X

2(3He)

2
− λ34X(3He)X(4He) (3.35)
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where we use the λ notation thoughout, e.g., λ33 denotes < σv > for 3He+3He
reaction. The mass of 3He destroyed during a single timestep is given by(

2λ33X(3He)2

2
+ λ34X(3He)X(4He)

)
× 3MH ×∆t (3.36)

where MH = 1.67377×10−24 grams, the mass of the hydrogen atom (1 AMU) and
∆t is the timestep in seconds. We therefore define our condition for when 3He is
not in equillibrium by(

2λ33X(3He)2

2
+ λ34X(3He)X(4He)

)
× 3MH ×∆t < X(3He) (3.37)

⇔
(
λ33X(3He) + λ34X

(
3He

))
×MH ×∆t <

1

3
(3.38)

We also check whether either of 7Be or 7Li are in equilibrium. Following on from
the same arguments as above the destruction rate of 7Be is given by

d7Be

dt
= −λe7neX(7Be)− λp7X(H)X(7Be) (3.39)

and therefore our (non)equilibrium condition is given by

(λe7ne + λp7X(H))×MH ×∆t <
1

7
. (3.40)

Similarly, the destruction rate of 7Li is given by

d(7Li)

dt
= −λp7X(H)X(7Li). (3.41)

Thus our lithium non-equilibrium condition is

λp7X(H)×MH ×∆t <
1

7
. (3.42)

Finally 13C destruction is given by

d13C

dt
= −λp13X(H)X(13C). (3.43)

Note that the inclusion of 13C is not integral to the current study. In future work
we will update the rate to take into account the 13C(α, n) 16O reaction which
should be significant during the thermally pulsing AGB phase. As a result of the
reaction we consider, the current non-equilibrium condition is given by

λp13X(H)×MH ×∆t <
1

13
. (3.44)
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3.3.5 The Equation of State

In trying to match high resolution observations of GC stars (see Chapter 9), MON-
STAR indicated several modelling issues with respect to the onset of the RGB
mixing events. The inability to predict these fundamental evolutionary events (to
the author’s satisfaction) points to a shortfall in the stellar physics and motivated
a systematic investigation of possible causes. Such shortcomings will be a com-
mon theme in the coming years as we only now start to explore the large data sets
available from asteroseismology and new medium-to-high resolution spectroscopic
studies (APOGEE, GALAH).

Of all the physics in the code, the EOS remains pristine, untouched by the
steady stream of Ph.D. students through Monash and Mt. Stromlo. The equation
of state subroutine in MONSTAR calculates the relevant thermodynamic variables,
(mesh)point wise, starting from the stellar surface. In partially ionised regions the
dissociation and ionisation of hydrogen and helium are calculated using the Saha
Equation. In fully-ionised regions the perfect gas equation with radiation pressure
is utilised. Corrections due to electron degeneracy and electron positron pairs are
calculated in further subroutines and applied to the EOS. There is also the option
to use the fitting formula by Beaudet and Tassoul (1971) under relativistic or de-
generate conditions. There have been many improvements to the approximations
to the stellar EOS since these publications1. For example, the Opal EOS tables
(Rogers and Nayfonov, 2002) cover the temperature and density range of RGB
evolution. These tables were considered the most straightforward method to im-
plement and added to MONSTAR for later comparisons. The OPAL EOS suite
determines a set of thermodynamic variables (see Rogers and Nayfonov 2002) in-
terpolated in temperature and density (or pressure). The tables and interpolation
routines were grafted into MONSTAR and the code’s necessary thermodynamic
terms recast from the supplied variables.

We note that Constantino et al. (2014) have rewritten the equation of state
routine to include the OPAL (Rogers and Nayfonov, 2002), Helmholtz (Timmes
and Swesty, 2000) and Timmes equations of the state (Timmes and Arnett, 1999),
all of which can be blended. Their investigations into asteroseismology and core-
helium burning stars requiring a more versatile approach. The inclusion of these
equations of state will allow starting models from MONSTAR to be mapped into
3D hydrodynamical codes such as Djehuty (Bazan et al., 2001) or Prompi (Meakin
and Arnett, 2006). These changes will eventually be merged into the MONSTAR
trunk.

3.3.6 MONSTAR GRID

The inherited MONSTAR code has been changed significantly throughout the du-
ration of this dissertation. New physics have been added and many subroutines
updated. Diligence required hours of testing, debugging and benchmarking. Fur-
thermore, the project itself, using GC stars to constrain a theory of extra mixing,
involved a large exploration of the parameter space with many models run. MON-

1The true EOS of the stars is, and has long been well known.
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grid.py grid.list

Opal Raw_Fort MONSTAR infiles.list grid.param

Figure 3.5: Hierarchy of the MONSTAR GRID code.

STAR was born in an era when computational resources were scarce and the advent
of multi-core desktop machines 40 years away. For each star, the executable code,
opacity tables as well as the starting model and parameter files were copied into
the run directory. Depending on the machine, a starting script may have also
been required. If a starting model did not exist, it was created slowly, by hand.
The mass and composition of a previous model changed, re-run, checked for real-
istic convergence2, stopped after a few models, gradually altered again to a mass
and metallicity closer to the desired values and the process repeated. If the code
crashed during the evolution, all the output files needed to be changed or moved
by hand before restarting the executable. This eventually became too much for the
author to bare, especially when colleagues were asking for many combinations of
masses and composition. Thus was born MONSTAR GRID- an automated process
for running a grid of stellar models.

The power of a compiled language, such as Fortran, lies with its ability to effi-
ciently carry out arithmetic operations. Scripting languages, whilst not suited to
such calculations, can perform many other complex tasks in just a few lines of cod-
ing. MONSTAR GRID employs a Python wrapper to the MONSTAR executable
and organises filenames, directories, starting models, and submission scripts for
computer clusters automatically. It can restart runs that crash, automatically
altering the input parameters as well apply homology transforms to reverse the
pre-main-sequence evolution (although these were not implemented/required for
the current study). It enforces a directory structure (see Figure 3.5) and naming

2to a model that was plausibly physical.
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convention for models to ensure proper bookkeeping. We defer details of the grid
code to Appendix C for the interested reader.

3.4 Summary

It is currently impossible to hydrodynamically model thermohaline mixing and
determine what effects, if any, the process has on stellar surface abundances over a
nuclear timescale. Our aim to quantitatively compare the predictions of thermoha-
line mixing to observations has required the implementation of a prescription that
mimics the mechanism in a 1D stellar evolution code. For this purpose we have
employed the thermohaline mixing prescriptions of Ulrich (1972) and Kippenhahn
et al. (1980) in MONSTAR.

MONSTAR calculates the stellar structure under the assumptions of 1D spher-
ical symmetry and hydrostatic equilibrium. The equations of stellar structure are
solved using the Henyey method with adaptive timestepping and meshing control.
Energy transport is determined from the mixing length theory and the mixing
of the composition occurs via a diffusion equation. Through the diffusive mixing
paradigm, the code already possessed prescriptions for the non-canonical mixing
processes in semi convection and overshoot. A thermohaline mixing formalism was
included and the coefficients added to the diffusion matrix. This seemingly trivial
addition has necessitated several changes to the original code.

It was found that with the inclusion of themohaline mixing the tridiagonal
matrix algorithm used to solve the diffusion equation led to convergence difficulties.
The Thomas Algorithm was amended to include an iterative step which reduced
the numerical error. Extra meshing criteria were also added to ensure the location
of the µ inversion was resolved accurately. In addition, a new supplementary
nuclear network was introduced which followed some of the more fragile species
present during hydrogen burning. Predictions of 7Be, 7Li and to a lesser extent
13C will provide stellar codes with a sensitive test by which to compare results.
This will complement the robust observational based tests of trying to match 12C
and 14N as a function of magnitude.

The purpose of MONSTAR is to calculate the stellar structure. The treatment
of mixing in our 1D stellar evolution code has forced us to model thermohaline
mixing as a diffusive process. In this paradigm the aspect ratio of the rising fingers,
which are assumed to be cylindrically symmetric, are related back to a diffusion
equation and a mixing velocity. Figure 3.6, which is a Kippenhahn plot for a star
typical of those in the GC M3 (see caption for more detail), shows that mixing and
burning occurs simultaneously in thermohaline regions. It may be the transport
of material is better described as an advective process. We have at our disposal
MONSOON, the post processing code to determine the nucleosynthesis of trace
elements. Rather than a diffusive scheme, this code employs an advective mixing
algorithm. In the next chapter we describe the code and its changes to include
thermohaline mixing.
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Figure 3.6: Kippenhahn plot for a star of mass M = 0.08 M� and Z=0.0005 near
the onset of thermohaline mixing. The plot shows the structure of the star during
a brief epoch of RGB evolution. Green shaded regions denote convective regions
and orange shading denote regions undergoing thermohaline mixing. Blue shaded
regions show energy generation with the scale provided above. The blue shading
primarily traces the hydrogen burning shell. This plot highlights the fact that
burning and mixing occur simultaneously in the thermohaline region.



Chapter 4

The Nucleosynthesis Code

Once upon a time, in some out of the way corner of that universe which is dispersed
into numberless twinkling solar systems, there was a star upon which clever beasts
invented knowing.

- Friedrich Neitzche

4.1 Overview of the Nucleosynthesis Code

MONSOON, the Monash nucleosynthesis code, owes its origins to Cannon (1993)
and the study of massive Thorne-Żytkow objects (Thorne and Żytkow, 1975, 1977;
Cannon et al., 1992). Structurally, it is thought that Thorne-Żytkow stars possess
degenerate neutron cores and most of the luminosity is generated from burning at
the base of the envelope. The problem in consideration required a time-dependent
mixing scheme as well as a nuclear network specific to the rp-process (rapid-proton
process). The focus on a single stage of stellar evolution allowed for the imple-
mentation of a static Eulerian mesh.

The code has since been adapted to calculate the nucleosynthesis of low-mass
stars at every evolutionary stage. The various shell configurations have required
the introduction of a combination of Lagrangian and non-Lagrangian mesh points.
The many reaction pathways have led to the addition of a variable, user-defined
network. Although used almost exclusively with MONSTAR, MONSOON will take
as its input the radius, pressure, temperature, density, mixing length and velocity
as a function of mass and time from any stellar structure code. In most cases
this information is not required at every evolutionary timsestep; criteria based
on changes in the structure are set in MONSTAR to ensure the optimisation of
both codes. The nucleosynthesis code will calculate an abundance profile across
consecutive (input) models using its own timestepping. A problem-specific nuclear
network can be designated which has lead to a forking of the code. We distinguish
between the version of the code that considers all types of reactions (MONSOON)

103
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and the version that has an additional network dedicated to efficiently calculating
neutron capture reactions on heavy elements (MONTAGE).

In order to produce s-process yields, MONTAGE calculates all types of reac-
tions up to the iron peak (lower network hereinafter). The example provided in
Figure 4.1 is a simplified network tailored to low-mass AGB nucleosynthesis. A
secondary network, based on that of Straniero et al. (2006), is coupled to the lower
network and is responsible for neutron capture calculations (the upper network).
When activated, the upper network needs to consider only neutron capture, beta
decay and electron capture reactions (Church et al., 2009). We note in both net-
works, the presence of the fictitious nucleus g. Fondly referred to as ‘the Gallino
particle’ it is named in honour of Roberto Gallino and his contribution to s-process
nucleosynthesis. Its purpose is to simulate the neutron cross section of the upper
network and determine the neutron exposure. This method of calculating neutron
capture nucleosynthesis has been utilised by other groups including Busso et al.
(1988). If we wish to consider the nucleosynthesis of more massive stars, the exam-
ple network in Figure 4.1 would need to be changed to include the charged particle
pathways for heavier nuclei. A larger network that considers all neutron capture
reactions could also be created for MONSOON, but this method of calculating
s-process yields is significantly slower than the optimised MONTAGE.

4.1.1 The Nuclear Network

The nucleosynthesis code reads reaction rates in reaclib format (Rauscher and
Thielemann, 2000) although this has been modified on occasion (to read in tables).
The Reaclib format is comprised of a seven-component analytic fit to each reaction
rate such that:

λ = exp[a0 + a1/T9 + a2/T
1/3
9 + a3T

1/3
9 + a4T9 + a5T

5/3
9 + a6 ln(T9)], (4.1)

where λ is the rate of reaction, ax is the fit coefficient and T9 is the temperature
in units of 109K. In case of complex reaction rates, multiple sets of Equation
4.1 with differing parameters a0 through a6 can be summed to properly fit rates
with numerous resonant and non-resonant contributions (Cyburt et al., 2010). As
discussed in the previous chapter, many reaction rates in MONSTAR have been
updated so that there is consistency between the two codes.

As MONSTAR is concerned with calculations of the stellar structure, its net-
work only considers those species that are energetically significant. Other pp and
CNO nuclei are included implicitly by assuming they are always at their equilib-
rium abundance. As well as simplifying the network, as discussed in the previous
chapter, this assumption allows the evolution code to take larger timesteps than it
otherwise could. Calculations with MONSOON in this work are carried out with
network described in Figure 4.1.

4.1.2 The Meshing Routine

The code utilises a combination of Lagrangian and non-Lagrangian points with dif-
ferent meshing algorithms for each phase of evolution. During the main sequence
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Figure 4.1: The standard 86 species (lower) network used in MON-
SOON/MONTAGE. Nuclei beyond Sc are considered in the s-process network.
Dark shaded boxes indicate the location of elements in the network.
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for example, points are geometrically spaced in mass, with separation increasing
from the core to the surface. During the RGB and the AGB shell burning must be
followed. For these phases of evolution, the core and intershell regions have con-
stant mass spacing (i.e., Lagrangian). Between them lie the burning shells which
are comprised of tightly spaced geometric profiles. The advance of each shell is
tracked through the use of three fixed points. These points, which are defined by H
and He abundances, identify the top, middle and bottom of the respective burning
shells. They, along with all the non-Lagrangian points that constitute the shell,
are interpolated between models and shifted to ensure sufficient resolution exists
around areas of significant nucleosynthesis. Figure 4.2 demonstrates the basic prin-
ciple of the shell-shifting technique. As the shell advances, burning becomes more
fierce and confined to a smaller mass range. As such, non-Lagrangian points can
be released if they are no longer required. They are adopted into the Lagrangian
mesh of the region below. Similarly the shell consumes points and converts them
into non-Lagrangian points as it burns outwards. For the most part the rest of
the mesh is kept in place to reduce numerical diffusion, although points are added
and removed as required. Special treatment exists for events such as dredge-up
and composition discontinuities.

4.1.3 The Mixing Algorithm

We have seen that MONSTAR employs a diffusive algorithm to treat convective
mixing. MONSOON, on the other hand, models convection as an advective pro-
cess. In order to somewhat mimic the behaviour of convection, material is split
into upward and downward moving streams. Figure 4.3 illustrates the principle
behind the scheme. The model is divided into a number of levels each of which
consists of two mesh points (except for the central point). Odd numbered mesh
points describe the downward moving material and even numbered mesh points
upward moving material. At each timestep, an advection equation is solved and
odd numbered cells receive, from above, downward flowing material. Similarly
even numbered cells receive upward moving material from the cell below. A gra-
dient in the vertical flow requires that material moves laterally to conserve mass
flux. There is also an allowance for diffusion between adjacent cells.

4.1.3.1 Derivation of the Mixing Coefficients

In Figure 4.3 the streams are illustrated with equal cross sections, however, the
flows need not carry the same mass flux. Simulations (Herwig, 2001; Stancliffe
et al., 2011) have shown that convection is characterised by narrow, fast moving
downstreams and large slower upwellings. We can therefore define the fractional
areas of the upstream, fu, and the downstream, fd, where fu + fd = 1. In order to
conserve mass, the velocity of the rising material, vu, and falling material, vd, is
such that fuvu = fdvd at each level. The schematic in Figure 4.3 represents the case
when fu = fd = 0.5 but Figure 4.4 demonstrates a more general example where
the the up flows are arbitrarily larger than the downflows. Taking the velocity,
density and mass from the structure code, the vertical mass flux, and hence the
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Figure 4.2: General overview of MONSOON’s meshing routine during the RGB.
Two evolution models (Ev and Ev+1, not necessary consecutive evolution models)
are read in and abundances calculated using the MONSOON’s own timestepping.
Points in the convective envelope (yellow) are geometrically spaced and remain
Lagrangian unless consumed by the advancing shell. Just above the shell they
are very tightly packed so appear as block in this figure. The shell is traced by
following three fixed points (dark red curves) which are identified by their hydrogen
abundance. The rest of the non-Lagrangian shell (light red, but so densely packed
they appear as a block rather than points) are shifted also. As burning becomes
more fierce and the shell thins, some non-Lagrangian points are released (light
blue) and remain Lagrangian until they are deemed unnecessary and removed
(e.g., navy points).
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Figure 4.3: Schematic representation of MONSOON’s advective mixing algorithm.
The two-stream method only allows the composition in each cell to be linked to
three other cells.

advective flow rate, αk, through each cell at level, k, can be determined.

Consider Figure 4.4 which illustrates our general two stream case. Subscript
d denotes material in the down flow and subscript u material in the up flow. The
quantities radius (r), density (ρ) and velocity (v) are evaluated at cell boundaries
whilst we evaluate the abundance, h, of species, i at the cell midpoint. We define
the top boundary of the cell by superscript T and the bottom edge by superscript
B. Let us, for the moment, only consider material in the downstream. Then the
change in abundance is given by

dhki
dt mix

= αk(hk+2
i − hki ) + βk(hk+1

i − hki ). (4.2)

The fraction of material replaced in the cell from the vertical flow, αk, is given by

αk =
4π(rT )2ρT vTd

mk
. (4.3)
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Figure 4.4: The upward (u) and downward (d) streams need not have the same
cross sections. Here two we define the top edge (T) and bottom edge (B) of two
cells at the same level.

The horizontal mass flow, βk, is the sum of of contributions from a difference in
the vertical flow, φ, and from sideways diffusion, η. Once again from Figure 4.4 it
can be seen that the gradient in the vertical flow is given by

φd = 4π(rT )2ρT vTd − 4π(rB)2ρBvBd . (4.4)

If more material is flowing into the top of the cell than is flowing out the bottom
of the cell (φd > 0), then in order to conserve mass, material is mixed horizontally
into the upstream. The rate at which material is mixed into the upstream (due to
the gradient in the downstream) is therefore given by

βk =
φd
fdmk

. (4.5)

There is also a term that imposes horizontal diffusion between the two cells at
level k. The argument is that the whole cell should have mixed after flowing over
the course of a mixing length, ` and each box will have exchanged a (small) mass
with its neighbour through diffusion

⇒ η =
vc
`c
, (4.6)

where subscript c denotes the logarithmic mean between the top and bottom
values, and hence

βk =
vc
lc

+
φu
fdmk

. (4.7)

Similarly, analogous terms can be derived for the upstream flow.

4.1.3.2 Advection vs Diffusion

The diffusive treatment of convection assumes that the composition difference be-
tween convective elements at the same level is negligible. This is not the case
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for Thorne-Żytkow objects where many reactions occur with a timescale on the
order of seconds (Biehle, 1991; Cannon, 1993). In such environments the upstream
and downstream elements will have significantly different abundances and hence
robust modelling necessitated the development of a two stream model. In low(ish)
mass stellar evolution the reaction time-scale is much longer than the convective
turnover time so that the diffusive approximation is appropriate. There are of
course examples to the contrary, for example hot bottom burning in AGB stars.
The algorithm in MONSOON uses a finite representation which, in the limit of
rapid sideways diffusion, reduces to the diffusion equation (Biehle, 1991). Efficient
horizontal mixing will result in up and down streams with an average homogeneous
composition. In the limit of no sideways diffusion the scheme approaches a ‘con-
veyor belt model’ (Eich et al., 1989; Sackmann and Boothroyd, 1999; Charbonnel
and Balachandran, 2000).

In the case of thermohaline convection, the turnover timescale is much longer
than for standard convection. Eggleton et al. (2008) estimate the mixing speed
to be between 0.2 < v < 2.0 cm/s whereas convection yields velocities of order
104 cm/s. We investigate the mixing velocity required to match observations of
globular cluster stars in Part III, and compare to 3D hydrodynamical simulations
in Part IV. If the mixing speed is much slower than convection, then the turnover
time is closer to the reaction timescale and we may expect different compositions
for the up and downstreams. This of course means we should also expect differences
in the abundance predictions between MONSTAR and MONSOON. How different
these abundances are will give insight into whether a diffusive approximation is
appropriate for the mechanism. This is subject of the next chapter.

4.1.3.3 The Treatment of Segments

Before describing how the code solves the advection equation, it is necessary to
outline the algorithm for determining the abundance changes. In Figure 4.5 we
provide a simplified summary of the steps involved. The first three steps are
described here. In order to optimise calculations, the code has separate treatments
for radiative and convective regions. The star is divided into segments which
are groups of consecutive radiative or convective points. The compositions of
radiative segments are calculated using a box model as there is no mixing. Without
contribution from the α and β terms (Equations 4.3 and 4.5), the resultant matrix
describes how the composition will change due to nuclear burning only. The system
can be solved using the Henyey procedure with standard Gaussian elimination.

Convective segments are treated using the two stream model. As well as con-
sidering the effects of nuclear burning, the regions must also take into account the
flow of material. For each meshpoint, our system requires a matrix that describes
the nuclear burning, a matrix that describes the vertical flow of material (α) and
a matrix that describes the horizontal flow of material (β). The resultant system
is a tridiagonal matrix such as Equation B.7 but with matrices rather than scalar
coefficients at every index, namely a block-tridiagonal matrix. An example can
be seen in Figure 4.6. Note that the flow of a given species i, from the coupled
cells can only affect the abundance of species i, hence the α and β matrices are all
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diagonal.

MONSOON first reads in consecutive structure models. With knowledge of
the convective velocities and convective boundaries it then determines the α and
β values at every point. This is necessary because during convergence difficulties,
a two stream solution is forced everywhere and the star treated as one large block-
tridiagonal matrix. Solving the system in this way tends to increase stability
but comes at a computational cost. In most cases, the star is broken up into
radiative and convective segments and the order in which the segments treated
is determined. If the star possesses too many convective pockets, the code will
employ a two stream solution everywhere.

4.1.4 The Numerical Scheme

From the mixing scheme described above, it can be seen that each cell is coupled to
three other cells. Each cell is linked to a cell from which it receives material, a cell
to which it donates material and a neighbour cell on the same level which allows
for horizontal diffusion. The scheme has been described as a 1 + ε dimensional
model but in general the geometry of a two dimensional flow gives rise to a block-
tridiagonal matrix (Figure 4.6). Similar to the tridiagonal matrix resulting from
the diffusion equation (in the evolution code, Equation B.3), this matrix tends
to be sparse and can be solved with efficient algorithms. The system is solved
using a multi-dimensional Newton-Raphson relaxation scheme which, in the case
of radiative segments, is the same Henyey method used to solve the stellar structure
equations in MONSTAR.

The principle behind using an iterative method to solve a system of coupled
equations was outlined by Equations 3.26-3.31. Recall that we seek to improve
upon our previous guess each iteration. Once the corrections are deemed small
enough the system is then considered converged. From Equation 4.2 it can be seen
that we seek to find corrections to dh each iteration. The error e, in our guess is
given by

−ei = dt×
[
αk(hk+2

i − hki ) + βk(hk+1
i − hki )

]
− dhki − dt

∑
Rki , (4.8)

where dt
∑
Rki is the change in composition due to nuclear burning. Through clever

bookkeeping we can determine a set of analytical derivatives in our Henyey matrix,
H. The rate at which each nuclear reaction will proceed depends on the abundances
of the reactants, and the matrix describes how each reaction rate will change due
to the presence of every species in the network i.e., d(reaction)/d(species). This
matrix, of course, is mostly empty. In radiative segments we need not consider the
effect of mixing on the composition so we have adequately described our system.
In matrix notation this is expressed as

H · dx = −e (4.9)

where dx is the correction applied to our iteration to determine our next guess at
dh. As in the evolution code, the system is solved using Gaussian elimination with
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Read in Ev Sructure

Determine 

Determine Segments

,

Evaluate error 

in current iteration

Explicitly calculate nuclear burning

Include mixing contribution to 

abundance changes in Henyey Matrix 

Set up and solve

block-tridiag matrix

N-R procedure to 

determine new abundances

Convective
Radiative

Evaluate error 

in current iteration

Determine Henyey Matrix based on

changes due to nuclear burning

Figure 4.5: Simplified flow chart of the nucleosynthesis code. In radiative zones we
assume a method which allows the abundances to be solved with standard Gaussian
elimination. The geometry of a two stream flow used in convective regions yields
a block-tridiagonal matrix and requires a dedicated algorithm to determine the
composition. During convergence difficulties the whole star is solved using the two
stream scheme.
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% Time Seconds Calls Name

36.96 9.59 489501 gausse

21.89 5.68 491521 drivs

17.57 4.56 2020 trbld

Table 4.1: Profile of the three most resource-expensive subroutines in MONSOON.

pivoting. Our analysis in Appendix B discusses how this scheme requires O(N3)
operations were N is the number of unknowns in the system (i.e., mesh points).
The procedure is repeated until our corrections are below a given tolerance and
we have converged.

When considering convective regions the contribution of mixing must be in-
cluded in the Henyey matrix. For each mesh point we consider the horizontal and
vertical flow of material through the cell. This gives rise to coupled matrices that
describe the vertical flow of material (α) and a matrix that describes the horizontal
flow of material (β). The flow of a given species, i, from the coupled cells can only
affect the abundance of species i, so these matrices are all diagonal. An example of
the resultant system is given in Figure 4.6. The overall matrix is size nm×nm with
each index a matrix of size ns×ns, where nm is the number of mesh points and ns
the number of species in the network. Through LU factorization the system can
be efficiently solved, including by a variation of the Thomas algorithm described
earlier. The extra steps involved by having matrices rather than scalars as the
coefficients require O

(
nm × n3

s

)
operations.

By iterating upon our solution we are able to reduce the numerical error (see
§3.3.2). The derivatives in the Henyey matrix are determined analytically and
the equations are well behaved; both properties also improve convergence. The
Newton-Raphson method also allows us to employ a convergence acceleration to
help with stability. An underelaxation scheme is used to ensure we approach the
final solution, as in MONSTAR’s convergence routine. Finally, we note that in
the case of MONTAGE, the upper s-process network uses its own efficient sparse
matrix solver.

We finish our analysis of the post-processing code by analysing its efficiency.
Table 4.1 demonstrates the results of profiling the nucleosynthesis code. MON-
SOON spends 75% of its time in three subroutines and although not shown here
the next two subroutines account for a further 10% of the run time. The results
in Table 4.1 are based on post-processing a star of mass M = 0.8 M� and metal-
licity Z = 0.0005 (representative of stars found in the globular cluster M3) from
the main-sequence phase until part way up the RGB. We note that these three
routines, gausse which performs Gaussian elimination for radiative segments, drivs
which calculates the Henyey matrix and trbld which is the block-tridiagonal matrix
solver, can all be parallelised. Such an improvement will be implemented in the
near future.
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4.2 Changes to the Code

4.2.1 Thermohaline Mixing

The introduction of thermohaline mixing in MOSOON proved far simpler than in
the evolution code. The iterative matrix solver used to calculate the mixing and
burning is believed to assist with stability. We included three different methods
by which to calculate the process:

1. A simple EDL08-like formalism based on the location of the µ minimum and
a free parameter.

2. The EDL08 formalism as given by Equation 2.113.

3. The UKRT formalism as calculated by MONSTAR (Equation 3.19).

It was previously mentioned that the nucleosynthesis code does not possess the
necessary thermodynamic information to evaluate Equation 3.19. If we wish to
investigate the effects of the UKRT with the mixing formalism in MONSOON
then we must rely on output from the evolution code. The first two methods listed
require the code to calculate the µ gradient throughout the star and readjust the
mixing boundaries appropriately. The two formalisms differ only by the parameter
in front of the (µ− µmin) term. Recall the EDL formalism is expressed as

D =
Finvr

2

tnuclear
(µ− µmin). (4.10)

Here the r2 and tnuclear terms have some physical basis. In our simple EDL-like
scheme these factors are replaced with a constant.

4.2.2 Meshing Routine

The standard meshing routine employed by MONSOON did not provide enough
spatial resolution to calculate thermohaline mixing accurately. The code places
many points around the burning shell as in the absence of mixing this is where all
the nucleosynthesis occurs along the RGB. Figure 3.6 shows that the thermohaline
zone is above the shell, in the region where the nucleosynthesis code spaces cells
geometrically in mass (recall that from the top of the hydrogen burning shell to
the surface points are placed at geometric intervals, see Figure 4.2). With large
mass spacings the small changes in the µ gradient are not resolved correctly and
quite often the code finds the µ minimum in the envelope with its exact location
due to numerical noise. As the original meshing routine proved to be inadequate,
two alternatives were introduced.

4.2.2.1 Adaptive Mesh

The first meshing routine added recycled non-Lagrangian points to the top of the
thermohaline region as they were released below the burning shell. In Figure 4.2
we see that as the hydrogen shell advances, some mesh points are released then
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eventually removed by the code. This method had two advantages. It ensures that
the regions of interest are always resolved, and it does so optimally by keeping the
number of meshpoints to a minimum. This method of meshing proved to be
unsuitable during the core flash and further development is needed to make this
routine useful.

4.2.2.2 Brute Force Mesh

The brute force mesh ensured that all regions of interest were highly resolved
during all periods of evolution. In order to limit numerical diffusion, a static
mesh, evenly spaced in mass, was introduced prior to shell burning. From the core
to a mass location 0.02 M� below the deepest extent of FDU (determined from
the evolution code) we evenly space points at 0.01 M� intervals. A tightly packed,
evenly spaced mesh was introduced for the burning shell and thermohaline region
which also extended well into the convection zone. In these regions mass spacing
is reduced to 0.0001 M� The rest of the envelope was resolved using geometric
spacing. Typically & 1500 points are used to follow thermohaline mixing. The
star is obviously over resolved, and as the mesh is kept as static as possible, the
routine is quite stable. It is this meshing routine that has been adopted in our
calculations.

4.2.3 Initial Abundances

As well as the structure at every timestep, MONSOON takes from the evolution
code the initial 1H, 3He and 4He abundances. These are used in the starting model
as a first approximation with all other abundances read in from an initial compo-
sition file. MONSOON’s natural unit of abundance is molar fraction but initially
the code ensures that the mass fraction of those nuclei taken from MONSTAR
and the initial abundance file sum to unity. If required, a scaling is applied to nu-
clei to conserve mass. The scaling usually results in a small difference in starting
abundance between the two codes. For AGB nucleosynthesis this effect is minor, if
not negligible. To help with future comparisons, an option was introduced so that
MONSOON could read in all six species from the evolution code and the scaling
algorithm edited to ensure that their abundances were not changed.
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4.3 Summary

The original incarnation of MONSOON was designed to investigate Thorne-Żytkow
objects. Nucleosynthesis in these stars occurs via the rp-process at the base of the
convective envelope. Material circulates through the burning region on timescales
of order ≈ 0.01 seconds (Cannon, 1993). The conventional method of treating
mixing as a diffusive process is inappropriate in such conditions. An underlying
assumption of diffusive mixing in a 1D stellar model is that within a given radial
shell, the composition is uniform. In Thorne-Żytkow objects the composition of
material approaching the burning region may differ significantly from that at the
same radius returning from the base of the convective envelope. Mixing is therefore
treated via an advection scheme.

MONSOON’s mixing scheme comprises upward and downward moving streams.
Material also flows laterally to ensure mass conservation and include horizontal dif-
fusion. The advection equation that governs mixing mimics the diffusion equation
in the limit of rapid sideways diffusion as meshpoints at the same levels then have
the same abundance. In the limit of no sideways mixing the scheme approaches a
conveyor belt model. Numerical hydrodynamical simulations of convection suggest
that the mixing is characterised by rapid narrow downflows and slower broader up-
wellings (Herwig, 2001; Stancliffe et al., 2011). MONSOON can also model this
facet of mixing in parameterised form.

Numerically, the system is solved using a multi-dimensional Newton-Raphson
procedure, in much the same way as the evolution code solves the stellar structure
equations. As we are concerned with the abundances of trace elements, a user-
defined nuclear network can include all the relevant species. The iterative method
of solving the system of equations led to greater stability than was initially present
in the evolution code. Thus the introduction of thermohaline mixing was rather
straightforward.

The changes to MONSOON have ensured that there are three different means
by which we can investigate the effects of thermohaline mixing:

• The process can be calculated in situ by a simple formalism based on the
location of the inversion in µ gradient.

• The process can be calculated in situ with the formalism suggested by EDL08
(Equation 2.113).

• MONSTAR can calculate the mixing boundaries and a diffusion coeffcient
based on the UKRT formalism. A mixing velocity and mixing length is then
fed to MONSOON which calculates its own mixing and burning.

The third method, requires a form of calibration. Recall that in MONSTAR, the
v and l in convective regions can be determined from MLT. These are written out
to MONSOON but combined to form a diffusion coefficient for MONSTAR’s dif-
fusive mixing algorithm. In regions unstable to thermohaline mixing, MONSTAR
determines a diffusion coefficient independent of a mixing length. We have seen
how the mixing efficiency is parametrised in terms of a dimensionless aspect ratio.
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Therefore have an infinite number of combinations of v and l for any diffusion co-
efficient. When writing out a v and l for MONSOON in thermohaline regions we
assume l ≈ αMLT ×HP . With the addition of Li to MONSTAR’s network we have
two fragile species to which we can can calibrate the mixing to (the other being
3He). Multiplying the mixing velocities by ≈ 1.5 reproduces their abundances in
the diffusive approximation. Whether the diffusive approximation to the mixing
is the correct paradigm is another matter. If we consider extra mixing indepen-
dent of any mechanism, but rather in terms of a mixing speed and mixing depth,
a diffusive formalism may not be adequate to explain the observed abundances.
Nuclei such as Li, which is dependent on efficient transport of material, may hold
the key to such questions. A detailed comparison of each code’s mixing algorithm
is currently underway and will serve as a focus of future work.
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Chapter 5

Calibrating Thermohaline
Mixing in the Archetypal
Globular Cluster, NGC 5272
(M3)

Nothing in life is to be feared, it is only to be understood. Now is the time to
understand more so we fear less.

- Marie Currie

Scientific work must not be considered from the point of view of the direct usefulness
of it. It must be done for itself, for the beauty of science, and then there is always
the chance that a scientific discovery may become like the radium, a benefit.

- Marie Currie

5.1 Introduction

In Chapter 1 it was established that standard stellar theory fails to reproduce the
surface composition of low-mass RGB stars. The discrepancy between theory and
observation can be resolved if mixing in stellar interiors extends beyond the stable
boundary as defined by the Schwarzschild or Ledoux criterion. Surface abundances
suggest that the envelope must undergo CN cycling along the upper RGB. As the
conditions at the base of the convective envelope are not sufficient to process the
nuclei to the levels required, material must traverse across the radiative zone into

123
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regions that approach the hydrogen burning shell. This extra mixing is expected
to occur in all low-mass giants irrespective of stellar environment, however it is
through observations of GCs that the corresponding mixing event has been tied
to the hydrogen burning shell erasing the composition discontinuity left behind by
FDU.

In this study we utilise GCs (for the reasons discussed previously) to test
whether thermohaline mixing can explain the extra mixing required in models of
low-mass stars. We outlined the care that must be taken when comparing stellar
models to observations of stars in GCs. Although the CMD of a GC looks like
an isochrone, these systems are not simple stellar populations; they are in fact
comprised of multiple generations. The presence of multiple populations give rise
to distinct abundance patterns which are not observed in the field. In GCs, the
so called light-element anticorrelations (C with N, Na with O and Mg with Al)
are not only found in the well-studied bright giants but also below the subgiant
branch. The fact that these abundance patterns are detected above and below the
sub giant branch implies that a previous generation of stars have activated CNO,
NeNa, and MgAl cycles in their interiors in order to deplete O and Mg and enhance
Na and Al, respectively. Furthermore, some dilution between the pristine material
from which the first generation formed, and their ejecta is required to match the
observed abundance patterns in the second generation stars. Primordial and in
situ patterns must be separated when modelling these systems.

It was also during Chapter 1 that we outlined the evolution of low-mass stars.
Rather than rely on the solar model as the preferred benchmark, we elected to de-
scribe the structure and evolution of star with mass M = 0.8 M� and metallicity,
Z = 0.0005. The mass and composition of the star in our example is representative
of those stars found in the GC M3. It is this GC that we have chosen to calibrate
the 1D diffusive formalism of thermohaline mixing. The historical and theoretical
developments of the instability (and its relation to similar DD instabilities) were
described in Chapter 2. In Part II of this dissertation we detailed the changes
required to our stellar physics codes to accurately include thermohaline mixing in
the calculations. In the following sections we quantitatively test its application as
an RGB extra-mixing mechanism. Thermohaline mixing is calibrated by matching
[C/Fe] abundances as a function of luminosity in M3. Once a formalism and effi-
ciency determined, the parameterisation will is applied to model multiple systems
including low-metallicity GCs. In Part IV we turn our attention to observations of
lithium rather than [C/Fe]. In Chapter 8 we present new lithium observations in
the GCs NGC 5904 (M5) and NGC 6218 (M12). In Chapter 9 our high resolution
lithium data is used to effectively probe both FDU and extra mixing, providing a
robust test of stellar models.

Messier 3 was chosen as a test case for thermohaline mixing in Population II
stars because in many respects it can be considered a typical globular cluster. A
metallicity of [Fe/H] = −1.4 (Sneden et al., 2004; Cohen and Meléndez, 2005)
means that it falls near the mode1 in the metallicity distribution of halo globular

1the metallicity distribution is of course continuous, however there are many clusters with
[Fe/H] ≈ −1.5
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clusters. Among clusters of similar metallicity, the horizontal branch morphology
of M3 has stars on both the red and blue sides of the RR Lyrae gap (Sandage,
1970; Buonanno et al., 1994), and the colour distribution is intermediate between
extremes such as those of M13 and NGC 6752 (whose HBs have more extended
blue tails; Newell 1970; Lee and Cannon 1980) and NGC 7006 (whose HB stars
are more concentrated to the red side of the RR Lyrae gap; Sandage and Wildey
1967). Red giants with enhanced λ3883 CN bands in their spectra were discov-
ered in M3 by Suntzeff (1981), and further studied by Norris and Smith (1984).
The CN distribution contains both CN-strong and CN-weak giants (i.e., high and
low nitrogen abundance giants) as is typical of other clusters of similar metallicity
(Norris and Smith, 1984). The behaviour of the CN bands at a given luminosity on
the RGB appears to anticorrelate with carbon and oxygen abundance (Suntzeff,
1981; Smith et al., 1996). When giants of different luminosity are compared a
significant trend becomes apparent in the carbon abundance. Among red giants
with absolute magnitudes brighter than the horizontal branch [C/Fe] declines with
increasing luminosity (Suntzeff, 1981, 1989; Smith, 2002) in a manner that is typi-
cal of other globular clusters and halo field giants (Smith and Martell, 2003). It is
this behaviour of carbon in particular that is of great use in constraining models of
thermohaline mixing. The carbon isotope ratio 12C/13C has a low value of ≈ 4-6
among the bright giants (Pilachowski et al., 2003; Pavlenko et al., 2003), although
the number of stars for which this has been measured is small. In addition, M3
displays O, Na, and Al abundance inhomogeneities of the type that are common-
place within globular clusters of similar metallicity (Carretta et al., 2005). The
cluster has a population of stars that are enhanced in Na and Al but depleted in
oxygen (Kraft et al., 1992; Cavallo and Nagar, 2000; Sneden et al., 2004; Cohen
and Meléndez, 2005; Johnson et al., 2005), but without the extremes in O abun-
dance depletion and Na enhancement that are found in the oft-compared cluster
M13 (Sneden et al., 2004). A substantial component of the O-Na-Al variations in
M3 are arguably the products of early cluster self-enrichment, and thermohaline
mixing on the first ascent giant branch is not expected to have played a role in
their production. Work by CZ07a and Charbonnel and Lagarde (2010) also show
that these elements are not affected by thermohaline mixing.

By matching our models to the carbon depletion (as a function of absolute
magnitude) observed in this cluster we can attempt to constrain both the formula
for the thermohaline diffusion coefficient and the values of any parameters con-
tained therein. As carbon and nitrogen are intrinsically linked in the CN burning
cycle we include observations of nitrogen as an additional tracer. Furthermore, we
identify when extra mixing begins in the models and compare this to the observed
luminosity function bump (LF bump) in the cluster.

5.2 The Formula for the Diffusion Coefficient

It is common in stellar interior calculations to use a diffusion equation to simulate
mixing. It is important to remember that many mixing processes, such as con-
vective mixing, are advective in nature, not diffusive. In the former, a property
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is distributed as a result of bulk flows within the fluid. The latter follows from
Fick’s first law, which postulates that a flux exists between regions of high and
low concentration of the quantity of interest. The equation governing this is

~j = −D~∇n (5.1)

where n is the density of the quantity and ~j is its flux. The parameter D is the
“diffusion coefficient” of the “diffusivity”. For particles with a mean-free-path l
and typical speed v then

D =
1

3
vl. (5.2)

As no theory for time dependent mixing exists, it is common to use a diffusion
equation to simulate mixing in stellar interiors. Historically, this is also how ther-
mohaline mixing has been calculated. A diffusion equation is solved for each species
in the star, and thus determines the radial composition variation.

EDL08 used the following formula, based on estimates of the mixing velocity
and the convective formalism in their evolution code:

D =


Finvr

2

tnuclear
(µ− µmin) if (k ≥ kmin)

0 if (k ≤ kmin),

(5.3)

where k is the mesh point number, counted outwards from the centre of the model,
kmin is the value of k for which µ takes its minimum value of µmin, r is the
radial coordinate, Finv is a constant which is selected to obtain the desired mixing
efficiency and tnuclear is an estimate of the nuclear evolution timescale (see EDL08).
This is an extension of the convective formula used in the EDL08 calculations, with
the addition of a µ − µmin term to reflect the driving by the µ inversion. Thus
this formula is not a local one as the value of D at a point in the star depends
on the value of µmin at some other location in the star. Nevertheless, it is a
phenomenological form that recognises the role of the µ inversion in driving the
mixing.

This formulation ensured the correct region was mixed but note that the mixing
speed is formally zero at the position where µ has its minimum even though the
mixing should presumably be the most efficient at this point. EDL08 give upper
and lower estimates for the mixing velocity and find that they can change their
free parameter Finv, and consequently alter the speed by three orders of magnitude
whilst still producing the observed levels of 12C/13C and leading to 3He depletion.

CZ07a adopt the UKRT formulation for thermohaline mixing, which results
from a linear analysis of the problem. They cast it in the following way,

Dt = CtK
(ϕ
δ

) −∇µ
(∇ad −∇)

for ∇µ < 0, (5.4)

where K is the thermal diffusivity and Ct is a dimensionless free parameter. In
fact Ct is related to the aspect ratio, α, of the fingers in the following manner:
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Ct =
8

3
π2α2 (5.5)

The appropriate value to use for this parameter remains uncertain. To under-
stand thermohaline mixing fully clearly requires a hydrodynamic theory that will
determine the diffusion coefficient and any associated parameters. In lieu of such
a theory, we can compare with observations and see what form of D and values
of constants are needed to match the real world. This is the approach we have
adopted.

Alternatively, one could try to determine Ct or α by comparison to labora-
tory experiments and the oceanic case, which has been well studied. Stommel
and Faller carried out experiments of fluids in laboratory conditions. This work,
published in Stern (1960), saw the development of long salt fingers with lengths
that were larger than their diameters (α ≈ 5). This led Ulrich (1972) to determine
that Ct ≈ 658 which was the basis of the choice by CZ07a to use Ct = 1000.
The huge differences between incompressible salty water and the self-gravitating
plasma we are considering make direct comparisons very difficult, however (see
Denissenkov 2010; Denissenkov and Merryfield 2011). In contrast to the oceanic
case, Kippenhahn envisaged the classical picture where mixing is due to blobs. If
Kippenhahn’s expression is cast into the same form as Equation 5.4 then Ct ≈
12. This value seems to agree with the 2D- and 3D-hydrodynamical models of
Denissenkov (2010) and Denissenkov and Merryfield (2011) as well as 1D models
of Cantiello and Langer (2010), but is inconsistent with the value preferred by
CZ07a and the present work (see below).

5.3 Models and Results

We use MONSTAR (The Monash version of the Mt.Stromlo evolution code; see
Campbell and Lattanzio 2008 and Chapter 3) to produce stellar models for M3.
The stars are evolved from the zero-age main-sequence until the core flash. They
are of mass M = 0.8M�, metallicity Z = 0.0005 and have a solar-scaled CNO
abundance, as a first approximation. Population II subdwarfs in the globular
cluster metallicity range tend to have [C/Fe] ∼ 0 (e.g. Laird 1985). In M13 the
work of Briley et al. (2004) shows an upper envelope to the data that approaches
[C/Fe] ∼ 0 to −0.2 near the main sequence.

Our mixing length parameter, α, is set to 1.75 and we run without any over-
shoot. Mixing is calculated using a diffusion equation, and we investigate different
formulae for the diffusion co-efficient used for thermohaline mixing. These pa-
rameters approximate the stars in M3 quite well: M3 has an age estimated by
various authors to be between 11.3 to 14.2 Gyr (Chaboyer et al., 1992; Jimenez
et al., 1996; VandenBerg, 2000; Salaris and Weiss, 2002; Alves et al., 2004) and
[Fe/H]= −1.5. In Figure 5.1, using the UKRT formulation for thermohaline mixing
and Ct = 1000, we plot the variation of the surface [C/Fe] as well as the 12C/13C
ratio against MV . A distance modulus of V −MV = 15.05 was adopted as per Lee
(1999) and Smith (2002) whilst theoretical model atmospheres from Castelli et al.
(1997, ATLAS9) provide tables of bolometric corrections for the stellar models.
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Figure 5.1: Top panel: 12C/13C as a function of magnitude. Bottom panel: [C/Fe]
as a function of magnitude. In this figure we compare the evolution of [C/Fe] to
that of 12C/13C. The UKRT thermohaline mixing formula with Ct=1000 has been
used in this model. It can be seen that the isotopic ratio reaches equilibrium soon
after the onset of extra mixing, where as [C/Fe] depletes along the entire RGB.

In Figure 5.1 it can clearly be seen that the 12C/13C ratio drops below 10
very quickly, finally reaching as low as 6.5. This is in good agreement with the
observations of 4-6 by Pilachowski et al. (2003) and Pavlenko et al. (2003). The
gradual depletion of carbon throughout the entire RGB on the other hand provides
a more sensitive constraint on the mixing.

Figure 5.2 compares the results with the EDL08 and UKRT formulae for the
diffusion coefficient. In this figure open circles denote CN-weak stars, filled circles
denote CN-strong stars and crosses represent CN-intermediate stars all from M32.
In this figure, as well as the proceeding figures, the errors in magnitude are smaller
than the symbols used. The random errors in the abundance measurements can

2We note that there appears to be a lack of CN-strong stars on the lower RGB. This is an
artifice of the original Suntzeff (1981) study in which the lower luminosity stars that were observed
happened to be CN-weak. Norris and Smith (1984) showed that CN-strong giants do exist in M3
at luminosities corresponding to the faint limit of the Suntzeff (1981) survey. However, their later
study concentrated on the λ3883 CN band strength and did not measure the [C/Fe] or [N/Fe]
abundances. Consequently, absence of CN-strong stars at the faintest limits of the abundance
plots herein is a consequence of observational effects.
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Figure 5.2: Abundances as a function of visual magnitude for giants in the GC
M3. In this figure we compare the UKRT prescription for the diffusion coefficient
to that of EDL. Open circles denote CN-weak stars in M3, filled circles denote
CN-strong stars and crosses represent stars of intermediate CN strength, with all
data taken from Smith (2002). The two UKRT models correspond to the vermilion
line for Ct = 12 and the blue line for Ct = 1000. The two EDL models are denoted
by the lavender curve for Finv = 100 and the black curve for Finv = 10, these sit
nearly on top of each other on this scale. The models are all of mass M = 0.8 M�
and Z = 5 × 10−4 with solar scaled CNO abundances. The errors in magnitude
are smaller than the symbols used. The maximum error in [C/Fe] and [N/Fe] is
±0.3 dex.
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be up to ±0.3 dex according to Suntzeff (1981), although this does not take into
account potential systematic errors due to limitations in the stellar atmospheres
code used in the abundance derivations. We have run four models to compare to
the observations, two with thermohaline mixing that use the UKRT formula for the
diffusion coefficient and two models that use the EDL08 formula. The vermilion
line and the blue line are variations of the UKRT prescription, the vermilion curve
uses Ct = 12 (α ≈ 1) as suggested by Kippenhahn et al. (1980) while the model
represented by the blue curve uses Ct = 1000 (α ≈ 6), a geometry more akin to
CZ07a. The lavender and black lines (which nearly sit on top of each other) are
EDL08 models where Finv = 100 corresponds to the lavender curve and Finv =
10 corresponds to the black curve line. The two choices of Finv lie within the
three orders of magnitude that lead to the required level of 12C/13C depletion as
discussed in EDL08.

The two EDL08 models destroy the available 3He very quickly and are unable
to cycle much CN processed material to the envelope. As previously mentioned,
in the EDL08 formulation of the diffusion coefficient the mixing is dependent on
the difference in µ, i.e. (µ − µmin). Material near the envelope is cycled down
faster and the mixing becomes less efficient closer to the location where µ has its
minimum. Material is not replenished at the same rate it would be with a local
condition on the µ gradient as seen with the UKRT prescription. In other words,
3He is rapidly transported to high temperatures where it travereses slowly through
the burning region. Its abundance is therefore quickly depleted.

The manner in which the material is mixed has consequences for the depth at
which the minimum value of µ occurs. We can see in Figure 5.3 that the location
at which µ has its minimum occurs further out in the EDL08 scheme. The steep
temperature gradient ensures the fragile 3He is easily destroyed while the carbon-
rich material is not exposed to temperatures where it can burn significantly. CN
cycling is therefore reduced whilst the driving fuel, 3He, is easily processed irrespec-
tive of one’s choice of Finv. The bottom panel in Figure 5.3 clearly demonstrates
the dependence of the location of the minimum value of µ on the mixing scheme.
The four models in Figure 5.2 are plotted with the same colours in Figure 5.3.
We have plotted the velocities, carbon, nitrogen and molecular weight profiles at a
hydrogen-exhausted core mass of Mc = 0.32970 M� corresponding to MV = −0.34
. The bottom panel demonstrates the depth to which the models mix. This high-
lights the fact that the two UKRT models have their µ minimum occurring closer
to the hydrogen shell and mix deeper than the EDL08 models at the same core
mass. As expected the two EDL08 abundance profiles show little CN processing.
As shown by EDL08 this is sufficient to produce the observed 12C/13C values but
as Figure 5.3 shows it is not enough to reproduce the [C/Fe] or [N/Fe] variations.
Note that to calculate a velocity from Equation 5.2 we require a value for l. We
have used l = 1.75× Hp where Hp is the pressure scale height. This may not be
an accurate estimate but it is expected to give us an indicative velocity.

The surface abundances are determined by both the depth to which the ma-
terial is mixed as well as the speed of mixing. The depth of mixing in a “steady
state” is determined by the location of the µ minimum which is in turn depen-
dent on the mixing speed, so that the two are not independent. Consider the case
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Figure 5.3: Various profiles for the same models as Figure 5.2. The same symbols
are used. The profiles are all taken at the same stage in evolution, that is when the
hydrogen-exhausted core mass Mc = 0.32970 M� and at and MV = −0.34. Top
Panel: the mixing velocity in the region above the shell. Second Panel: the carbon
abundance in the region above the shell. Third Panel: the nitrogen abundance
in the region above the shell. Bottom Panel: variations at µ. Note that at this
resolution the µ inversion is not clearly identifiable in the Ct = 12 model.
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of very fast mixing, such as convection. The abundance would be homogeneous
from the deepest point of mixing to the surface. Clearly the surface abundance is
controlled by the burning conditions at the bottom of the mixed region - a case
we call “burning limited.” Now consider the case of very slow mixing. The abun-
dance profile is marginally altered from the radiative case. Although the material
is mixed to the surface it proceeds so slowly that the advance of the burning region
is almost independent of the (slow) mixing - just as it would be in the limiting
case of no mixing (i.e. a radiative zone). Hence in the slow mixing case the surface
abundances are “transport limited.” In Figure 5.2 the bottom panel suggests that
the UKRT Ct = 12 model is transport limited and this, not the depth to which
material is mixed, is responsible for the lack of processing. The bottom panel
in Figure 5.3 shows that the EDL08 models do not mix as deep as the UKRT
models. Yet the EDL08 models destroy essentially all of the 3He (see Figure 5.2)
while this is not true for the UKRT formulation. 3He and consequently carbon in
the Ct = 12 model are not destroyed because not enough material is physically
transported through the radiative region and processed before the end of the RGB.
In Figure 5.4 we see that there is is almost a difference of two orders of magnitude
between the mixing speeds in the two UKRT models. In addition at this stage of
the evolution the Ct = 12 model does not connect the region of the µ-inversion
(where the burning occurs) with the envelope to cycle in fresh fuel (it does so
further up the RGB): this further hinders any processing.

It appears that the requirement for significant carbon depletion is two fold: the
position of the minimum in µ must occur at a reasonably high temperature and
we need a sufficiently fast mixing velocity. As a result of our comparison with M3
we prefer the UKRT formalism over that used by EDL08.

5.4 Modeling the Globular Cluster M3

As previously mentioned Kippenhahn et al. (1980), Ulrich (1972) and CZ07a differ
in their choice of α, the aspect ratio of the fingers, by a factor of five and this
translates to a difference of two orders of magnitude in Ct.

Having selected our preferred formalism we can now use observations to con-
strain the diffusion coefficient. In Figure 5.5a we illustrate the effect of standard
evolution on the carbon and nitrogen abundances. In all the Figure 5.5 panels,
open circles denote CN-weak stars , filled circles denote CN-strong stars and crosses
represent CN-intermediate stars as before. The uncertainty in the data is as spec-
ified in Section 5. Figures 5.5b, 5.5c and 5.5d include thermohaline mixing with
the UKRT prescription. In each panel we provide four models, these represent dif-
ferent values of Ct. We include: Ct = 12 as per Kippenhahn et al. (1980) (lavender
lines, α ≈ 1), Ct = 1000 as per CZ07a (black lines, α ≈ 6) and two intermediate
values, Ct = 120 (vermilion lines, α ≈ 2) and Ct = 600 (blue lines, comparable to
Ulrich 1972 Ct = 658, α ≈ 5).

The canonical evolution (grey line, i.e., Ct = 0) in Figure 5.5a shows very
little carbon depletion following FDU. This is contrary to the observations for
the upper part of the RGB. We include this panel to highlight to the reader
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Figure 5.4: Velocity, X(C) and µ profiles for the two UKRT models. This is an
expanded plot of the first panel in Figure 5.3 so is once again taken at a hydrogen-
exhausted core mass of Mc = 0.32970 M� and MV = −0.34 . The Ct = 12 model
(blue line) mixes two orders of magnitude more slowly than the Ct = 1000 model
(black line). It also fails to transport material to and from the envelope at this
stage. It does connect with the envelope before the end of the RGB.
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Figure 5.5: From previous page. Carbon and nitrogen abundances as a function
of absolute magnitude in M3. Here we compare our models to the Smith (2002)
compilation of M3 observations. Open circles denote CN-weak stars, filled circles
CN-strong stars, whilst the crosses represent stars of intermediate CN strength.
The errors in magnitude are smaller than the symbols used. The maximum error
in [C/Fe] and [N/Fe] is ±0.3 dex. Where extra mixing is included in our models
lavender lines correspond to Ct = 12 (α ≈ 1), vermilion lines to Ct = 120 (α ≈ 2),
blue lines to Ct = 600 (α ≈ 5) and black lines to Ct = 1000 (α ≈ 2). Figure 5.5c
includes models with the following initial CNO abundances X(C)= 5.45 × 10−5,
X(N)= 1.5 × 10−5 and X(O)= 2.86 × 10−4. In Figure 5.5d the initial CNO
abundances are X(C)= 1.9× 10−5, X(N)= 5.5× 10−5 and X(O)= 2.6× 10−4.

the need for extra mixing. In Figure 5.5b we have assumed a scaled solar CNO
abundance and varied the free parameter as described above. It is unlikely that
M3 possesses a scaled solar abundance. Russell and Dopita (1992) have already
shown that Large Magellanic Cloud abundances are not scaled Solar and we would
not expect the environment during globular cluster formation to resemble the solar
neighbourhood.

In Figure 5.5c we have altered the initial C/N/O ratios whilst keeping the
metallicity and total CNO content constant. As the carbon abundance does not
change a great deal before the onset of extra mixing we have assumed the most
carbon-rich stars are representative of the pre-FDU abundance, similarly for the
most nitrogen-poor stars. To match the constraints, the following initial CNO
abundances were assumed X(C)= 5.45 × 10−5, X(N)= 1.5 × 10−5 and X(O)=
2.86× 10−4. We altered the carbon and nitrogen so that we arrived at our desired
post-FDU value and adjusted the oxygen abundance in order to keep the total CNO
constant3. We have decreased the carbon by a factor of 1.47 and the nitrogen by
a factor of 1.63 (in relation to solar). These values could easily be fine-tuned to
better fit the data but it is the proof of concept we are concerned with. The two
slow mixing cases are unable to account for the depletion in carbon. Both Ct = 600
and Ct = 1000 are a good fit to the carbon and the nitrogen. It does appear that
the mixing should begin at a slightly lower luminosity, however Sweigart (1978)
demonstrated that lowering the 4He abundance will cause the extra mixing to
begin earlier because the shell reaches the discontinuity sooner. We find that our
models provide a fit to the upper envelope of the run of [C/Fe] vs MV in Figure
5.5c but can only fit the nitrogen for the CN-weak stars. This argues that much
of the spread in [N/Fe] in the lower panels of Figure 4 is dominated by a variation
that was present among the cluster stars before they commenced red giant branch
evolution. The fact that none of the models in the lower panels of Figure 4 can
reproduce the observed spread in [N/Fe] is suggestive of the CN inhomogeneity in
M3 having a predominantly primordial origin. This inference is consistent with
the discovery in a number of clusters, including M3 (Norris and Smith, 1984), that

3Note that the effect of FDU is very small so the pre-FDU and post-FDU values are nearly
the same.
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N abundance variations (or equivalently CN band strength variations) are found
both at and below the magnitude of the bump in the RGB luminosity function
(e.g., see Suntzeff and Smith 1991; Briley et al. 2004; Carretta et al. 2005; for
the clusters NGC 6752 and M13 which have similar [Fe/H] to M3). This argues
strongly for the spread being present in the stars at their birth.

In Figure 5.5d we have assumed the CN-strong stars are a separate population
with their own CNO abundance. Moreover we have assumed there is a CN-[C/Fe]
anticorrelation in which the CN-strong stars are initially 0.4 dex depleted in carbon
relative to the CN-weak stars (Smith, 2002, and references therein). The CN-
strong stars show the results of hot hydrogen burning in the gas from which they
formed, including CN and ON cycling. We have therefore changed the initial
helium abundance from Y=0.2495 to Y=0.28 as well as the CNO values4. Here
we set X(C)= 1.9 × 10−5, X(N)= 5.5 × 10−5 and X(O)= 2.6 × 10−4. We find in
this case the slower mixing is a good fit for the carbon abundance whilst the faster
mixing is able to account for the more extreme observations of carbon depletion.
These models are unable to match the more extreme nitrogen enhancements in the
CN strong stars. The [N/Fe] is initially so high even on the main sequence that any
enhancement due to extra mixing only slightly raises the [N/Fe]. We conclude that
much of the nitrogen spread in the CN strong stars is due to primordial variations
as a result of hot hydrogen burning (in an early generation of stars that instigated
cluster enrichment) rather than thermohaline mixing in the present-day giants.

Our findings are consistent with those of CZ07a in that Ct = 1000 is our pre-
ferred value of the free parameter in the UKRT thermohaline mixing prescription.
Their choice based on the value advocated by Ulrich (1972) and experiments of
oceanic conditions by Krishnamurti (2003). In Figure 5.6 we investigate the effect
of increasing Ct beyond 1000. The blue line corresponds to the EDL08 prescription
with Finv = 100, the black line corresponds to Ct = 1000, the vermilion line to
Ct = 3000 (α ≈ 10) and the lavender line Ct = 12000 (α ≈ 20). Once again we use
the same symbols for the M3 data as in previous plots. The initial abundances are
solar scaled CNO, however it is the shape of the profiles we are interested in here.
We include the EDL08 model to compare the similarities in the 3He depletion as
a function of magnitude. The fact that the UKRT 3He profiles begin to approach
that of the faster mixing EDL08 model once again suggests that depth to which
the UKRT models mix is responsible for the carbon depletion. Initially the faster
mixing cases are able to deplete the carbon more efficiently than our preferred
value of Ct = 1000. Although all three values of Ct begin to deplete at different
rates they eventually lead to similar levels of CN processing. The similar levels of
carbon depletion suggest that a steady state has been reached and for Ct ≥ 1000
the process is burning limited (for [C/Fe] at least).
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Figure 5.6: Abundances as function of magnitude. We consider values of Ct beyond
1000. M3 data is represented with the same symbols as in the previous figures.
The dotted line corresponds to the EDL prescription with Finv = 100, the solid
line corresponds to Ct = 1000, the dashed line to Ct = 3000 (α ≈ 10) and the
dash-dotted line to Ct = 12000 (α ≈ 20). There is little difference in the level of
carbon depletion once Ct > 1000, because the depletion is limited by the burning
rate rather than the transport rate.
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5.5 Mass Loss

Mass loss could have a significant effect on the level of carbon depletion in the
models. If there is less envelope, the amount of carbon that needs to be processed
to reduce the [C/Fe] is also less. In Figure 5.7 we investigate the role of mass loss
in the UKRT formula for mixing. We provide three models for the Ct = 120 case,
standard Reimers’ mass loss (blue curve), no mass loss (vermilion curve) and a
factor of two increase on the standard mass-loss rate (black curve). The effect of
mass loss on the surface composition is greatest towards the tip of the giant branch
where the mass-loss rate is highest, but even there the alteration in [C/Fe] is slight
compared to a zero mass-loss model. These findings are consistent with EDL08,
who also find the effect of mass loss negligible after the onset of thermohaline
mixing.

4We note that this is consistent with the growing literature on multiple stellar populations in
GC and their presumed 4He content (Piotto, 2009, and references there in).
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5.6 The Onset of Mixing and the Location of the LF
Bump

Our final observational test concerns the onset of mixing and the observed location
of the abundance changes. The hydrogen-burning shell will reach the composition
discontinuity independent of any thermohaline mixing, which only begins after this
event. Once the mixing starts, the rate is dependent on the parameter Ct and so
the surface abundance begins changing at a visual magnitude that depends slightly
on Ct. The models for the four different values of Ct in Figure 5.5 commence ther-
mohaline mixing within ∆MV = 0.02 mag of each other. In Figure 5.8 we have
taken Figures 5.5c and 5.5d and marked the position of M3’s LF bump according
to (Fusi Pecci et al., 1990, grey dashed line) and the position according to Smith
and Martell (2003, dot-dashed grey line). In all four panels we indicate the mag-
nitude of the LF bump according to the CN weak models5(the solid vertical line).
Fusi Pecci et al. (1990) determine the LF bump of M3 to occur at MV = −0.06,
Smith and Martell (2003) at MV = 0.45 whereas our models reach the composition
discontinuity at MV = −0.26. In the UKRT formula for the diffusion coefficient,
the change in the surface abundances begins almost immediately after the bump.
These results differ somewhat from the non-rotating case of Charbonnel and La-
garde (2010) who find there is a delay of ≈ 0.5 magnitudes before the onset of
any changes to the surface abundance, albeit for different masses and metallicities
to those considered here. The differences between the two quoted values for the
LF bump are due to the respective choices of the distance modulus. We find our
models are closer to the older results but we refrain from drawing any conclusions.
A study that includes lower luminosity giants is required in order for us to make
further comparisons to the observations.

In Figure 5.8b we find that increasing the amount of 4He in the model has
delayed the onset of the bump. These results are consistent with Sweigart (1978)
who, in addition to this, showed that the size of the discontinuity is also reduced
with increasing 4He abundance. This is owing to the fact that an increase in 4He
translates to less hydrogen and less of a discontinuity. The fact that the hydrogen
shell encounters the discontinuity later for models with higher initial 4He is due
to the effect the composition has on the penetration of the convective envelope.
A higher hydrogen abundance allows for deeper penetration of the envelope and
hence the shell reaches this depth sooner.

5.7 Conclusions

M3 is a well studied system that demonstrates the abundance patterns we com-
monly associate with globular clusters. Along with many other clusters it displays
significant [C/Fe] depletion along the RGB, the implication being that some form
of internal, non-canonical mixing must be occurring. Our models with thermoha-
line mixing show that the carbon and nitrogen observations can be explained if we

5Technically, we plot the local luminosity maximum that occurs during this phase; this is
Lb,max in the notation of Charbonnel and Lagarde (2010).
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Figure 5.8: Carbon and nitrogen abundances as a function of absolute magnitude
in M3. These are the same panels as Figures 5.5c and 5.5d with the location
where the local luminosity maximum occurs when the hydrogen shell meets the
composition discontinuity (solid vertical line), the location of the LF bump for M3
from Fusi Pecci et al. (1990) (dashed vertical line) and location of the LF bump
for M3 from Smith and Martell (2003) (dot-dashed vertical line).

adopt the hybrid theory outlined in Smith (2002), where stars in the cluster are
undergoing extra mixing as they ascend the RGB and the presence of primordial
abundance inhomogeneities due to ON cycling are needed to explain the initial car-
bon and nitrogen abundances. We have used observations of M3 to investigate our
theoretical understanding of thermohaline mixing. Our findings are summarised
below:

1. The variation of [C/Fe] with magnitude provides a much more stringent test
of any proposed extra-mixing mechanism than simply matching the final
12C/13C ratio. When data of sufficient quality is available this can constrain
the details of any proposed extra-mixing formulation. In the present case the
UKRT formulation of thermohaline mixing is a far better fit than the phe-
nomenological prescription given by EDL08, although both fit the constraint
provided by the carbon isotope ratio.

2. The UKRT prescription of thermohaline mixing with Ct = 1000 seems to
best fit the data for M3. This is consistent with the results of Charbonnel
and Lagarde (2010) for higher metallicities (M = 1.25−2.2 M�, Z =Z�) and
CZ07a for a range of metallicities (M = 0.9 M�, [Fe/H] = −1.8,−1.3,−0.5).

3. We infer that there is a spread of ≈ 0.3 to 0.4 dex in [C/Fe] in the stars
in M3 from their birth. Without this initial difference in [C/Fe] between
the two populations, thermohaline mixing cannot reproduce the change in
[C/Fe] seen on the giant branch. That there are two populations is absolutely
required, because once Ct is sufficiently large, an increase of this coefficient
doesn’t produce a bigger ∆[C/Fe]. Primordial C and N inhomogeneities have
been directly observed as abundance differences among main sequence stars
in globular clusters such as M13 and NGC 6752 (Briley et al., 2004; Carretta
et al., 2005), which have similar metallicity to M3.

4. To reproduce the entire spread of [C/Fe] values seen in the giants of M3 it is
essential that thermohaline mixing operate in both the CN-strong and CN-
weak populations identified in (3). In this case we can explain the full spread
in [C/Fe] seen near the tip of the giant branch in M3. A similar exercise was
carried out by Denissenkov and VandenBerg (2003) for the case of M92,
modelled with a simple parameterized extra-mixing formulation. The data
for M92 are from many different sources and make it difficult to estimate
precisely where the extra mixing begins. Applications to clusters of lower
metallicity are discussed in the next chapter.
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5. Thermohaline mixing can produce a significant change in [N/Fe] as a function
of MV on the RGB for initially CN-weak stars but not for initially CN-strong
stars, which have so much N to begin with that any extra mixing does not
significantly affect the surface composition.

6. The level of depletion of carbon is dependent on the depth to which the
material is mixed and how fast it is mixed.

7. Mass loss has little effect on the surface abundances.

8. Both the predicted and observed composition changes take place at a lumi-
nosity that is higher than the LF bump as given by Fusi Pecci et al. (1990).
The observed abundances begin to decrease at a luminosity lower than the LF
bump preferred by Smith and Martell (2003). Uncertainties in the distance
modulus make it difficult to draw further conclusions.

We have seen that the linear theory of Ulrich (1972) and Kippenhahn et al.
(1980) provides a fit to the carbon and nitrogen abundances in the giants in M3
(assuming there are two different populations initially). CZ07a have shown that
the same theory (and indeed the same parameter Ct = 1000) seems to fit field stars
of a range of metallicities (see also Charbonnel and Lagarde 2010). It is impor-
tant to note that thermohaline mixing is more than a theory with an adjustable
parameter. For example, its beginning is determined clearly by the fusion of 3He
which produces a molecular weight inversion. Also, the hydrodynamics provides
the physical formulation for the diffusion co-efficient used, and hence its variation
throughout the star, to within a constant which depends on the geometry of the
fingers expected in the mixing process. Nevertheless, until we have a complete
theory that also determines this geometric factor, or at the least some numeri-
cal simulations, there is a gap between understanding the fundamental physics
and the sort of work presented here, to match the observations. To this end we
note the work of Denissenkov (2010) and Denissenkov and Merryfield (2011) which
addresses this issue and dedicate Chapter 10 to such discussions.

This work further supports the ability of thermohaline mixing to explain extra
mixing on the RGB. But although our models can explain M3 very well, the
question remains whether this work can be extended to all clusters. The UKRT
prescription for thermohaline mixing appears to model the internal mixing of a
young metal rich cluster. Old metal-poor clusters such as M92 will have undergone
a different mixing history. Furthermore Sweigart (1978) suggests changing the
metallicity and helium content will drastically alter the location and size of the
LF bump. These questions are the subject of the next chapter.
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Chapter 6

The Role of Thermohaline
Mixing in Intermediate- and
Low-Metallicity Globular
Clusters

Astronomy compels the soul to look upward, and leads us from this world to an-
other.

- Plato

6.1 Intermediate metallicity: M3 and M13

In Chapter 5 and Angelou et al. (2011), we showed that the chemical evolution
of the stars in M3 is consistent with contribution from primordial and in situ
components. In intermediate metallicity clusters, the contribution of primordial
enrichment can be traced through measurements of the CN bands and these were
used in M3 to infer the distinct populations. Furthermore, in each population the
evolution of [C/Fe] along the RGB was well modelled by thermohaline mixing. It
is important to test whether this result pertains to other clusters of similar metal-
licity. As such, we turn our attention to M13. M3 and M13 are a second parameter
pair of metallicity [Fe/H]≈ −1.4 and ages between 11.3 and 14.2 Gyr (Chaboyer
et al., 1992; Jimenez et al., 1996; VandenBerg, 2000; Salaris and Weiss, 2002; Alves
et al., 2004). Similarities between the two clusters exist in age, metallicity, Na-O
anticorrelation (Sneden et al., 1992; Kraft et al., 1992), Na spread (Cohen, 1978;
Peterson, 1980; Kraft et al., 1992) and r-process variation (Roederer, 2011); it is
only horizontal branch morphology that differs significantly. We therefore expect
thermohaline mixing operating in multiple populations to also model the variation
of [C/Fe] (and [N/Fe]) in M13.
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We use data for M3 and M13 from a variety of sources. The M3 data are
taken from Smith (2002) which is compiled from previous studies in the literature,
namely Suntzeff (1981), Smith et al. (1996) and Lee (1999) with a zero point offset
applied in order to reduce systematic uncertainties in the data. In addition to
determining carbon and nitrogen abundances as a function of absolute magnitude,
Suntzeff (1981) and Norris and Smith (1984) measured the CN strength for M3
giants. We do not possess measurements of CN strength for the stars in the
M13 sample but (unlike M3) observations of [C/Fe] and [N/Fe] exist on the main
sequence. For M13 we incorporate the studies of Suntzeff (1981), Smith et al.
(1996), Briley et al. (2002), Briley et al. (2004) and Smith et al. (2005). Offsets
to allow for systematic differences have been applied by Briley et al. (2004) for all
but the most recent study. We assumed a distance modulus of m −M = 14.43
which is an average of various measurements (m −M = 14.44 from Buckley and
Longmore 1992, m−M = 14.33 from Harris 1996, m−M = 14.47 from Gratton
et al. 1997, m −M = 14.48 from Reid 1997). The uncertainty introduced here is
no larger than the measurement error of the observations.

In Figure 6.1 we plot the determined [C/Fe] and [N/Fe] values against absolute
visual magnitude for M13 and M3. Each symbol corresponds to a particular study;
the legend can be found in the figure. We include two calculations (the black
and grey curves) used to model M3 (see Angelou et al. 2011 and the previous
chapter). The models are of mass M = 0.8M� and metallicity Z = 0.0005. In these
calculations we run without convective overshoot, our mixing length parameter α
is set to 1.75 and thermohaline mixing parameter Ct = 1000. In both clusters
the solid black curve represents our CN-weak model with initial abundances Y
= 0.2495, X(C) = 5.45×10−5, X(N) = 1.5×10−5 and X(O) = 2.86×10−4. The
initial carbon and nitrogen values were selected to match the measurements of these
species in the CN-weak stars in M3. The solid grey curve corresponds to our CN-
strong model with X(C) = 1.9×10−5, X(N) = 5.5×10−5 and X(O) = 2.6×10−4 to
match the CN-strong population in M3. As the stars are likely to have undergone
CN cycling we increased our 4He to Y = 0.28 which only has a marginal effect on
the location of the LF bump.

Thermohaline mixing operating in two populations models the behavior of
[C/Fe] along the RGB in both M3 and M13. In the case of M13 we have the
added constraint of observations along the main-sequence. In this cluster the CN
strong model acts as a lower envelope to the RGB observations and simultaneously
accounts for most of the main-sequence data. However, there are a number of sub-
giant and main-sequence stars at lower [C/Fe] than seen in the M3 data. In order
to match the entire main-sequence spread we have taken our CN strong model and
reduced the initial carbon by a further 0.4 dex. This is the blue curve where we set
initial abundances to X(C) = 7.7×10−6, X(N) = 8.8×10−5 and X(O) = 2.4×10−4.
By design this model matches the most carbon depleted subgiants (except for the
three extreme cases with [C/Fe] < −1) but the predicted abundances along the
RGB are systematically lower than the current observations. It appears as if these
most-carbon-depleted subgiants lack counterparts on the RGB. This could be the
role of small statistics in that we do not have a large enough sample of the cluster,
or the effect of systematic offsets from different data sources; recall we do not apply
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Figure 6.1: [C/Fe] and [N/Fe] vs MV for M13 (left panels) and M3 (right panels).
The various studies from which the data are taken are listed in the Figure. In
all panels the solid black curve represents our CN-weak model and the solid grey
curve corresponds to our CN-strong model. For M13 we also provide a nitrogen
enhanced model (vermilion dashed line) and a model designed to match the main-
sequence carbon spread of the cluster (blue line). In all models the metallicity is
set to Z = 0.0005 and the thermohaline mixing parameter Ct= 1000.

an offset for the Smith et al. (2005) study. We are unable to account for the two
most carbon-poor stars in M13 ([C/Fe] ≈ −1.5). These stars are at the faint end
of the Briley et al. (2004) catalogue and hence have large associated errors (Cohen
2011, private communication).

Compared to M3, there appears to be a larger star-to-star variation in nitro-
gen in M13; a significantly N-enhanced model is required to reproduce the upper
envelope of the data. In the context of the current paradigm the enrichment is
proposed to be due to ON cycling in the polluting generation of stars. To in-
vestigate this we constructed an ON-cycled model (dashed vermilion line) with
half the oxygen converted to N, giving X(C) = 1.9×10−5, X(N) = 1.85×10−4

and X(O) = 1.3×10−4. The figure shows that the change in [N/Fe] produced by
thermohaline mixing is negligible. The initial nitrogen in these stars is sufficiently
high that any nitrogen brought to the surface via thermohaline mixing makes little
difference to the envelope composition.

We note from Figure 6.1 that even the ON cycled model (vermilion dashed
line) fails to account for the N-rich stars which show nearly 1 dex more N than
this model. Even processing all the O into N would not produce a sufficiently high
N abundance. We must consider the possibility, therefore that C+N+O is higher
in M13 than in M3. This is a testable prediction.

As we have stated there are a larger number of stars in M13 that are enriched in
nitrogen; Smolinski et al. (2011) find the cluster contains four times as many CN-
strong stars than CN-weak ones. In terms of the multiple population scenario this
is interpreted as the cluster containing a majority of second generation stars. In
Smith (2002) and Smolinski et al. (2011) the observations suggest that the M3 stars
are evenly split amongst the CN-weak and CN-strong populations. The inferred
ratios of the stellar populations within the clusters, determined from measurements
of the CN bands agree with the horizontal branch analysis of D’Antona and Caloi
(2008). They have independently determined that more than 70% of stars in M13
and 50% in M3 are required to be enriched in 4He (a product of CN cycling along
with N enrichment) to reproduce the respective horizontal branch morphologies.

In M3 there is a distinct lack of CN-strong stars at low luminosity. As dis-
cussed in Angelou et al. (2011) this is an artifact of the original Suntzeff (1981)
study in which the lower luminosity stars that were observed happened to be CN-
weak. Norris and Smith (1984) showed that CN-strong giants do exist in M3 at
luminosities corresponding to the faint limit of the Suntzeff (1981) survey, as did
Smolinski et al. (2011). The latter show the CN band strength remains clearly
dichotomous in M3 even at low luminosity. We assume this will be reflected in
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the [N/Fe] abundances and therefore [C/Fe]. So whilst we possess measurements
of the CN bands for our M3 sample and a few observations of [C/Fe] at low lumi-
nosity, conversely in M13 we possess many low-luminosity observations of [C/Fe]
but no measurements of the CN bands. Once again the work of Smolinski et al.
(2011) provides some insight. They demonstrate an obvious dichotomy in the CN
bands along the RGB of M13. The dichotomy is not as clear below the sub giant
branch as the temperatures are too high to allow molecule formation. Smolinski
et al. (2011) also show a greater spread in the CN band values especially in the CN
strong stars; this is reflected in the large spread in [N/Fe] observed in the cluster.

6.2 Low Metallicity

6.2.1 NGC 5466

Carbon depletion along the RGB of NGC 5466 has been observed by Buonanno
et al. (1985), Fekadu et al. (2007) and Shetrone et al. (2010). In this study we
use the data from Shetrone et al. (2010) as the observations are from a single
instrument, they cover a large luminosity range and for each star [C/Fe] and the CN
band strength were determined. As was the case for the intermediate-metallicity
clusters, we plot [C/Fe] as a function of absolute visual magnitude. In Figures 6.2a
and 6.2b the NGC 5466 data are plotted according to CN band strength; lavender
circles denote CN-weak stars, vermilion circles denote CN-strong stars1. The black
solid curve in Figure 6.2a is our thermohaline mixing model with initial abundances
of Y= 0.25, X(C)= 1.6× 10−5, X(N)= 5.03× 10−6 and X(O)= 4.57× 10−5. The
model is of mass M = 0.8M� and metallicity Z = 0.0001 corresponding to the
observed [Fe/H]= −2.2 and age between 11 and 16 Gyr (di Cecco et al., 2010;
Grundahl et al., 2000). We run without convective overshoot, set the mixing length
parameter to α = 1.75 and set the thermohaline mixing parameter to Ct= 1000.
Highlighted also are the locations of the important mixing events along the RGB.
Common to all panels are the solid vertical line and dotted line. The solid vertical
line represents the end of first dredge-up as calculated in the models; this occurs
at MV ≈ 0.56. The dotted line corresponds to the LF bump at [Fe/H]= −2.2
according to Martell et al. (2008b) based on a metallicity-LF bump relation; this
occurs at MV ≈ −0.55. For each individual cluster we also include the dashed line
which represents a photometrically derived value of the LF bump magnitude. In
NGC 5466 this was determined by Fekadu et al. (2007) and occurs at MV ≈ −0.2
(Vbump = 16.2, (m −M)V = 16.0). The end of first dredge-up marks the end
of any surface composition changes expected by canonical theory. For stars of
this mass and metallicity there is no visible change to the envelope composition
from first dredge-up: the change in surface mass-fraction of carbon is 6× 10−8 in
our models. The position of the LF bump represents the earliest point at which
thermohaline mixing can begin to operate. It corresponds to the point when the
hydrogen burning shell meets the composition discontinuity left behind by first
dredge-up.

1The solid star is CN strong but it is most likely a CH star and hence a binary.
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Figure 6.2a suggests that our solar scaled model (black curve) is a good fit to
observations of [C/Fe] in NGC 5466. Surface depletion in the cluster appears to
begin after the LF bumps determined by Fusi Pecci et al. (1990) and Martell et al.
(2008b). We find that the bump determined by Martell et al. (2008b) is a more
convincing fit to the models than that of Fekadu et al. (2007). Fekadu et al. (2007)
also inferred the LF bump magnitude by isochrone fitting and obtained a value
0.3 magnitudes brighter agreeing with the Martell et al. (2008b) prediction. The
determination of the LF bump at low metallicity is difficult. We return to this
point in Section 6.3.1

Although a single CN population undergoing thermohaline mixing is a satis-
factory fit to the data, in Figure 6.2b we provide an equally plausible fit drawn
by eye. The black solid line (which applies to Figures 6.2b, 6.2d & 6.2f) tries to
take into account our belief that carbon depletion should not occur until after first
dredge-up but does not take into consideration any preconceptions of the mixing
profile. If we assume the bump luminosity calculated by Fekadu et al. (2007) is
correct then depletion begins after the LF bump, as expected. If, however, we use
the bump luminosity calculated by Martell et al. (2008b) then the mixing may be
argued to begin before the bump is reached. The fit by eye here is by no means a
statistical or quantitative test, we have included these fits simply to highlight the
apparent depletion profile in these clusters.

NGC 5466 requires almost no spread in the initial composition to account
for the spread of carbon. Our model provides a particularly strong locus to the
CN-strong stars. In addition to measurements of [C/Fe], Shetrone et al. (2010)
analyzed the CN bands of the stars in their sample. The results hinted that a CN
dichotomy, which is typical in globular cluster red giants, may be present but as we
can see from Figure 6.2a the stars do not separate as clearly as those in the more
metal rich clusters. Shetrone et al. (2010) used a linear least-squares fit in the
plane of the S(3839) CN index (Norris et al., 1981) versus absolute V magnitude
to divide relatively CN-strong stars (those above the line) from CN-weak stars
(those below the line). As in other studies of low-metallicity globular clusters
(e.g., Martell et al. 2008a), the mean separation in CN band strength between the
two groups is not large relative to the scatter within each group. Whilst the data
suggest that there is a CN bimodality in NGC 5466, its low metallicity reduces
the effectiveness of CN band strength as a marker of multiple populations in this
cluster.

6.2.2 M92

The M92 data in Figures 6.2c and 6.2d are those adopted by Smith and Martell
(2003) and comprise data from various sources to which offsets have been applied in
order to remove systematic differences in abundance scales. These original sources
are studies by Carbon et al. (1982), Langer et al. (1986) and Bellman et al. (2001)
and we highlight the target stars in each catalogue (see the legend in the figure).
Even with typical errors of ±0.2 dex there is a much larger spread in [C/Fe] at any
given magnitude than was seen in NGC 5466. In these M92 panels the dotted line
is the photometrically derived LF bump identified by Nataf et al. (2013). These



6.2. LOW METALLICITY 151

−
1.
5

−
1.
0

−
0.
5

0.
0

0.
5

[C/Fe]

M
92

c)

−
2

0
2

4
6

−
1.
5

−
1.
0

−
0.
5

0.
0

0.
5

M
15

e)

M
V

−
1.
5

−
1.
0

−
0.
5

0.
0

0.
5

N
G
C
54

66

a)

d
)

B
el
lm

an
et

al
.
(2
00
1)

[B
01
]

L
an

g
er

et
al
.
(1
98
6)

[L
86
]

C
ar
b
o
n
et

al
.
(1
98
2)

[C
82
]

B
01

&
C
82

L
86

&
C
82

B
01

&
L
86

&
C
82

B
01

&
L
86

−
2

0
2

4
6

f)

T
re
fz
g
er

et
al
.
(1
98
3)

C
o
h
en

et
al
.
(2
00
5)

b
)

C
N
-w

ea
k
st
ar
s

C
N
-s
tr
o
n
g
st
ar
s



6.2. LOW METALLICITY 152

Figure 6.2: From previous page. [C/Fe] vs MV for NGC 5466 (top panels), M92
(middle panels) and M15 (bottom panels). In the left panels the black curve
represents our solar scaled model (CN-weak) and the grey curve is our CN-strong
model for these clusters. The solid vertical line represents the end of first dredge-up
according to the models. The dotted line corresponds to the LF bump according
to Martell et al. (2008b). The dashed lines are photometric derivations of the
LF bump for each cluster: for M92 and M15 the magnitude is taken from Nataf
et al. (2013), and for NGC 5466 from Fekadu et al. (2007). In the right panels we
provide lines of best fit by eye which helps highlight the strange behavior of the
clusters.

authors have utilised previous high resolution HST observations to determine the
LF bump in many globular clusters. Their measured value of the magnitude of
the bump MV ≈ 0.016. (Vbump = 14.666 ± 0.013, (m −M)V = 14.65) differs
from the older Fusi Pecci et al. (1990) value of MV ≈ −0.39. We do not possess
measurements of CN band strength for the M92 stars plotted in Figures 6.2c and
6.2d but Norris and Pilachowski (1985) and Smolinski et al. (2011) have provided
evidence that a bimodality may exist. As is the case for NGC 5466 the separation
in the populations is marginal, a property that appears common at low metallicity.
Even without the CN bands the spread in [Na/Fe] (Sneden et al., 2000, 1997), and
the spread in [C/Fe] at low luminosities is evidence for mixing between the two
populations.

The depletion of [C/Fe] in M92 has previously been investigated by Denissenkov
and VandenBerg (2003) but over a smaller luminosity range. Their (canonical) ex-
tra mixing formulation requires two models, one depleted by 0.1 dex and the other
by 0.5 dex in [C/Fe] to match the abundance spread. Angelou et al. (2010) con-
sidered the depletion of [C/Fe] with a different implementation of thermohaline
mixing to that used here. They highlighted that M92 appeared to show surface
depletion of carbon before FDU, a property in disagreement with not just ther-
mohaline mixing but also canonical stellar theory. This strange behavior has been
discussed by (at least) Martell et al. (2008b), Gratton et al. (2004) Bellman et al.
(2001), and Langer et al. (1986).

This apparent pre-FDU depletion is highlighted in Figure 6.2d. Here the black
solid line is an eye fit based on the assumption that carbon depletion should not
occur until after FDU while the grey curve is a best fit by eye to the data without
any preconceived luminosity for the onset of carbon depletion. If we follow the
latter fit, then by the time the end of FDU is reached the stars have depleted almost
0.5 dex in [C/Fe]. This is unusual because, as we have stated, at this mass and
metallicity we expect changes due to FDU to be of the order ∆X(C) = 6×10−8 at
the surface. Between the end of first dredge-up (MV ≈ +0.5) and the determined
location of the LF bump according to Martell et al. (2008b) (MV ≈ −0.5; the
earliest point at which thermohaline mixing is expected to begin) the stars in M92
are depleted by roughly a further 0.3 dex in [C/Fe]. Depletion is present but not as
pronounced if the Nataf et al. (2013) bump magnitude is used. It is possible that
these are the observable effects of other extra-mixing mechanisms and this may also
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explain the carbon depletion prior to the end of first dredge-up. If true, this would
have significant implications for stellar theory. First of all such depletion was not
seen in other clusters (Smith and Martell, 2003; Shetrone et al., 2010). In most
scenarios, extra mixing is inhibited until the star reaches the LF bump and the
advancing H-shell removes the molecular weight discontinuity left behind by the
receding convective envelope. In the case of M92 some stars on the giant branch
have already depleted their [C/Fe] by about 0.8 dex when the models reach this
stage. If we have to postulate that some form of mixing begins sufficiently early
to produce this depletion, then the mixing must necessarily remove the abundance
discontinuity that is itself responsible for the LF bump. If the apparent behavior
is real, we believe this is a significant problem for stellar astrophysics.

If we assume that M92 displays an initial spread of [C/Fe] = 0.5 dex then
can we remove the issue of mixing before the end of FDU? The black curve in
Figure 6.2c is the same solar scaled model applied to match the stars in NGC
5466. As we now require a greater spread in carbon to match this cluster we
include a second model (grey solid curve) run with the same physical parameters
but a composition that is reduced in C and enhanced in N. For this model we set
Y= 0.25, X(C)= 5.46× 10−6, X(N)= 1.60× 10−5 and X(O)= 4.57× 10−5 giving
[C/Fe] = −0.5. We have not changed Y in the model. The main effect of changing
Y is to alter the the location of the LF bump and as we have seen in M3 and M13
this is negligible. These two thermohaline models with large initial carbon spread
remove the apparent pre FDU depletion. Assuming such a spread in [C/Fe] raises
the issue that there are no stars observed with [C/Fe] = −0.5 below a magnitude
of MV ≈ 2. Only four stars have been observed at such magnitudes and all have
[C/Fe] ≈ 0. A large spread in [C/Fe] is observed in M15 and M13 below the sub
giant branch. We expect this is the case in M92 but require a targeted study to
confirm this assumption.

A large spread in [C/Fe] does not solve all the problems associated with M92.
Mixing still appears to be occurring before the LF bump, even for the model
with an initial [C/Fe] = −0.5. There is approximately 1 magnitude between the
location where the carbon abundances turn down and where the models suggest
depletion should begin. Of greater concern is the inability of the models to match
the upper RGB abundances of stars in M92. The initial abundances were selected
to cover the spread in [C/Fe] before the onset of extra mixing. No stars that have
depleted [C/Fe] (magnitude brighter than MV = 0) fall along the evolutionary
path predicted by the solar scaled model (black curve). If such stars do exist and
are governed by thermohaline mixing, we expect them to be bright members in
the cluster (ascending the RGB). It would be perverse if by chance they were not
selected for any of the three spectrographic studies (unless of course, they are all
in the centre of the cluster). The initially depleted model (grey curve) provides
an upper envelope to the mixed RGB data, however the composition was selected
to form a lower limit of the initial M92 abundance spread. It is sobering to see
how many data points fall below this curve. Although the two models with an
initial spread of 0.5 dex in [C/Fe] can encompass fainter stars (MV > 0.5 there are
very few stars between the curves once carbon depletion has begun. Thermohaline
does not deplete carbon to the levels seen in M92: the models are unable to
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simultaneously account for both the sub-giant branch and RGB data.

The M92 sample is a combination of three different studies and although at-
tempts have been made to homogenize the data, systematic differences in the
studies still may lead to offsets of ≈ 0.3 dex in the [C/Fe] abundances. At such
low metallicity one has to wonder if inhomogeneity in the data may be affecting
our interpretation of the mixing history. Extensive measurements of [C/Fe] at
various magnitudes in this cluster would provide a robust test for stellar evolution
models.

6.2.3 M15

[C/Fe] as a function of magnitude is plotted for M15 in Figures 6.2e and 6.2f. The
data are a combination of those from Trefzger et al. (1983, squares) and Cohen
et al. (2005, diamonds) and plotted as given in these sources. No offsets have
been applied to correct for systematic errors so the data are marked according
to their source. As is the case with M92 we do not possess CN band strength
measurements for our sample but Smolinski et al. (2011) show there would be
little separation between the mean values of the CN-strong and CN-weak stars, a
common aspect of the three metal poor clusters studied here. The same is also true
for (at least) NGC 5053 a cluster with metallicity [Fe/H] = −2.3 (Smolinski et al.,
2011). In Figures 6.2e and 6.2f the dotted vertical line represents the magnitude of
the M15 LF bump determined by Nataf et al. (2013) which occurs at MV ≈ −0.075
(Vbump = 15.315 ± 0.021, (m −M)V = 15.39). This is similar to Zoccali et al.
(1999) who also used HST data to determine a bump magnitude of MV ≈ −0.02
(Vbump = 15.41, (m−M)V = 15.39).

In Figure 6.2e we plot the two thermohaline mixing models applied in M92. In
both clusters thermohaline mixing does not deplete carbon to the degree seen in
the observations. Like M92 there is evidence that M15 is mixing between the end
of FDU and the LF bump. This is highlighted by Figure 6.2f where we plot our
lines drawn by eye rather than the stellar models. This effect would be exacerbated
had we adopted the location of the LF bump according to Zoccali et al. (1999).
It is possible this is an artefact of combining inhomogeneous data. There is some
luminosity overlap between the two studies and it is only when they are combined
that it appears as if pre-bump depletion is occurring. This same argument can be
used to explain any pre-FDU mixing alluded to by the grey line of best fit in Figure
6.2c. A homogeneous set of observations over this luminosity range (as exists for
NGC 5466) is required.

While similarities exist there are also slight differences between M15 and M92.
A large spread of [C/Fe] is present in M15, which extends below the sub-giant
branch. This is justification for the inclusion of our initial [C/Fe] = −0.5 model
(grey curve in Figures 6.2c and 6.2e). In M92 it is the dearth of observations at
low luminosity that raises many questions about the behavior of the cluster and
its initial abundance spread. We note there seems to be a lack of stars with high
[C/Fe] just before FDU in M15. We assume these stars exist and the current
void is a result of combining two studies that focus on stars at different stages of
evolution. Perhaps the most curious aspect of M15 is the behavior of the stars



6.3. DISCUSSION 155

at MV ≈ −1. The stars appear to suddenly increase their carbon abundance.
We await confirmation of this behavior before speculating on its cause as it is
inconsistent with our current understanding of stellar nucleosynthesis.

Lind et al. (2009) and Mucciarelli et al. (2011) use lithium to trace extra mixing
along the giant branches of NGC 6397 and M4 respectively. Such studies provide
a complimentary diagnostic to the variation of C and N with luminosity. Lithium
is very sensitive to nuclear burning: it is destroyed at low temperatures. Any
transport of material into warmer regions will be reflected through a depletion in
the surface lithium abundance. In the case of M15 and M92 this would hopefully
help identify the magnitude at which extra mixing begins in these clusters. Given
the behavior of M15 and M92, the point at which surface depletion begins (after
first dredge-up) must be considered distinct from the LF bump (even though there
are good theoretical reasons why the two should coincide as they seem to at higher
metallicity). For our purposes we can only rely on high level photometry (and
statistical analysis) of the clusters to distinguish the location of the bump and, as
we discuss in section 6.3.1, this can be difficult.

6.3 Discussion

6.3.1 Comparison Across Metallicity

In our two intermediate-metallicity clusters the spread in [C/Fe] is explained by
distinct populations which clearly separate according to CN band strength. This
is not the case in low-metallicity clusters (Shetrone et al., 2010; Smolinski et al.,
2011). Any CN bimodality is marginal at best. The difference between the mean
value of a CN index such as S(3839) between CN-strong and CN-weak stars is so
small that their distribution can be interpreted as a single CN population with
scatter. There is still clear evidence for multiple populations in the metal poor
clusters from the large spreads in O, Na, Al abundance within them. We therefore
expect that a polluting generation will enrich the cluster with CN processed ma-
terial and 4He. This should be reflected in the carbon and nitrogen abundances.
In M15 there is a large spread in both [C/Fe] (≈ 1.5 dex) and [N/Fe] (≈ 3 dex,
Cohen et al., 2005) but only a marginal change in the CN bands (Smolinski et al.,
2011). In these low metallicity clusters the CN band strength is not necessarily
representative of the nitrogen abundance in the stars.

According to our stellar models with thermohaline mixing, the clusters studied
here are close enough in metallicity that we should expect a similar degree of
carbon depletion. In the intermediate metallicity clusters (M3 and M13), we are
able to match the depletion of [C/Fe] along the RGB using two models of different
initial abundances. In the metal poor systems thermohaline mixing can account
only for the evolution of [C/Fe] in NGC 5466. In M15 and M92 not only do
the clusters appear to have depleted far more carbon than we predict but this
depletion has begun before the LF bump. Such behavior is not only inconsistent
with thermohaline mixing but also standard stellar evolution.

It is worth noting that the LF bump in extremely metal-poor clusters (e.g.,
M92, M15 and NGC 5466) is not as clearly visible as it is in more metal-rich
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clusters. There are two theoretical reasons why this is so. Firstly the depth of
first dredge-up is a function of metallicity. Metal-rich stars have deeper convective
envelopes than metal poor stars and therefore a greater discontinuity in the hy-
drogen profile that develops after first dredge-up. The burning shell in metal-poor
stars will encounter a smaller hydrogen difference and spend less time readjusting
the stellar structure. Because less time is spent at the magnitude of the bump the
likelihood of observing stars at this location is reduced. Secondly, evolution on
the RGB speeds up as stars move towards brighter luminosities, so the expected
number of stars scales inversely with the luminosity in a volume limited sample
(but not in a magnitude limited sample). Hence the higher the luminosity at which
the bump occurs (i.e., the lower the metallicity), the lower the overall number of
stars one should expect to observe and the harder it is to identify the bump.

Fusi Pecci et al. (1990) identified an LF bump in M92 by co-adding data for
three very similar clusters. Their determined value of MV ≈ −0.39 differs slightly
from that of Martell et al. (2008b) who find MV ≈ −0.55 based on the use of
multiple clusters to determine a LF bump-metallicity relation. Work by Paust
et al. (2007) provides little evidence for a bump in the observed LF of M92 however
recent work by Nataf et al. (2013) using HST data suggests that it is present at
a magnitude of MV ≈ 0.016. For NGC 5466 Fekadu et al. (2007) identified a
bump using statistical arguments. The bump in M15 was more easily identifiable
through the use of HST data as was done by Nataf et al. (2013) and Zoccali et al.
(1999).

One possible cause for altering the location of the bump (and hence the onset
of thermohaline mixing) in our models is to decrease the 4He abundance (Sweigart,
1978). However, extrapolating from the Sweigart (1978) results to match the ob-
servations would require an initial 4He well below the Big Bang Nucleosynthesis
value. Alternatively, if first dredge-up penetrates deeper than the models predict,
then the hydrogen burning shell will encounter the homogenized region at lower
luminosities. In Figure 6.3 we plot our metal-poor model with solar scaled abun-
dances, in which the convective envelope extended down to a mass of M = 0.368
M�. We have included a model (grey line) with the same initial abundance but
artificially homogenized (mixed from the surface) down to a mass of M = 0.320
M� at the time of FDU. The results show that extending the depth of first dredge-
up by about 15% in mass translates to the mixing beginning about one magnitude
fainter. Note that the artificial model undergoes a period of adjustment as it re-
turns to the structure of the standard metal-poor model. During this brief phase
the burning shell is closer to the homogenized region than the structure would
dictate if deeper dredge-up occurred normally. As a consequence the temperatures
are such that 3He is easily destroyed but carbon depletion is still inefficient; this
can be seen in Figure 6.3. Angelou et al. (2011) call this situation a “burning
limited” regime. The material is efficiently transported to the desired regions but
the processing is inefficient due to the burning conditions. The artificial model
therefore has less 3He to drive the mixing near the tip of the RGB when the con-
ditions are more conducive to carbon depletion, a regime Angelou et al. (2011)
call “transport limited”. In this scenario the inefficient transport of material to
the burning regions is the limiting factor in the processing. This however is a side
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Figure 6.3: [C/Fe] [N/Fe] and X(3He) vs MV for M15. As above the observational
data is taken from Trefzger et al. (1983) (orange squares) and Cohen et al. (2005)
(green diamonds). The solid black curve corresponds to the thermohaline mixing
model with standard dredge-up depth (see Figure 6.2) where the envelope extends
down to a depth of M = 0.368 M�. The grey curve represents our model where
we have artificially homogenized beyond the depth of first dredge-up to a mass
of M = 0.320 M�. The solid vertical line represents the end of first dredge-up
according to the normal models. The dotted line corresponds to the LF bump of
Martell et al. (2008b) based on a metallicity-LF bump relation. This occurs at
MV ≈ −0.55. The dashed line is a photometric derivation of the LF bump taken
from Nataf et al. (2013) and occurs at MV ≈ −0.075.
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issue stemming from the artificial model; the important point is that one way for
the models to match the observations is to make first dredge-up occur deeper in
the low-metallicity stars but not those in NGC 5466.

6.3.2 The Inconsistency at Low Metallicity

We are left wondering why there is such an inconsistent picture of globular clusters
at low metallicity. M92 and M15 possess large spreads in [C/Fe] whilst NGC
5466 shows a much narrower distribution. We find that in the cluster where we
have uniform observations thermohaline mixing appears to model the depletion of
carbon well. We have already discussed the possibility that combining studies in
M15 may be affecting our interpretation of the data. Although data for M92 has
been homogenized it is still the amalgamation of three different studies. Compiling
data from various sources may lead to systematic errors. Systematic offsets of 0.3
dex in [C/Fe] are possible and could be the cause of the apparent contradiction.
Because we have two clusters at the same metallicity in M92 and M15 displaying
similar behavior one has to wonder how likely it is that systematic offsets conspire
in such a way to appear to give the same effect.

We note that the clusters showing the largest discrepancy with standard mod-
els are also the most massive. Having measured the integrated V magnitudes of
the three metal-poor clusters, Gnedin and Ostriker (1997) find that NGC 5466
(≈ 1.33× 105 M�) is a lower mass system than M92 (≈ 3.64× 105 M�) and M15
(≈ 9.84×105 M�). This raises the question whether there is a correlation between
cluster mass and the extent of primordial [C/Fe] spread at low metallicitites. The
clusters M15 and M92 may have been able to sustain a greater degree of primor-
dial inhomogeneous carbon enrichment than NGC 5466, with a resulting greater
dispersion in [C/Fe] at all magnitudes on the main sequence and red giant branch
than in NGC 5466. The greater range in [C/Fe] along the RGB of M15 and M92
can contribute to a greater observational uncertainty in identifying the magni-
tude at which carbon depletions produced by extra mixing set in. By contrast, a
smaller primordial carbon spread in NGC 5466 produces a more tightly defined
locus of [C/Fe] versus MV on the RGB of that cluster, making it a preferable test
case for mixing studies. When comparing the r-process elements both M92 and
M15 show similar star-to-star variations (Roederer, 2011; Roederer and Sneden,
2011) (although this has recently been questioned by Cohen 2011) which may add
additional support to the Na and O abundance evidence that both clusters have
sustained heterogeneous enrichment across a range of chemical elements. It would
be interesting to determine the O, Na, and r-process element patterns in NGC 5466
to see if they are more homogeneous than in M92 and M15, as a mass-dependent
primordial enrichment scenario would anticipate.

6.3.3 The Role of Thermohaline Mixing

It is of course possible that thermohaline mixing does not govern the surface com-
position of low mass giants. It is not the only process by which mixing may occur
in the radiative zone. Mechanisms such as those listed throughout this dissertation
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may also be involved. The way in which these mechanisms interact is uncertain
and as they are inherently three-dimensional our understanding of their behaviour
will improve with the study of these processes in hydrodynamical codes (Dear-
born et al., 2001; Bazan et al., 2001; Turcotte et al., 2002; Eggleton et al., 2002;
Bazán et al., 2003). Still, the current generation of 1D codes are the precursors to
more sophisticated modelling and much insight can be gained through them. One-
dimensional spherically-symmetric models with multiple extra-mixing mechanisms
include those of Cantiello and Langer (2010) and Charbonnel and Lagarde (2010),
both of whom demonstrate that the thermohaline mixing diffusion coefficient is
larger than the radial component of rotational mixing. The former also show the
thermohaline coefficient to be larger than that of magnetic buoyancy. These codes
do not explicitly treat the interaction of the mixing mechanisms and how any given
instability may react due to the presence of other processes; rather, they simply
add the diffusion co-efficients. Charbonnel and Zahn (2007b) have investigated
an instance of multi-process interaction through linear analysis and argue that
magnetic fields could serve to inhibit the effects of thermohaline mixing.

Charbonnel and Lagarde (2010) and Lagarde et al. (2012) have produced de-
tailed rotational-thermohaline mixing models for stars of various mass and metal-
licity. They find rotation leads to a deeper penetration of the convective envelope
than their non-rotating models. This allows rotational models to begin thermo-
haline mixing at fainter magnitudes than their static models; this may go some
way to reconciling the magnitude at which stars in M92 and M15 begin mixing. It
should be noted that low-mass, low-metallicity rotational models have been pro-
duced by Palacios et al. (2006) and Denissenkov et al. (2006) and in the former,
the depth of first dredge-up depends on the rotational model used. A window of
0.13 magnitudes is possible for the location of the bump depending on the treat-
ment of rotational physics. That is, different implementations of rotation can move
the location of the LF bump to higher or lower magnitudes. Different models of
rotational mixing are at play here, in much the same way that different codes
produce different third dredge-up results based on the treatment of convective sta-
bility (Herwig, 2005). However stochastic variations such as rotation, may lead to
deeper first dredge-up in the stars of M15 and M92. Peterson (1983) has shown
that stars on the horizontal branch of M13 rotate about twice as fast as those on
the horizontal branch of M3. Although we find no major discrepancies between
the location of the LF bump in these two clusters (0.07 magnitudes Nataf et al.
2013), in the case of M15 and M92 the effect of rotation on the depth of the FDU
may be more pronounced. Why the stars in M13 would rotate faster than the stars
in M3 would also require an explanation.

Whilst it is generally agreed that the burning of 3He in a homogenized zone
causes an instability, the efficiency of the resultant mixing has been the cause
for debate. The exact value of Ct to adopt remains contentious. Recent multi-
dimensional models of thermohaline mixing by Denissenkov (2010), Denissenkov
and Merryfield (2011) and Traxler et al. (2011a) support the view of Cantiello and
Langer (2010) and the suggestion by Kippenhahn et al. (1980) that the “aspect
ratio”, α, of the rising element should take a value of α ≈ 1 (Ct ≈ 12). Laboratory
experiments by Stommel and Faller published in Stern (1960) have lead Ulrich
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(1972) and Charbonnel and Zahn (2007a) to prefer a value of α somewhere closer to
α ≈ 6 (Ct ≈ 1000). Indeed there is great empirical evidence to prefer this value as it
appears to match observations of stars across a great range of mass and metallicity.
The mechanism is an elegant means of matching C and N abundances in various
stars as well as ensuring measurements of 3He in HII regions are consistent with
predictions from stellar models and Big Bang nucleosynthesis (Rood et al., 1984;
Hogan, 1995; Charbonnel, 1995; Charbonnel and Do Nascimento, 1998; Tosi, 1998;
Palla et al., 2000; Romano et al., 2003). Canonical models predict that low-mass,
main-sequence stars are net producers of 3He which is returned to the ISM through
mass loss. Hata et al. (1995) have shown that about 90% of the 3He produced on
the main sequence must be destroyed to reconcile the two fields. Our preferred
value of Ct = 1000 matches the carbon and nitrogen in clusters and also destroys
over 90% of the 3He in the star before the tip of the RGB. The lower value of
Ct = 12 once again creates a discrepancy between measurements of 3He in HII
regions as only ≈ 20% of the initial 3He is destroyed meaning low-mass stars are
once again producers of 3He.

It is the aim of this work and Angelou et al. (2011) to rely on empirical ev-
idence to determine the best value of Ct to use in the 1D codes. In the models
presented here Ct has been fixed at a value of 1000. This is consistent with previ-
ous studies where the same factor has reproduced observations of globular cluster
stars (Angelou et al., 2011), field stars (Charbonnel and Lagarde, 2010) and where
the mixing has been used to explain the dichotomy between extremely metal poor
stars and carbon enhanced metal poor stars (Stancliffe et al., 2009) (although the
latter point is in disagreement with Denissenkov and Pinsonneault 2008b,a). An-
gelou et al. (2011) demonstrate that once Ct exceeds 1000, the processing enters
into the burning limited regime whereby increasing the diffusion coefficient has
little effect on the final surface abundances. They also show values of Ct < 600
simply lead to less mixing than is required to match the observations. Although
we are modelling the mixing as diffusive it is in fact an advective process. We have
implemented a linear model of thermohaline mixing which operates via a diffusion
equation. Recent 3D numerical simulations of thermohaline mixing (Denissenkov
and Merryfield, 2011; Traxler et al., 2011a) find blob-like structures, which are
identified with the aspect ratio of the idealized “fingers” in the 1D derivation of
Ulrich (1972). It is from this identification that the preference for low values of Ct
in the numerical simulations is based. Numerical simulations are a very powerful
tool, but are subject to numerous caveats - resolution (time and space), viscosity
(numerical and molecular), and extrapolation to stellar conditions (e.g., Prandtl
numbers that are a factor ≈ 105 too large). In view of these uncertainties we feel it
premature to draw definite conclusions from the numerical simulations. Nonethe-
less, if the low values of Ct coming from the simulations prove to hold then it
would result in a conclusion that either the diffusive approximation to thermoha-
line mixing used here is not applicable or that thermohaline mixing is too weak to
produce the observed carbon depletions of globular cluster red giants.



6.4. CONCLUSIONS 161

6.4 Conclusions

We have modelled the depletion of carbon via thermohaline mixing on the RGB
of the intermediate metallicity clusters M3 and M13 as well as the metal poor
clusters NGC 5466, M92 and M15. We conclude:

• Thermohaline mixing in the presence of primordial enrichment can account
for the carbon variation seen in M3 and M13. The spread of carbon along
the RGB in both clusters can be covered by the same set of models. In
order to match the main-sequence spread in M13, we require a model further
depleted in [C/Fe]. This model however, predicts that some stars on the
RGB should have [C/Fe] values lower than seen. The majority of stars in
M13 are enriched in nitrogen whilst about half the stars in M3 appear to be
CN strong. The results from the hybrid picture here are consistent with the
findings of D’Antona and Caloi (2008) and their requirements to match the
horizontal branch morphologies of the clusters. In their work the enriched
4He of the second population acts as the second parameter and helps dictate
where the star falls along the horizontal branch. The stars in M13 that
are most enriched in [N/Fe] suggest they were formed with some primary
nitrogen (higher C+N+O than those in M3).

• Thermohaline mixing can explain carbon depletion with magnitude in NGC
5466. A single solar scaled model is sufficient to explain the cluster even
though a modest CN spread has been determined (Shetrone et al., 2010).
Our models provide a good fit for this cluster if we adopt the LF bump
determined by Martell et al. (2008b). However, the data do not exclude the
possibility NGC 5466 is depleting carbon before the LF bump as seems to
be the case for M15 and M92.

• In M92 and M15 we have combined observations of [C/Fe] from multiple
studies. Thermohaline mixing is unable to reproduce the evolution of carbon
along the giant branch in these clusters. The models do not deplete carbon
rapidly enough along the RGB. In addition depletion appears to begin before
first dredge-up in M92, although this may be due to the fact we only have
a few observations at low luminosity. A targeted study at low luminosity
is required to confirm if the cluster has the same spread in [C/Fe] as M15.
Both clusters appear to be mixing before the LF bump and bright stars are
not observed near the predicted carbon abundances for initial [C/Fe] = 0.

• Both M92 and M15 seem to require deeper FDU in order for the models to
fit the current observations but this is not the case for NGC 5466.

• A consideration that inevitably has to serve as a caveat to our discussions
is that the comparison between the thermohaline-mixing models and the
[C/Fe] as a function of magnitude data may be hindered by the heterogene-
ity of the latter, particularly in clusters such as M92 and M15 where zero-
point offsets of up to 0.3 dex may exist between the various data sources
compiled. Although attempts have been made to compensate for these, it
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remains nonetheless a source of concern. Determining the behavior of car-
bon to faint luminosities on the RGB in both M92 and M15 as well as M3,
using a single spectrograph and data analysis system could provide a more
homogeneous and rigorous test of our models. Such data would need to in-
clude C and N values for subgiants also. In addition, observations of lithium
abundances over a large luminosity range can be used to better define the
character of extra mixing, while measurements of nitrogen, oxygen and/or
sodium abundances can define the patterns of primordial enrichment within
the clusters.



Chapter 7

The Globular Cluster Na-O
Anticorrelation

I do not envy people who think they have a complete explanation of the world, for
the simple reason that they are obviously wrong.

- Salman Rushdie

7.1 Introduction

In Chapters 5 and 6, our models of GC stars included a theory of extra mixing
to reproduce aspects of the C-N anticorrelation. This abundance pattern, which
demonstrates a dependence with luminosity, is comprised of both a primordial
component and a contribution from in situ processing. Similar p-capture anticor-
relations, in O-Na and Mg-Al, are also present in GCs with the former a seemingly
ubiquitous feature of these systems. Unlike C-N, they display no such variation
with luminosity having been identified in stars at various phases of evolution. This
includes unevolved stars yet to undergo significant mixing such as those on, or be-
low, the subgiant branch. Furthermore, the reactions that process O to N, Ne
to Na, and Mg to Al are indicative of hydrogen burning at high temperatures.
The conditions necessary to produce the anticorrelations in situ are not expected
in unevolved stars. The implication, therefore, is that these anticorrelations are
present in the stars from birth. As we have recounted throughout this dissertation,
the existence of the anticorrelations are best explained by the presence of multiple
populations. The multiple population scenario suggests that the ejecta from a
fraction of first generation of stars (initially C-O-Mg rich, sharing the same chem-
ical composition of field stars at the same metallicity) mixed with the primordial
gas, providing a medium from which the second generation stars (C-O-Mg poor
and N-Na-Al rich) formed.

The multiple population scenario had been long been suspected by many groups
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(Norris et al., 1981; Denissenkov et al., 1998) and in §1.2.1 we discussed the conver-
gent lines of evidence. The high resolution spectroscopic surveys of GCs (Carretta
et al., 2010, and the other approximately 50 papers in the series1) have played a
significant role in the paradigm shift by providing the most complete picture of
GC chemical evolution to date. Figure 7.1 is taken from Carretta et al. (2010) and
is the culmination of over 350 of hours of VLT time. The work has confirmed that
whilst the Na-O anticorrelation is a ubiquitous feature of GCs, the Mg-Al chains
are only activated in a subset of the systems. Furthermore, the chemical distribu-
tion in GCs has revealed that most GC stars are in fact members of the second
generation. The residual first generation stars contribute to only (approximately)
one third of the cluster population (Gratton et al., 2012a). We have robustly
shown a similar result in the GC NGC 6752 (Campbell et al., 2013). Given that
dynamical formation models of GCs suggest that up to 90% of the first generation
stars are lost (D’Ercole et al., 2008; Decressin et al., 2008; D’Ercole et al., 2011),
the current systems are thought to be 10 times less massive now than they were
at birth.

In this section we focus on the behaviour of Na-O in the low- and intermediate-
metallicity GCs studied in Chapter 6. M13, in particular, displays some curious
features not expected from the current paradigm. Sneden et al. (2004) and Johnson
and Pilachowski (2012) have found very O-poor stars([O/Fe] ≈ −1) near the RGB
tip and only near the tip in M13. The large spread in [O/Fe] (≈ 0.7 dex, see
Figure 7.3c) may suggest that extra mixing is more efficient in some stars, or the
operation of an additional non-standard mixing event near the tip of the giant
branch. Although current results indicate that thermohaline mixing only acts
upon the the Li, C and N nuclei, we investigate whether it can account for the
behaviour of the M13 giants.

D’Antona and Caloi (2008) and Johnson and Pilachowski (2012) have argued
that M13 consists of three populations which they identify through their chemical
abundances. The stars are labelled as primordial, intermediate an extreme popu-
lation stars and their chemical defintions are provided below. The above authors
suggest that the O-poor stars constitute the extreme population and are neces-
sarily enhanced in 4He (Y > 0.38 which is required to explain the blue horizontal
branch). It is only these stars that are able to experience the event that leads to
significant oxygen depletion. In the 1D diffusive theory of thermohaline mixing,
material is mixed to the minimum in the µ profile. The temperature location at
which this occurs is highly dependent on the composition of the star. No results
have been published demonstrating its operation in such extreme compositions and
thus a systematic study is included here. Given that H and 4He provide the major
contribution to µ by virtue of their large abundance, we investigate whether the
enhanced 4He can shift the location of the µ inversion and hence extend the tem-
perature/depth to which material is mixed. The development of the µ version and
its location in low-mass RGB stars is the subject of an upcoming paper (Church
et al. submitted).

1The papers in this series have generated more than 1500 citations.
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Figure 7.1: The Na-O anticorellation for various globular clusters. Red points
denote VLT Girraffe Girrafe spectra taken from Carretta et al. (2009b). Blue
points denote VLT UVES spectra from Carretta et al. (2009a). The combined
data first appeared in Carretta et al. (2010). Reproduced with permission c©
ESO.

7.2 Oxygen and Sodium in the Low- and Intermediate
Metallicity Globular Clusters

7.2.1 M15, M92 and NGC 5466

The massive and bright low-metallicity GCs in M15 and M92 have received much
spectroscopic attention whereas their low-mass counterpart, NGC 5466, has been
largely ignored. The Na-O anticorrelation was first identified in M15 and M92
by Sneden et al. (1997). Soon afterwards, it was found that the clusters exhibit
a similar spread in Na (Sneden et al., 2000). M15 served as one of the target
clusters in the Carretta et al. (2010) survey, and we present their findings in
Figure 7.1 (M15 is shown as NGC 7078 in this Figure). In addition to the Na-O
anticorrelation, stars in M15 display the Mg-Al anticorrelation as well as evidence
of efficient CNO burning. Na in M92 stars has been shown to correlate with N
and anticorrelate with C (Sneden et al., 2000) suggesting the concurrent operation
of CNO cycling and the Ne-Na chains. In addition, Sneden et al. (1991) found
that O in M92 can be divided into a high abundance and a low abundance group
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which is a further prediction of the enrichment scenario. As Gratton et al. (2004)
discuss, it is difficult to identify the Mg-Al anticorrelation in metal poor clusters,
and although determined in M15, it is yet to be confirmed in M92 (Shetrone 1996a
and Sneden et al. 1997 do provide slight hints).

7.2.2 M3 and M13

Qualitatively the abundance patterns found in the low-metallicity systems are con-
sistent with the current picture of GC chemical evolution. Extra mixing is expected
to account for C, N and Li as a function of luminosity (although we were somewhat
unsuccessful applying the diffusive formalism of thermohaline mixing) whereas the
Na-O and Mg-Al anticorrelations are only possible through hot hydrogen burning
in progenitor stars. This scenario is not so clear in M13 where Sneden et al. (2004)
and Johnson and Pilachowski (2012) have detected what appears to be a deep
mixing event near the RGB tip (Figure 7.3c). The behaviour of oxygen in M13
(see also NGC 2808, Carretta et al. 2006) suggests that the standard primordial–in
situ picture cannot explain the abundance trends in all GCs.

The O-Na anticorrelation was first detected in M3 and M13 by Kraft et al.
(1992, 1993) and Sneden et al. (2004). By analysing the behaviour of the anticor-
relation, the authors inferred that the stars in these clusters could be divided into
three groups based on their oxygen content. Although similar in many respects,
the behaviour of oxygen in these second parameter pairs diverges towards the RGB
tip; whereas stars in M3 were consistent with the standard multiple population
paradigm, those in M13 display significant depletion. Follow up studies of M13
yielded similar results. Sneden et al. (2004) found six very oxygen poor stars all
at a a magnitude of MV ≈ −2.2 but with a spread in 4[O/Fe] = 0.7 dex. As they
justifiably pointed out “It is hard to escape the conclusion that the majority of
the brightest M13 giants mix envelope material deep enough into the H-burning
shell that significant processing of O to N occurs within the stars themselves.”
Their study also demonstrated that brighter giants in M13 tend to be enhanced in
Na and Al whilst being depleted in Mg. An expected outcome if the Ne-Na and
Mg-Al chains were in operation. We note that M3 demonstrates variations in O,
Mg and Al (Sneden et al., 2004; Cohen and Meléndez, 2005; Smith, 2002; Kraft
et al., 1992) but these clearly do not correlate with luminosity.

7.3 Resurrecting the Deep Mixing Scenario

The apt title of this section is taken from a line in the paper by Johnson and
Pilachowski (2012) who surveyed more than 100 stars in the GC M13. In Figure
7.2 their data are used to reproduce the Na-O anticorrelation in M13. Kraft et al.
(1992, 1993) and Sneden et al. (2004) predicted the existence of three groups in the
cluster based on the behaviour of oxygen. D’Antona and Caloi (2008), Carretta
et al. (2009b) and Johnson and Pilachowski (2012) specify these as the primordial,
intermediate and extreme populations. Members of the primordial population
(blue circles) are defined as having [Na/Fe] < 0 and [O/Fe] > 0 and constitute
15% of the total cluster sample. The intermediate population (lavender circles)
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Figure 7.2: [Na/Fe] vs [O/Fe] in the globular cluster M13. Data are taken from
Johnson and Pilachowski (2012) and each star is colour coded according to con-
stituent population (see definition in text). We also include two dilution models
for the cluster in an attempt to reproduce the anticorrelation (details of the models
are given in text). The black solid line represents the mixture of typical pristine
cluster material with the composition of the intermediate population. The dotted
line represents the mixture of pristine gas with that from the extreme stars. Both
models produce a good fit to the data although the validity of the latter model is
undermined if oxygen is depelted in situ in the extreme population.
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are defined such that [Na/Fe] > 0 and [O/Fe] > −0.15 and constitute 63% of the
cluster sample. Finally, the extreme population (orange circles) are those stars
with [O/Fe] < −0.15 and make up 22% of the cluster sample. None of the extreme
population in Figure 7.2 have been found below the magnitude of the LF bump
(see Figure 7.3c, bump denoted by grey line at MV ≈ 0.55) and they unexpectedly
appear to display a luminosity dependence near the tip of the RGB.

The extreme population were shown to be preferentially the most centrally
concentrated of the three groups whilst the primordial are the least centrally con-
centrated. Such a picture is consistent with GC formation models. The formation
scenario for a system with three populations requires the enriched ejecta of the
primordial generation to be funnelled into the core of the cluster where the sec-
ond and extreme populations form. The first generation stars are preferentially
stripped from the cluster (up to 90% of the stars from this group) resulting in the
observed distribution. Dilution of the ejecta with the pristine gas is also required
to reproduce the observed light element abundance trends. In Figure 7.2 we also
include two such dilution models for M13 (Prantzos et al., 2007, further details of
the model can be found in Chapter 8). Our solid black curve denotes the predicted
abundance pattern when pristine material is mixed with the imprinted composi-
tion of the intermediate stars. Likewise the dotted curve predicts the abundance
pattern if pristine material is mixed with the composition of the extreme popu-
lation. Both mixing lines (with some spread) provide a satisfactory match to the
observed abundances in M13 supporting the need for dilution of material in this
cluster. Of course if the oxygen abundance in the extreme population is due to in
situ processing, then the model represented by the dotted line is not representative
of the cluster’s mixing history.

Both Sneden et al. (2004) and Johnson and Pilachowski (2012) have found
tentative evidence that the [O/Fe] abundance displays a luminosity dependence
in the extreme population of M13. Combining data from Figure 6.1 and Johnson
and Pilachowski (2012), we reproduce the behaviour in Figure 7.3. In all panels
the solid grey line indicates the magnitude of the LF bump as determined by
Nataf et al. (2013). This occurs at MV ≈ 0.55 in the Figure. Each curve in
the panel represents a stellar model which we describe in the next section (thus
we ignore panels 7.3e and 7.3f for now). In panel 7.3a we plot [C/Fe] data as a
function of absolute magnitude from Briley et al. (2004, triangles), Briley et al.
(2002, circles), Suntzeff (1981, hexagons), Suntzeff (1981, diamonds) and Smith
et al. (1996, squares). In panel 7.3b we plot [N/Fe] data as a function of absolute
magnitude with the symbols retaining their meaning from panel 7.3a. In panels
7.3c and 7.3d we plot [O/Fe] and [Na/Fe] as a function of magnitude respectively.
Data are taken from Johnson and Pilachowski (2012) and are divided into their
populations as per Figure 7.2. Note that we have cross-referenced these stars with
the C and N observations. In panels 7.3a and 7.3b the shape and colour (black,
green or grey) of each symbol typically identifies the survey from which the data
was taken. However, if a target also forms part of the Johnson and Pilachowski
(2012) study, then its symbol retains its shape but is coloured according to which
of the three populations it belongs. From Figure 7.3c we see that the brightest
M13 giants show a relatively large spread in their [O/Fe] abundance. The stars
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are giving their best impression of having experienced an in situ process that
depletes oxygen near the RGB tip. The different behaviour identified in M3 and
M13 may imply that extra mixing is not a uniform process in every cluster and it
is perhaps dependent on (global) stochastic differences between the systems (i.e.,
chemical composition of the constituent populations, rotation rate of the stars
within). Finally we note that none of the AGB stars surveyed by Johnson and
Pilachowski (2012) were O-poor. This is consistent with our findings in Campbell
et al. (2013) which demonstrated that a majority of second generation stars in
GCs fail to make it to the AGB phase of evolution.

7.4 Calculations and Results

A modification to the established picture of GC chemical evolution has been sug-
gested by D’Antona and Ventura (2007) and D’Antona and Caloi (2008) to account
for two particularly interesting features of M13:

1. the highly depleted oxygen abundance in stars near the RGB tip,

2. the horizontal branch morphology.

In their scenario, the extreme population are significantly enhanced in helium (Y
= 0.40) compared to their primordial (Y = 0.24) and intermediate (Y = 0.28)
counterparts. A shallow FDU and smaller µ barrier will allow deeper mixing
(proposed with rotational mixing in mind) to process oxygen whilst keeping Na
relatively stable due to the paucity of Ne in these second generation stars. The
enhanced helium is also necessary to produce the extended blue horizontal branch
of the cluster.

We must first ask whether oxygen in the extreme population does in fact display
a dependence on luminosity. The surveys of Sneden et al. (2004) and Johnson and
Pilachowski (2012) have tentatively supported this conclusion. To date, no (very)
O-poor star has been identified below the LF bump. Furthermore, the spread in
oxygen does not present itself until the very tip of the RGB as if triggered by
a distinct event. We note that in Figure 7.3c there is one point at MV ≈ −0.5
and [O/Fe] = −0.5 that is an exception. If similar stars are found, it will imply
that the spread is (at least) present at all magnitudes beyond the LF bump. The
situation remains unclear and we therefore proceed with trepidation in determining
whether extra mixing, in particular the thermohaline mechanism, can account for
these extreme stars.

7.4.1 Structure and Evolution

Although we already have a set of models to fit [C/Fe] and [N/Fe] abundances in
M13, our focus on oxygen have necessitated a new series of calculations for this
cluster. If extra mixing is responsible for the significant oxygen depletion, and
enhanced helium triggers the extra mixing, then we seek to model a star with oxy-
gen content on the cusp of the extreme and intermediate populations (in Figure
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Figure 7.3: From previous page. In all panels the vermilion curve denotes the
model of the extreme population star (M = 0.65 M�, Y = 0.40), the grey curve
represents the intermediate population star (M = 0.80 M�, Y = 0.28) and the
black curve denotes the hybrid model (M = 0.80 M�, Y = 0.40). The vertical
grey line indicates the location of the LF bump in M13 as specified by Nataf et al.
(2013, MV ≈ 0.55). Panel a: [C/Fe] as a function of absolute magnitude with data
taken from the sources outlined in Figure 6.1 (see also text for details). Panel b:
[N/Fe] as a function of absolute magnitude with data from the same sources as
Panel a. Panel c: [O/Fe] as a function of absolute magnitude with data taken from
Johnson and Pilachowski (2012). In this panel the colour of the symbols indicate
to which population the star belongs as per Figure 7.2. Our models do not predict
significant change in the oxygen abundance from thermohaline mixing. Panel d:
[Na/Fe] as a function of absolute magnitude. Data for this panel are also taken
from Johnson and Pilachowski (2012). We have also incuded a model (dashed
grey curve) that illustrates the spread in Na possible from thermohaline mixing
if a large supply of neon is availible. Panel e: [Mg/Fe] as a function of absolute
magnitude. The temperatures involved with themohaline mixing are not sufficient
to activate this channel. Panel f: [Al/Fe] as a function of absolute magnitude.

7.3, [Fe/H] ≈ 0.20). A set of calculations with identical CNO, but helium abun-
dance representative of each population will reveal whether thermohaline mixing
can form part of the D’Antona and Caloi (2008) paradigm. For our models, we
first chose a total C+N+O value from that typically measured by Smith et al.
(1996) in M13 stars. From the Johnson and Pilachowski (2012) survey we identi-
fied a candidate with [O/Fe] = −0.22 which is close enough to the border of both
populations for our purposes. This oxygen content was assumed representative of
the ZAMS abundance whilst initial C and N abundances were chosen with consid-
erations given to the effects of extra mixing. We set X(C) = 1.53 × 10−5, X(N)
= 2.73 × 10−4 and X(O) = 1.44 × 10−4 in all models. Whilst we assume that
metallicity Z = 0.0005, and thermohaline parameter Ct = 1000 is representative
of M13, such a large difference in hydrogen abundance between the populations
will significantly alter the lifetimes of the stars. If we assume that M13 is ≈ 12 Gyr
old, then stars currently evolving on the RGB from the the intermediate popula-
tion (with Y = 0.28) are born with initial mass between M = 0.75− 0.80 M�. We
have assumed M = 0.8 M� to remain somewhat consistent with the models in the
previous chapters although M = 0.75 M� would be more indicative of these stars.
The extreme population, with Y = 0.40, must be less massive (M ≈ 0.65 M�). We
have considered three combinations of mass and helium content in our calculations
which are outlined in Table 7.1.

In Figure 7.4 we present important structural and evolutionary details of the
models. In panel 7.4a the evolution across the HR-diagram of the extreme pop-
ulation star (vermilion curve), intermediate population star (grey curve) and star
with intermediate population mass but extreme population Y (black curve, in-
cluded to identify the role of mass and metallicity) are illustrated. Note the slight
difference in the core flash luminosity in the enhanced helium models. In panel
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Figure 7.4: From previous page. Key evolutionary details of the intermediate
(grey curve) and extreme (vermilion curve) population stars in M13 as well as a
star with intermediate population mass but extreme population Y (black curve,
included to identify the role of mass and metallicity). Panel a): HR diagram for the
calculated models. Panel b): Inner edge of the convective envelope as a function of
magnitude. The maximum extent of FDU in each model is illustrated here. Panel
c): Age as a function of magnitude for the three stars. Panel d): Core mass and a
function of magnitude. The model with Y=0.28 has a larger core mass at a given
magnitude during the RGB.

Line Style Mass X(H) X(4He)

0.65 0.59995 0.40

0.80 0.59995 0.40

0.80 0.7195 0.28

Table 7.1: Calculations for the models explored in Figures 7.4 and 7.5. In all
models X(C) = 1.53× 10−5, X(N) = 2.73× 10−4, X(O) = 1.44× 10−4 Z=0.0005
and Ct = 1000 are assumed representative of M13.

7.4b the maximum depth of FDU is compared. Recall the previous discussion on
the role of the H− ion on opacity. The higher hydrogren abundance in the inter-
mediate population star results in a deeper penetration of the convective envelope.
In panel 7.4c the effect of hydrogen content on stellar lifetime is clearly visible.
Whereas our intermediate population star with M = 0.80 M� and Y = 0.28 (grey
curve) reaches the RGB tip at an age of approximately 11 billion years, the hy-
brid model with the same mass but Y = 0.40 (black curve) does so at an age of
approximately five billion years. Although the discrepancy is mostly due to the
main-sequence burning lifetime, it does translate to a difference of approximately
450 million years spent on the RGB. The effect of composition is offset by the
lower mass star (M = 0.65 M�, vermilion curve) which also reaches the RGB tip
after approximately 11 billion years (the masses could of course be slightly tweaked
if required). Finally, in panel 7.4d the relative core mass at given magnitude is
shown for the models. Time spent on the main sequence is obviously the deter-
mining factor in the early phase of evolution. However during the RGB, the model
with higher hydrogen content is able to maintain a larger core mass for the same
luminosity. Naively this does not bode well for our hypothesis as the temperature
profile throughout the star is dependent on core mass. However this effect may be
offset. Even though the core mass is smaller at a given magnitude, we expect the
µ inversion to form closer to the hydrogen burning shell in the extreme population.
The enhanced helium in this model creates a larger background µ (i.e., more reac-
tions increasing µ) for the 3He burning to overcome and thus the inversion should
develop nearer to the shell.

This is exactly what is found in Figure 7.5 where we plot the mass location
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Figure 7.5: Further structural diagnostics of the stellar models. Once again the
vermilion curve denotes the evolution of the enhanced helium star (Y = 0.40)
and the grey curve represents the evolution of the intermediate population star
(Y = 0.28) and the black curve of a star with intermediate population mass but
extreme population Y. Top panel: Mass location of the inversion in the mean
molecular weight. In thermohaline mixing the location of the µ inversion sets the
mixing depth. Here material is transported closer to the hydrogren burning shell
in the stars with Y = 0.40. Bottom panel: The corresponding temperature as
a function of magnitude. Illustrated is the temperature at the location of the µ
inversion. Material in the intermediate population star is exposed to only slightly
higher temperatures than in the enhanced helium models.

(top panel) and temperature location (bottom panel) of the µ inversion both as
a function of magnitude. The top panel demonstrates that µ inversion develops
at a deeper mass location in the enhanced helium models. Material is therefore
transported closer to the hydrogen burning shell in these stars. However when
we consider the temperature depth, we find material in the two populations are
exposed to similar conditions. The difference in core mass (temperature location)
and composition (mass location) serve to offset each other in the populations. In
fact, we should expect to find more processing in the Y = 0.28 case because of
the slightly higher temperature exposure. This is not an outcome of the D’Antona
and Ventura (2007) paradigm.
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7.4.2 Nucleosynthesis

If the behaviour of oxygen at the tip of M13 is really an in situ effect then there
should be additional nucleosynthetic signatures. As Dearborn (1992) notes, be-
cause of the extreme temperature sensitivity of nuclear reactions, relatively sharp
boundaries are formed where isotopes are either enhanced or destroyed. In Figure
7.6 we have plotted the reaction rates used in the nucleosynthesis code as a function
of temperature for the CNO cycle (top panel), the Ne-Na chains (middle panel)
and the Mg-Al chains (bottom panel) as per Iliadis (2007). Whereas Iliadis (2007)
normalises these rates to the slowest CNO reaction 16O(p,γ) 17F, we normalise
to the comparatively slow reaction, 14N(p,γ) 15O, due to our interest in 16O. We
indicate with the solid grey line the typical temperature at the µ inversion in the
models (25 MK, see Figure 7.5).

From Figure 7.6 we can expect that any cycling of oxygen should be accompa-
nied by production of sodium. The 22Ne(p,γ) 23Na reaction is more efficient than
16O(p,γ) 17F at the temperatures reached during thermohaline mixing. Whether
sodium can be produced on the RGB will depend on the initial neon abundance of
the star. Neon enrichment from supernovae will be present in the pristine material
from which the primordial population form. However, during the latter stages of
burning, the stars will have processed most of the neon into the sodium that gives
rise to the anticorrelation.

Due to our interest in the trace elements in this cluster, we have post processed
the three stellar models with MONSOON. We employ an 84 species network to
follow all hydrogen-burning reactions including the possible activation of Mg-Al
chains. Save for the six species calculated in the evolution code (H 3He, 4He, 12C,
14N, 16O), all other initial abundances are solar scaled as a first approximation.
The high C+N+O content of the star we have based our models upon resulted
in further scaling of the trace nuclei to ensure that the metallicity remained at
Z = 0.0005. The initial abundance for each isotope can be found in Appendix D.

As we have discussed in Part II, the evolution code, MONSTAR, and nucleosyn-
thesis code, MONSOON, have distinct mixing schemes. MONSOON’s algorithm
requires a mixing length, l, and a mixing velocity, v, which are determined from
MONSTAR. In convective regions, MONSTAR calculates v and l through MLT.
The values are written out for MONSOON but combined to give a diffusion coeffi-
cient (D = 1/3vl) for its own diffusive mixing algorithm. In thermohaline regions
however, MONSTAR calculates a diffusion coefficient as per Equation 3.21. We
approximate the mixing length in these regions by l = αMLT ×HP to determine
an indicative velocity. In order to remain consistent with the predictions of MON-
STAR and the diffusive paradigm, a degree of calibration is required. We multiply
the v and decrease l by a factor of 1.5 so that both codes calculate the same abun-
dances of Li and 3He. Note that our conversion from a diffusion coefficient to v
and l involves a geometric factor of 1/3 (coming from our assumptions of spherical
symmetry). The mixing length we provide is also only an approximation so the
need for this factor is perhaps not unexpected. Whether the diffusion approxi-
mation reproduces the correct behaviour of the material is another question all
together, and it will hopefully serve as a basis for future work. For this study we
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Figure 7.6: Top panel: Reaction rates for the CNO nuclei. Middle panel: Reaction
rates for the Ne-Na chains/cycles. Bottom panel: Reaction rates of the Mg-Al
chains/cycle. All reactions have been normalised to the 14N(p,γ) 15O rate which is
one of the slowest CNO channels. The solid grey line in each panel marks 25 MK,
the typical temperature to which material is exposed during thermohaline mixing
in M13 (see Figure 7.5).
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scale of the y-axis.
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assume that the paradigm is valid.

7.4.3 Discussion

In Figure 7.3 we have included the post-processed stellar models along with the
observational data described in §7.3. The models retain their symbols from §7.4.1
where the vermilion curve denotes the enhanced helium star (M = 0.65 M�, Y
= 0.40) and the grey curve represents the intermediate population star (M =
0.80 M�, Y = 0.28) and the black curve denotes the hybrid model (M = 0.80 M�,
Y = 0.40). From panel 7.3a our assertion that processing will be most efficient
in the Y = 0.28 model is justified. The intermediate population star, with the
higher temperature at the location of the µ inversion, has indeed depleted more
carbon and consequently produced more nitrogen than the enhanced helium mod-
els. We note that although these models begin to process carbon and nitrogen at
a magnitude that is consistent with the spectroscopic data, they in fact disagree
with the photometric location of the LF bump in this cluster. The discrepancy
is not dissimilar to those issues discovered with the low-metallicity clusters in the
previous chapter. We must therefore consider possible systematic uncertainties in
our modelling. This issue is addressed in Part IV.

Panel 7.3c reveals that very little oxygen processing has taken place in the
models. This is consistent with previous studies of the instability and expected
from the preliminary structure details (Figures 7.4 and 7.5). The extent of oxygen
depletion is better determined from Figure 7.7 where we focus on the region of
interest. Included in this Figure are variations of the Ct parameter for our hybrid
model. Although they illustrate that further processing of oxygen is possible, the
result is moot given the negligible abundances involved.

Our examination of the reaction rates in Figure 7.6 suggested that sodium pro-
duction will be more efficient than O destruction in our models and this is indeed
the case. Panel 7.3d demonstrates a slight increase in Na due to thermohaline
mixing. In this panel we have included a fourth model to illustrate the effect of
initial abundance on the possible spread in sodium. Here we have post processed
one of our CN strong models from Chapter 6. The evolutionary calculations were
carried out with the following initial X(C) = 7.7×10−6, X(N) = 8.8×10−5 and
X(O) = 2.4×10−4. We kept these values for the post processing calculations
which is denoted by the dashed grey curve. In this nitrogen enhanced model the
total X(C+N+O) = 3.36 × 10−4 which comes from scaling the solar abundance.
In order to match observations of the CN-strong stars in M3, the total C+N+O
abundance was kept constant but the abundance ratio of the three elements al-
tered. For models calculated in the current Chapter, X(C+N+O) = 4.32 × 10−4

which was determined from the observations by Smith et al. (1996). Intuitively, the
C+N+O in these calculations is probably too high. The condition that metallicity
Z = 0.0005 requires all other trace nuclei to be highly sub-solar scaled initially.
When a lower C+N+O content is considered, we find that a large spread in sodium
is possible from thermohaline mixing (≈ 0.5 dex). The presence of a neon reser-
voir and exposure to the relevant burning conditions providing a means for sodium
production in these models. Whilst such signatures are most certainly possible in
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the primordial generation, the intermediate and extreme populations are expected
to be neon-poor. The progenitors that produce the cluster enrichment presumably
process their residual neon in producing the Na-O anticorrelation. Their ejecta,
devoid of neon, will mix with the cluster gas from which the second generation
stars form. The intermediate and extreme stars therefore form with a neon content
that is diluted compared to the pristine abundance. This is why D’Antona and
Ventura (2007) expect the responsible mixing mechanism to substantially deplete
oxygen whilst keeping sodium stable. In panels 7.3e and 7.3f we plot [Mg/Fe] and
[Al/Fe] as a function of magnitude respectively. As suggested by the bottom panel
in Figure 7.6 any processing of Mg and Al is negligible at this temperature.

The paradigm advocated by D’Antona and Ventura (2007) to explain M13 re-
quires that the stars most depleted in oxygen are necessarily enhanced in helium.
The high helium content is responsible for the horizontal branch morphology and
the ability of these extreme stars to mix deeper than their intermediate and pri-
mordial counterparts. With less hydrogen in their envelope and therefore a reduced
source of opacity, they experience a shallow FDU and smaller µ barrier to inhibit
extra mixing. Rotation, or a mechanism of the like, is then thought to transport
material into regions where oxygen is processed. As the extreme stars are second
generation members, the paucity of neon in their envelope prohibits the produc-
tion of sodium which would normally accompany ON cycling. It is clear that the
mechanism responsible for the oxygen depletion in M13 cannot be attributed to
thermohaline mixing. Not only do we predict that the intermediate population are
more efficient at mixing, but also that the mechanism cannot transport material
to the temperatures required for ON cycling.

It may be possible that material overshoots the µ inversion (Denissenkov and
Pinsonneault, 2008b), although we have seen from Figure 2.9 that the conditions
beyond this are quite stabilising. The stars may be offering us a hint as to the
cause of the mixing. Peterson (1983) has shown that stars on the horizontal branch
of M13 rotate about twice as fast as those on the horizontal branch of M3. This
may argue for a rotational based instability. The removal of the µ barrier is
usually sufficient to initiate extra mixing however the large spread in oxygen is not
apparent until the very tip of the RGB. One would expect that towards the tip of
the RGB, the mass loss rate increases whilst rotation rates conversely decreases.
This type of mixing should be more efficient in earlier epochs rather than later.
Unfortunately, our investigation has offered little in the way of scientific progress.
Our results simply rule out thermohaline mixing as the sole cause (perhaps the
interaction of mixing mechanisms is required) of oxygen depletion in M13. This
in itself is not surprising and is consistent with previous investigations of the
mechanism (Eggleton et al., 2008). It is still unclear whether the process is in
fact occurring in situ and we are unable to offer any evidence for or against the
D’Antona and Ventura (2007) paradigm.
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7.5 Conclusions

In our studies of GCs consistency seems to be the exception rather than the rule.
Whereas our theory of extra mixing did not reproduce the evolution of [C/Fe] or
[N/Fe] with luminosity in the low-metallicity systems, the behaviour of the high
temperature p-capture elements adhered to the predictions of the multiple popu-
lation scenario. Conversely, in the intermediate-metallicity systems (in particular
M13), C and N were well explained by thermohaline mixing but the high tem-
perature p-capture nuclei displayed unexpected variation near the RGB tip which
this mechanism cannot account for. In this chapter we tested thermohaline mixing
within the paradigm advocated by D’Antona and Ventura (2007). We summarise
our findings as follows:

• Thermohaline mixing is unable to account for the O-poor stars near the RGB
tip of M13.

• Contrary to the requirements of the paradigm, thermohaline mixing predicts
that the intermediate population stars (Y = 0.28) process more material
than the extreme population (Y = 0.40).

• Changes to the oxygen, magnesium and aluminium abundances are negligi-
ble.

• The (tiny) processing of oxygen is transport limited at Ct = 1000.

• The 22Ne(p,γ) 23Na reaction can produce a spread in sodium of ≈ 0.5 dex
provided there is sufficient initial neon in the star.

• Possible systematic errors in the stellar models must be a consideration.

In Chapter 7 it appeared that our calculations of M3 and M13 were well mod-
elled by thermohaline mixing. The magnitude at which extra mixing was predicted
to begin agreed with spectroscopy. The models provided an envelope to the [C/Fe]
data but required the large spread in [N/Fe] to be predominately primordial in
origin rather than an outcome of extra mixing. In Figure 7.3 the inclusion of the
LF bump from Nataf et al. (2013, MV ≈ 0.55) undermines the previous attributed
success of the models. In M13 there is at least some some agreement with the spec-
troscopy whereas in the low-metallicity clusters, the photometry and spectroscopy
both are inconsistent with the models. There seems to be some evidence for a sys-
tematic modelling issue. Determining whether this is the case and to what extent
will serve as one of the foci in Part IV where mid-to-high resolution observations
of lithium are used to constrain the stellar models.



Part IV

Lithium in Globular Cluster
Stars

181





Monash University

Declaration for Thesis Chapter 8

Declaration by Candidate

In the case of Chapter 8, a significant part of this work was submitted as:

D’Orazi, V., Angelou, G. C., Gratton, R. G., Lattanzio, J. C, Bragaglia, A.,
Carretta, E., Lucatello, S., and Momany, Y. (2014). Lithium Abundances in
Globular Cluster Giants: NGC 6218 (M12) and NGC 5904 (M5).

The nature and extent of my contribution to the work was the following:

Nature of contribution Extent of
contribution (%)

Secondary research and significant paper writing 30%

The following co-authors contributed to the work, none of whom are students at
Monash University.

Name Nature of contribution

Dr Valentina D’Orazi Primary research and paper writing

Prof. John Lattanzio Consultation and revision

Prof. Raffaele Gratton Consultation and revision

Dr. Angela Bragaglia Consultation and revision

Dr. Eugenio Carretta Consultation and revision

Dr. Sara Lucatello Consultation and revision

Dr. Yazan Momany Consultation and revision

The undersigned hereby certify that the above declaration correctly reflects the
nature and extent of the candidates and co-authors contributions to this work

28-Aug-2014Candidate’s
Signature Date

28-Aug-2014Supervisor’s
Signature Date

183





Chapter 8

Lithium abundances in globular
cluster giants: NGC 6218
(M12) and NGC 5904 (M5)

There is no royal road to science, and only those who do not dread the fatiguing
climb of its steep paths have a chance of gaining its luminous summits.

- Karl Marx

8.1 Introduction

No longer considered simple stellar populations, globular clusters (GCs) are at
the crux of several unresolved problems in stellar astrophysics. Accurate pho-
tometric surveys have revealed that some clusters display multiple evolutionary
sequences, from the main-sequence (MS), to the sub-giant and red-giant branches
(SGB and RGB, see e.g., Bedin et al. 2004; Anderson et al. 2009; Piotto et al.
2012; Milone et al. 2012). The simplest interpretation is that there are (at least)
two stellar generations present, slightly separated in age and characterised by a
different chemical composition (see, however, Bastian et al. 2013 for a different
view). Although the presence of multiple populations is now clear through clever
use of multi-filter photometry, the seeds for the paradigm shift were planted by
high-resolution spectroscopy and detailed abundance determinations across a large
sample of GCs (e.g., Gratton et al. 2004; Carretta et al. 2009b, 2009a, 2011, 2013b;
Marino et al. 2008, 2011; Johnson and Pilachowski 2010).

In contrast to field stars and open clusters (e.g., Gratton et al. 2000; de Silva
et al. 2009; Bragaglia et al. 2012), archetypal GCs exhibit internal variations in
elements affected by proton-capture processes (hereafter p-capture elements, such
as e.g., C, N, O, F, Na, Mg, Al), but remain homogeneous in iron-peak, heavy
α (Ca, Ti), and neutron-capture elements (e.g., James et al. 2004; Smith 2008;

185
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D’Orazi et al. 2010a).1

The burning patterns give rise to the well known light-element anticorrela-
tions (C-N, O-Na, Mg-Al), with the Na-O anticorrelation suggested as the GC’s
defining feature (Carretta et al. 2010). The fact that these chemical peculiarities
are detected also in un-evolved or scarcely evolved GC stars (Gratton et al. 2001;
Ramı́rez and Cohen 2002) implies that a fraction of first-generation (FG) stars
have activated CNO, NeNa, and (possibly) MgAl cycles in their interiors in order
to deplete C, O and Mg and enhance N, Na and Al, respectively. From the ejecta
of these progenitors, the second-generation (SG) stars were born and currently
account for the majority of the GC population (about 2/3, see Carretta et al.
2010). Unfortunately, the nature of the progenitors responsible for the internal
chemical enrichment remains unclear. Intermediate-mass asymptotic giant branch
stars (IM-AGB, Cottrell and Da Costa 1981; Ventura et al. 2001) and fast ro-
tating massive stars (FRMS, Decressin et al. 2007) remain the prime candidates,
although neither offer a satisfactory explanation (we refer to Gratton et al. 2012a
for an updated and comprehensive review on the multiple population framework).

Besides the imprinted abundance patterns in GCs, lighter nuclei such as 7Li, C
and N display evidence of in situ processing; their abundances change as a function
of RGB luminosity (beyond the extent of the first-dredge up, FDU). This is not
predicted by standard stellar theory and is one example of the need for ‘extra
mixing’ in numerical models.

Surveys of C and N in GCs have been used extensively to study the RGB
extra-mixing problem (Denissenkov and VandenBerg, 2003; Angelou et al., 2011,
2012) but the recent availability of Li provides a complementary and very powerful
diagnostic. By virtue of its fragility, Li is a sensitive probe of mixing in stars. It
is produced during H burning when 7Be captures an electron as part of the pp ii
chain. At these temperatures (T & 2 MK), it is also highly favourable for 7Li to
subsequently capture a proton to produce two 4He nuclei. As first pointed out by
Cameron and Fowler (1971), efficient mixing in the burning region can transport
the material rich in 7Be to cooler temperatures where a further proton capture
is avoided. This is the so called “Cameron-Fowler 7Be transport mechanism”.
Conversely, 7Li is easily destroyed whenever material is transported from the cool
surface to the interior of the star. The surface Li abundance serves as a key
indicator for either of these internal processes.

Lithium finds itself at the centre of another long standing discrepancy, that is
its abundance, as measured in Population ii dwarfs, is factors of 2-3 lower than
that predicted by Big Bang nucleosynthesis (e.g., Cyburt et al. 2008). Currently,
the favoured explanation for this inconsistency is that the stars themselves are
responsible for the depletion via a different kind of process driven by a different
mechanism (such as atomic diffusion, i.e., the transport of chemicals due to tem-
perature, pressure and abundance gradients; see e.g., Richard et al. 2005). To
date, this cosmological problem has served as the prime motivation for obtaining
Li abundances in GC dwarfs (Pasquini et al. 2005; Bonifacio et al. 2007; Lind et al.

1This picture is further complicated by the presence in the large GC family of some pecu-
liar cases (e.g., ω Centauri, M 22, NGC 1851, M15, Terzan 5, NGC 2419), where variations in
metallicity and/or heavy-elements are detected (though at a different level).
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2009; Gonzalez et al. 2009; Mucciarelli et al. 2011, and references therein).
D’Orazi & Marino (2010, hereafter DM10) examined the Li abundances in the

mildly metal-poor GC NGC 6121 (M4, [Fe/H]=−1.16, Harris 1996, updated in
2010), but focussed on giant stars (104 RGB stars with 32 targets located below
the bump luminosity). The shift in scientific motivation encouraged a shift in
target selection: rather than investigate the Spite Plateau (Spite and Spite 1982)
and hence un-evolved stars, the purpose of their study was twofold:

• Constrain the nature of the first (polluting) generation of stars in the clus-
ter. At the high temperatures at which the CNO occurs (T&20 MK) it is
expected that Li is completely destroyed (Tburning ≈ 2.5 MK). Thus, along
with displaying the O-Na, C-N, and possibly Mg-Al anticorrelations, the
multiple population scenario predicts that Li and O/C/Mg should be posi-
tively correlated, while Li and Na/N/Al anticorrelated (if no Li is produced
by the polluters). The FG stars should be Li rich, whereas stars formed from
the ejecta processed at extremely high temperatures should be Li poor.

• Under the assumption that there is no Li production within the polluters,
shed light on the dilution process within this GC and try to determine the
amount of pristine (and of polluted) material present in each star.

For both these goals, any stars not yet experiencing extra mixing are suitable
targets. Although Li is depleted by a factor of ≈ 20 during FDU, the abun-
dance change is simply considered a zero-point offset because FG and SG stars
are affected in the same way2. Thus, DM10 could afford to turn their attention to
brighter targets, provided the stars were situated below the bump in the luminosity
function (LF bump). Their main finding was the lack of a Li-Na anticorrelation in
M4 with the FG (Na poor, A(Li)=1.34±0.04) and SG (Na rich, A(Li)=1.38±0.04)
sharing the same Li abundance. The implications are that Li has been produced
between the different stellar generations and, crucially, this abundance pattern
is not an outcome of dilution processes with primordial material. This striking
result requires the progenitors to produce Li, an outcome which is not currently
predicted by massive star evolution (Decressin et al., 2007) or massive binaries
(Bastian et al., 2013). DM10 therefore provided, for the first time, strong obser-
vational evidence that IM-AGB stars seem to play a significant role in the internal
enrichment of GCs (at least in this system).

In this study we expand upon previous results and present Li abundances in
the GCs NGC 6218 (M12) and NGC 5904 (M5). Our approach, which focuses on
stars brighter than the turn-off, allows us to target more distant systems, whereas
previous studies were forced to analyse the near-by GCs (M4, NGC 6397 and 47

2Models in an upcoming paper (Angelou et al. 2014) demonstrate that such an assumption is
plausible. Calculations of FG stars (M=0.80 M�, Y=0.24) and an extreme population (M=0.80
M� and Y=0.40) exhibit a a difference in A(Li)∼ 0.1 dex after FDU, on account of a slightly
deeper penetration of the convective envelope. We expect that if a star is still visible on the giant
branch and has such an extreme helium abundance it must necessarily be less massive ( M . 0.65
M�). In such a star the difference in A(Li) is smaller than 0.1 dex after FDU. Even by selecting
an unreasonably extreme mass and composition the models predict a difference in Li within the
observational uncertainty. See also Chapters 7 and 9
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Tuc). M12 and M5 were specifically chosen to improve our understanding of Li
across the GC mass and metallicity distributions. Both clusters are similar in
metallicity (and they are similar to M4) but they differ significantly in mass. We
note that in NGC 6218, Carretta et al. (2007) detected that stars brighter than
the LF bump possess statistically higher Na than those below. This is an expected
result from the presence of two populations with distinct He abundances and hence
different bump luminosities (Salaris et al. 2006).

This work is part of a long-term project aimed at determining homogeneous Li
abundances at all RGB luminosities (hundreds of stars) in a large number of GCs.
Clusters covering a range in mass, metallicity, HB morphology and shape/extent
of the Na-O anticorrelation are required to probe the relationship between the
Li abundance and the GC global parameters. Besides the scientific motivation
addressed in this study, such a data set will also provide stringent constraints on
stellar evolution and mixing processes in stars.

The paper is organised as follows: in Section 8.2 we provide information on
sample, data reduction and abundance analysis; our results are presented and
discussed in Section 8.3. A summary of our findings concludes the manuscript
(Section 8.4).

8.2 Observations, data reduction and analysis

We utilised the multi-object FLAMES@VLT facility (Pasquini et al. 2002) to
collect intermediate-resolution spectra of RGB stars, both below and above the
bump luminosity, in our target clusters (Program: 087.2-0276(A), PI: VD). Em-
ploying the HR15N setup, our wavelength coverage included the Li i doublet at
6707.78Å with a nominal resolution of R=17,000. We observed a total of 72 stars
in NGC 6218 and 113 stars in NGC 5904 using this configuration. The sample
was selected from the photometric catalogues provided by Momany et al. (private
communication). We imposed that targets lack companions within 3” or with com-
panions but not closer than 2” and fainter than 2 magnitudes. We refer to Momany
et al. (2003, 2004) for details about photometric data reduction and analysis. The
colour-magnitude diagrams for both GCs is shown in Fig. 8.1, with target stars em-
boldened. The spectroscopic data reduction was performed by the ESO personnel
through the dedicated software that produces extracted, bias subtracted, flat-field
corrected and wavelength calibrated spectra. In addition, continuum normalisa-
tion, radial velocity computation, shift to rest-frame and combination of multiple
exposures were all carried out within IRAF3. The typical S/N ratios (per pixel) of
our target stars range from 60 - 150 at 6700Å.

From the original sample, we discarded 4 stars in NGC 6218 and 6 stars in NGC
5904 as their radial velocities were more than 3σ away from the respective cluster
mean. We derived heliocentric radial velocities of vrad = −43.31 ± 0.41 km s−1

(r.m.s = 3.35 km s−1, 68 stars for NGC 6218) and vrad = 53.05 ± 0.51 km s−1

3IRAF is the Image Reduction and Analysis Facility, a general purpose software system for the
reduction and analysis of astronomical data. IRAF is written and supported by National Optical
Astronomy Observatories (NOAO) in Tucson, Arizona.
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(r.m.s = 5.22 km s−1, 107 stars NGC 5904), which are in reasonable agreement, in
view of the zero point uncertainties, with values published by Harris (1996), that
is vrad = −41.4± 0.2 km s−1 and vrad = 53.2± 0.4 km s−1.

The stellar atmospheric parameters for our sample stars were derived in the
following way. We first calculated initial Teff values from (V − K) colours (with
V from our photometry and 2MASS K magnitudes, Skrutskie et al. 2006) and
the calibration by Alonso et al. (1999); metallicity and reddening were retrieved
from the Harris’ catalogue, that is [Fe/H] = −1.33 and E(B − V ) = 0.19 for NGC
6218, and [Fe/H] = −1.29 and E(B − V ) = 0.03 for NGC 5904. The reddening
values were converted to E(V −K) via the relationship by Cardelli et al. (1989),
i.e., E(V − K) = 2.75 × E(B − V ). Our final adopted temperatures come from
a relationship between those Teff values and V magnitudes, following the same
approach as in Carretta et al., (2006; 2009b). To derive this relation, we used only
“well-behaved” stars in each cluster, that is stars with magnitudes in both visual
and infrared filters (keeping only high-quality flagged 2MASS photometry), and
lying on the RGB. Comparing the stars in common between the present study and
Carretta et al. (2007, 2009b) we obtained a difference (in the sense ours minus
Carretta) of ∆Teff= −52±8 K and ∆Teff= 4.84±2.22 for NGC 6218 and NGC 5904.
The larger difference for NGC 6218 is likely related to the different photometric
catalogue adopted by Carretta et al. (2007). Surface gravities (log g) were then
derived by assuming our final Teff values, distance moduli of (m−M)V = 14.04 and
(m−M)V = 14.46 (Harris 1996), a bolometric solar magnitude of Mbol,� = 4.75,
and masses of 0.85 M�, with the standard formula:

log
g

g�
= log

M

M�
− log

L

L�
+ 4 log

Teff

Teff,�

Finally, microturbulence velocities (ξ) were computed from the relationship by
Gratton et al. (1996): ξ = 2.22 − 0.322 × log g, while the input metallicity was
taken from Harris (1996).

The Li abundances were inferred via spectral synthesis with the driver synth
in MOOG (Sneden 1973, 2013 version) and stellar atmospheres by Castelli and
Kurucz (2004), with α-enhancement (+0.4 dex) and no overshooting4. We investi-
gated the impact of this choice by deriving Li abundances for all our sample stars
using three different sets of atmospheric models, namely the Kurucz (1993) grid
with and without overshooting and Castelli & Kurucz (2004) with solar-scaled
composition (i.e., no α-enhancement). The differences in the derived Li abun-
dances are always smaller than 0.05 dex and can be safely considered as negligible.
Adopting the same line lists as in DM10 (see D’Orazi et al. 2010b and DM10 for de-
tails on atomic parameters), we computed a grid of synthetic spectra for each star
by varying the Li abundances until the best match between observed and synthetic
profiles was attained. The synthetic spectra were calculated covering a wavelength
range from 6695Å to 6722Å, exploiting the strong Ca i line at 6717.69Å to eval-
uate the spectral broadening (which was assumed to be Gaussian). We were able
to determine the Li abundances for 63 stars for NGC 6218 and 99 stars for NGC

4Available at http://kurucz.harvard.edu/grids.html
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Table 8.1: Sensitivities of abundances to atmospheric parameters for star #40129.

Species Teff+100 logg+0.2 ξ+0.1

∆A(Li) 0.10 0.02 0.00
∆[Al/Fe] 0.07 0.06 0.02

5904, because of the occurrence of cosmic rays and/or due to lower S/N ratios that
hampered measurements in 5 and 8 stars, respectively for each GC.

The spectral coverage guaranteed by the HR15N grating, although not captur-
ing any suitable features for Na and O abundance determinations, allowed us to
investigate the Al content by synthesising the Al i doublet at 6696Å and 6698Å.
The adopted atomic parameters for those lines were: log gf = −1.35 and log
gf = −1.65, for the 6696Å and 6698Å features, respectively. In NGC 6218 we
could obtain Al abundances for a sample of 54 out of 63 stars, whereas in NGC
5904 we analysed 93 stars (out of 99), with 61 detections and 32 upper limits.
Examples of spectral synthesis for Li and Al are given in Figures 8.2 and 8.3 for
stars in both clusters.

8.2.1 Error budget

Two kind of uncertainties affect our derived abundances, that is internal (star-to-
star) and systematic (cluster) errors. The main aim of our paper is to search for
(possible) evidence of spreads in Li and Al abundances, thus we focus on the first
source of errors.

The internal errors are mainly related to (i) the best-fit determination of syn-
thetic spectra with observed spectra (which is in the range ∆A(Li) = 0.07− 0.10
for our target stars and reflect uncertainties in the continuum placement and S/N
ratios of the spectra) and (ii) to the atmospheric parameters, i.e., Teff log g, and
microturbulence velocities ξ (the adopted metallicity [A/H] in the model atmo-
sphere has a negligible impact). In order to assess the contribution related to
the stellar parameters we first need to ascertain the sensitivities of our species to
changes in atmospheric quantities (the partial derivatives in Equation 8.1). To
do this we proceeded in the standard way, that is by varying one parameter at
the time and inspecting the corresponding change in the resulting abundance (see
Table 8.1 where sensitivities are reported for one sample star with median Teff).
The following step is to evaluate the actual error in atmospheric parameters (i.e.,
σTeff

, σlog g, σξ). The σTeff
can be estimated from the error on the slope of the re-

lation between initial Teff values (from (V −K) colours) and V magnitudes, which
result in 18K for both GCs. Errors in ξ instead come from the scatter around the
relationship of ξ vs log g by Gratton et al. (1996, that is 0.2 km s−1). Finally, the
σlogg contains different terms due to the uncertainties in stellar masses (which is,
however, less than ≈10% of the mass), errors due to luminosity (in turn related
to magnitudes, distance moduli and bolometric corrections) and those in tempera-
tures. All these contributions are anyway significantly small and result in internal
errors in logg values less than 0.05 dex.
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Table 8.2: Stellar parameters, Li and Al abundances for targets in NGC 6218
(M12). This table is available in its entirety in a machine-readable form in the
online journal. A portion is shown here for guidance regarding its form and content.

Star ID V S/N Teff log g ξ A(Li) [Al/Fe]

(mag) (K) (cm s−2) (km s−1) dex dex

10219 15.28 78 4946 2.59 1.39 1.08 —

26629 15.60 60 5016 2.75 1.34 1.06 0.60

26778 14.57 115 4787 2.23 1.50 0.53 0.00

31393 15.17 100 4921 2.53 1.41 0.93 —

31600 14.95 90 4871 2.42 1.44 0.95 0.00

The total internal error on a given species is then calculated by summing in
quadrature all the difference contributions, i.e.:

σ =

√
σ2
best +

(
∂ log(ε)

∂Teff

)2

σ2
Teff

+

(
∂ log(ε)

∂logg

)2

σ2
logg +

(
∂ log(ε)

∂ξ

)2

σ2
ξ (8.1)

Given the small uncertainties in stellar parameters, the total errors on Li and
Al abundances are almost entirely related to the best-fit determination; typical
values range from 0.10−0.13 for Li and 0.14−0.16 for [Al/Fe].

8.3 Results and Discussion

Elemental abundances (Li and [Al/Fe]) are displayed in Tables 8.2 and 8.3, where
we list the identification number for each star and V magnitudes (from the Mo-
many et al. photometry)the S/N ratios at 6700Å along with stellar atmospheric
parameters (the complete Tables are made available online only). Our results
are presented separately for each target cluster in the following Sections 8.3.1 and
8.3.2 for NGC 6218 and NGC 5904, respectively. We then provide a general discus-
sion on the Li abundance pattern observed in GCs by summarising and discussing
findings from this study along with previous investigations (Section 8.3.3).

8.3.1 NGC 6218 (M12)

In Figure 8.4, A(Li) is plotted as a function of V magnitude for all our sample
stars in NGC 6218. Here blue circles denote detections, black triangles upper
limits and the solid grey line indicates the magnitude of the LF bump, located
at V=14.78 according to Nataf et al. (2013). The magnitude of the LF bump is
generally believed to denote the beginning of extra mixing in these low-mass stars:
there is excellent agreement between photometry and spectroscopy regarding the
onset of this event, with stars exhibiting a declining trend of Li abundances as a
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Table 8.3: Stellar parameters, Li and Al abundances for targets in NGC 5904
(M5). Entries with asterisks indicate upper limits. This table is available in its
entirety in a machine-readable form in the online journal. A portion is shown here
for guidance regarding its form and content.

Star ID V S/N Teff log g ξ A(Li) [Al/Fe]

(mag) (K) (cm s−2) (km s−1) dex dex

229 15.63 100 5000 2.57 1.39 1.02 0.00∗

394 15.13 130 4888 2.32 1.47 0.65∗ 0.35

1069 15.91 95 5063 2.71 1.35 1.05 0.10∗

1476 15.03 140 4865 2.27 1.49 0.97 0.00∗

1778 15.56 115 4983 2.53 1.40 1.00 0.10

function of luminosity once the bump is reached. The brightest stars in our sample
have had their lithium content significantly depleted and only upper limits can be
provided. Moreover, a slightly decreasing trend of Li with magnitudes is present
for our targets with V ranging between V=15.75 and the bump: the correlation
coefficient is found to be r=0.55, which is significant at more than 99.9 % level
(the probability that this happened by chance is less than 0.1 %). The slope of
the correlation is 0.13 +/- 0.03, which is very close to accuracy imposed by our
observational uncertainties (∼ 0.10-0.13 dex). Given that our errors are likely
overestimated, we are tempted to conclude that this Li pattern is real. The trend
is clearly not related to the multiple population scenario, because it is present
in both FG and SG stars (divided according to the Na and O abundances, as in
Carretta et al. 2009b). As pointed out by the referee, there could be two possible
explanations for this trend: (i) in situ depletion as stars evolve along the sub giant
branch (contrary to standard theory); or (ii) increased previous Li depletion as a
function of mass along the sub giant branch, possibly showing signs of a Li dip
in metal-poor stars analogous to the Population i F dwarf dip. By considering
only giants fainter than the RGB bump, we find a mean Li abundance of A(Li)
= 0.98±0.01 (r.m.s. 0.06, 44 stars). This is consistent with no Li variation in this
cluster (the fact that the standard deviation is formally lower than observational
uncertainties -0.10/0.13 dex- indicates that the measurement errors are probably
over-estimated). The constancy of Li abundances is a noteworthy result because
NGC 6218 is known to display, along with the large majority of Galactic GCs,
large variations in p-capture elements. As previously mentioned in Section 8.2, no
information on Na and O abundances can be gathered from our spectra. However,
we have stars in common with the survey by Carretta et al. (2007): out of 44
stars (not yet experiencing in situ extra mixing), we have Na and O abundances
for 21 and 18 stars, respectively. In Figure 8.5 we show our A(Li) against their
[Na/Fe] and [O/Fe] ratios for those stars in common: variations of almost 1 dex
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Figure 8.4: A(Li) as a function of visual magnitude in the globular cluster NGC
6218 (M12). Blue circles denote lithium detections whereas black triangles repre-
sent upper limits. The solid grey line indicates the magnitude of the LF bump in
this cluster, V= 14.78, as given by Nataf et al. (2013).
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in [Na/Fe] and more than 1.2 dex in [O/Fe] do not accompany changes in the Li
abundance. There seems to be the hint of a weak anticorrelation between Li and
Na abundances, however the Pearson’s correlation coefficient results in r=−0.38
(16 degrees of freedom) and is not statistically meaningful: there is a probability
larger than 10% that this correlation could happen by chance. Following the
definition introduced by Carretta et al. (2009b), we can group our stars into their
respective generation based on their Na content, with FG stars defined as having
Na abundance of [Na/Fe] ≤ [Na/Fe]min + 0.3 dex. We find that FG stars have
an average Li abundance of A(Li) = 1.00 ± 0.04 (r.m.s = 0.09), whilst in SG
stars A(Li) = 0.98 ± 0.02 (r.m.s = 0.06). Thus, the different stellar populations
identified according to their Na abundances are indistinguishable in terms of their
Li content.

In Figure 8.6 we compare the spectra of two stars with very similar parameters
(∆Teff= 37K), but differences in Na and O abundances of more than a factor of
2. It is evident that there is no remarkable difference in the Li i line strength,
entailing that those stars have to share a very similar Li content (virtually the
same within the observational uncertainties).

Our spectral coverage also permitted us to obtain Al abundances for a sub-
sample of 54 stars. We derived a mean Al abundance of [Al/Fe] = +0.21 ± 0.03
(r.m.s = 0.19), which is in excellent agreement with values published by Carretta
et al. (2009a) ([Al/Fe] = 0.20± 0.05, r.m.s = 0.18) based on a sample of 11 bright
giants observed with the high-resolution UVES spectrograph. Johnson and Pila-
chowski (2006) analysed intermediate-resolution spectra (R≈15000) for 21 RGB
stars in this GC, deriving stellar parameters, metallicity, p-capture and n-capture
element abundances. They obtained an average [Al/H] = −1.00± 0.03 compared
to our value of [Al/H] = −1.16± 0.03 (we directly compare [Al/H] because there
is an offset in metallicity of about 0.2 dex between the two studies). Taking into
account the measurement uncertainties, and a difference in the log gf for the Al
doublet at 6696−6698Å of 0.20 and 0.24 (in the sense ours minus theirs), the two
mean values agree very well. Our results confirm that the Al content does vary in
this GC and that Al and Na abundances are positively correlated, as expected from
the H-burning at high temperature. This is demonstrated in Figure 8.7, where our
[Al/Fe] ratios are plotted as a function of [Na/Fe] from Carretta et al. for stars
in common. Our sample stars span a range of ≈ 0.8 dex in [Al/Fe] (peak-to-peak
variation), very similar to the value found by Carretta et al. (2009a) from UVES
spectra (i.e., ∆[Al/Fe] ≈ 0.7 dex), whereas this is larger than what has been found
by Johnson and Pilachowski (2006), ∆[Al/Fe]≈ 0.4 dex. It is not straightforward
to determine the cause of such a discrepancy, and statistics may certainly play
a role (our sample is a factor of 2 larger). However, we note that according to
Johnson and Pilachowski (2006) there are no Al-poor stars (FG) in their sample.
The minimum value in this population being [Al/Fe] = 0.35 dex (while the maxi-
mum Al abundance is in good agreement with our value as well as with those by
Carretta et al. 2009a, i.e., roughly at ≈ 0.7 dex level).

In Figure 8.8 we plot A(Li) as a function of [Al/Fe] abundance, where lavender
circles denote detections and the black triangle indicates an upper limit to the
[Al/Fe] ratio. If we compare the variation in Al from our entire sample (∼0.8
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Figure 8.6: Comparison of the spectra for two stars in M12 with very similar stellar
parameters and Li abundances, but very different Na and O content (see text for
discussion).

dex) to that we determined from common stars with Carretta et al. (2009a, see
Figure 8.7, ∼0.4 dex) there is almost a factor of two difference. This might be a
mere statistical effect. However, it could be that, since stars in common between
the two works are brighter, the scatter increases as luminosity decreases (because
the spectral lines get weaker at higher temperatures). We checked the presence of
possible trends between our [Al/Fe] ratios and the V magitudes and we concluded
that there is a slight increase in the Al dispersion at lower luminosity but the trend
is weak (the effect is anyway well within the observational uncertainties).

Analogously to what is revealed in the Li-O and Li-Na planes, while Al displays
a large variation among our sample stars, the Li abundance remains constant.
The large variations in all the p-capture elements under scrutiny here are not
accompanied by analogous changes in Li. The implication is that Li production
must have occurred across the different stellar generations, ruling out a major
contribution by FRMS to the GC internal enrichment, and favouring the IM-AGB
candidate. In this regard, M12 is “M4-like” in its behaviour; we recall that both
clusters are of similar (current) mass and metallicity (see Section 8.3.3 for further
discussion).
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Figure 8.7: [Al/Fe] from the present study as a function of the [Na/Fe] derived by
Carretta et al. (2007)

8.3.2 NGC 5904 (M5)

We obtained Li abundances for 99 stars in the massive GC NGC 5904 (M5, [Fe/H]
= −1.29 dex); once again the magnitude range of our sample included giants be-
yond the LF bump. Our derived Li abundances are shown as a function of the V
magnitudes in Figure 8.9, with symbols retaining their meaning from Figure 8.4
(i.e., blue circles denote detections, black triangles denote upper limits and the
solid grey line indicates the magnitude of the LF bump). This GC possesses two
features worthy of mention. First, spectroscopically it is ambiguous as to what
magnitude extra mixing begins in this cluster. The photometrically derived LF
bump, it could be argued, is located at a V magnitude beyond which stars have
already begun to deplete their lithium: compared to the trend observed in Fig-
ure 8.4, the onset of extra mixing is not as clear as in M12. Despite the fact that
our photometric system is different from that of Nataf et al. (2013), we determined
very similar values for the location of the LF bump. Nataf et al. (2013) derived
Vbump = 14.96 ± 0.01 compared to Vbump = 14.97 ± 0.04 from the present work.
Thus, we can state that no major systematic offsets are present between the two
catalogues. On the other hand, a small shift to fainter magnitudes of ≈ 0.1 mag for
the bump luminosity would result in an agreement between the photometrically
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Figure 8.8: A(Li) for stars below the RGB bump as a function of [Al/Fe] abun-
dance in the globular cluster NGC 6218 (M12). Lavender circles denote lithium
detections whereas the black triangle represents an upper limit to the [Al/Fe] abun-
dance. The typical internal error for the abundances are indicated by the error
bar.

and spectroscopically determined location at which extra mixing begins. Such a
small difference in the required magnitude could be attributed to observational
errors. Nevertheless, it will be a point of caution in discussions hereinafter. Sec-
ondly and most interestingly, two stars in particular (the two upper limits with
V magnitude > 15.5 in Figure 8.9) were found to be severely lithium deficient for
their evolutionary phase. Both their radial velocity measurements and metallic-
ity suggest that they are indeed members of the cluster but their Li abundances
are inconsistent with the post-FDU composition of the other stars. Whether this
translates to deeper FDU, some sort of extra mixing, a rare evolutionary event (al-
though it had to happen at least twice) or it is related to variations in p-capture
elements remains unclear (see the following discussion).

When considering the 82 stars that are below the magnitude of the LF bump,
we find a mean lithium abundance of A(Li) = 0.93± 0.01 (r.m.s 0.11). The stan-
dard deviation is roughly of the same order of magnitude of the observational
uncertainties, however we need to bear in mind that in the average computation
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Figure 8.9: A(Li) as a function of visual magnitude in the globular cluster NGC
5904 (M5). Symbols are as for Figure 8.4. The solid grey line indicates the
magnitude of the LF bump at V= 14.96 as given by Nataf et al. (2013).

the upper limits in A(Li) are treated as detections, indicating that this rms is
certainly a lower limit to the actual internal dispersion in Li abundances. Further-
more, as already stated in Section 8.3.1, the measurement errors are quite likely
overestimated. Unfortunately, we have only 16 and 11 stars for which Carretta
et al. (2009b) have gathered Na and O abundances; in Figure 8.10 we show the
run of Li with [Na/Fe] and [O/Fe] ratios for stars in common between the two
spectroscopic investigations. There is no evidence for a Li-O positive correlation
nor for a Li-Na anticorrelation: Na and O extend for ≈ 0.7 dex, whilst the Li
remain almost constant. The only previous determination of Li abundance in this
GC is that by Lai et al. (2011) who derived Li abundances for three RGB stars
below the RGB bump and found an average of A(Li) = 0.81± 0.06 (r.m.s = 0.11).
The authors concluded that, given the small size of their sample, they can not
comment on the relationship between Li and p-capture elements (e.g., C, Na, O).

The small number of common stars between this work and Carretta et al.
(2009b) may, however, have prevented us from unveiling the presence of Li vari-
ations in conjunction with the other species involved in the hot H-burning, such
as Na and O. Thus, to get deeper insights into the possible relationship between
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Figure 8.11: [Al/Fe] from the present study as a function of the [Na/Fe] derived
by Carretta et al. (2009b)

Li and p-capture elements, we derived the Al abundances for a total of 93 stars.
From our sample we detected a peak-to-peak variation in the [Al/Fe] ratio of ≈ 0.7
dex, which is the same value found by Ivans et al. (2001) and is consistent with
Shetrone (1996a, ≈ 0.6) and Carretta et al. (2009a, ≈ 0.8 dex). Considering the
sub-group of stars in common with Carretta et al. (2009b, 21 stars), we report our
derived Al abundances as a function of the Na determined by the Carretta et al
study in Figure 8.11. We obtained a very clear Na-Al correlation, with a Pearson’s
correlation coefficient r = 0.81, which is significant at more than 99.99%. In this
respect, we confirm results from previous studies (see Carretta et al. 2009a, Ivans
et al. 2001, Shetrone 1996a).

As was previously done for NGC 6218, we include a discussion on the [Al/Fe]
and Li abundances for those stars in the cluster yet to begin in situ extra mixing.
By adopting a formal Vbump of 14.96, as given from photometry (but keeping in
mind possible mismatches between photometry and spectroscopy, as mentioned at
the beginning of this Section), we plot the derived A(Li) abundances as a function
of [Al/Fe] in Figure 8.12. Here lavender circles denote stars where both Li and Al
have been measured, black triangles represent stars for which an upper limit to the
lithium abundance has been determined and blue triangles represent upper limits
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Figure 8.12: A(Li) for stars below the RGB bump as a function of [Al/Fe] abun-
dance in the globular cluster NGC 5904 (M5). Lavender circles denote measure-
ments for both species, black triangles denote upper limits to the lithium abun-
dance and blue triangles denote upper limits to the [Al/Fe] abundance. The typical
internal errors are indicated. The curves represent different dilution models (see
text for discussion).

in the derived [Al/Fe] abundance. There is evidence for a Li-Al anticorrelation,
with a Pearson’s coefficient r = −0.44 (75 degrees of freedom) which is significant
at more than 99.9% (the probability that this event can happen by chance is
lower than 0.1%). If we discard those two stars for which the extra mixing might
already have begun (i.e., stars very close to the bump and labelled as empty
triangles here to emphasise their different behaviour), the anti-correlation is still
present (r = −0.40). Note that even had we discarded the other two upper limits
(V >15.5), there is still evidence for anticorrelation between Li and Al abundances
(r=−0.33, significance level at 99.9 %) However, these other two stars that exhibit
Li depletion have magnitudes V >15.5, so they are much fainter than the bump.
They demonstrate the expected abundance pattern if we assume that the processed
material that forms the SG stars is Li-poor and Al-rich. To convince the reader
of this possibility, we show in Figure 8.13 the spectral comparison for one of these
stars, namely star #15215, with another GC member with identical atmospheric
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Figure 8.13: Comparison of the spectra for two stars in M5 with different Li and
Al abundances (see text for discussion).

parameters (star #23920, ∆Teff= 9K). As is clear from the Figure, #15215 is
Li-poor and (relatively) Al-rich, whereas #23920 is Li-rich and Al-poor Thus, we
might be tempted to conclude that the two (and perhaps the four?) stars that
exhibit significant Li depletion (and corresponding Al enhancement) constitute
the extreme (E) SG stars in M5. However, having detected so few of these stars
would entail that the fraction of E stars we obtain is about the 3±1% of the
cluster population, which is lower than the value of 7±2% found by Carretta et al.
(2009b) according to their Na and O abundances (see that paper for details on the
definition of the PIE groups).

In order to gain a better understanding of the chemical abundance pattern
emerging from this study, we determined a dilution model for this GC, as per
Prantzos and Charbonnel (2006). In this model [X], the logarithmic abundance of
species X, is a mixture (given by a dilution factor, d) of the original abundance,
[Xo], and processed material, [Xp]. [X] is determined such that:

[X] = Log
[
(1− d)10[Xo] + d× 10[Xp]

]
. (8.2)

In Figure 8.12 we plot as solid line the dilution model with initial abun-
dances of Li=1.00 and [Al/Fe]=−0.15 and processed material having Li=0.00 and
[Al/Fe]=0.55, based on the extrema measured in our sample. As can be easily seen
from the plot, this dilution curve fails in reproducing the observed trend. More
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specifically, we can identify three groups of stars: (1) stars that show primordial
Li and Al abundances (FG stars); (2) stars with primordial Li but enhancement in
their Al content, at different levels; (3) stars with an extreme composition, charac-
terised by paucity of Li and increased Al abundances (SG stars, with an extreme
pattern). The majority of the GC stars, that belong to group 2, cannot be ex-
plained by diluting the primordial population with the extreme SG, because they
still exhibit a quite large Li abundance (the solid curve is indeed a lower envelope
to their distribution). This implies that in order to reproduce their Li abundance,
we have to call for a Li production within the stellar polluters.

Alternatively, one possible solution requires the presence of an unobserved
population, typyfied by [Al/Fe] of approximately ≈1.0 dex (the dashed curve in
Figure 8.12). Both this survey and Carretta et al. (2009a) have failed to identify
potential candidates. There might be two reasons why this population is unseen:

• There are no stars formed from the pure ejecta (i.e., with a pollution fraction
of 100%). The processed material coming from IM-AGB stars would in this
case have Al enhancements of more than [Al/Fe]≈1 dex (and is naturally
Na/N/He rich also). This material is required to mix with primordial mate-
rial (and hence become diluted) before the formation of the SG started. In
a recent paper, D’Antona et al. (2012) examined dynamical models where
it is possible, in principle, to accumulate and mix the ejecta for a time tf
before starting star formation (see Table 1 of their paper). However, there
is no obvious explanation as to the cause of the delay in the star formation
events. Such a scenario requires that the gas from the AGB stars is collected
at the GC centre and remains in a quiescent condition for ≈ 40-50 Myr. Star
formation is inhibited until the cleared pristine material (swept out from the
SN ii explosions) can fall back and mix to produce the subsequent stellar
generation.

• These very peculiar stars, characterised by extreme Al over-abundances,
should also possess a huge amount of He. At a given age, stars with larger
amount of He are less massive than their counterpart with normal He (i.e.,
Y∼0.24). Considering the metallicity of M5, stars with Y > 0.35 will have
M.0.5 M� (see Gratton et al. 2010a; 2010b) and they might not reach the
RGB tip. In fact, Castellani and Castellani (1993) have shown that if the
mass is smaller than that required to activate the He-core flash, the stars will
become RGB-manqué. In this circumstance, the He-flash can occur at high
effective temperatures after stars have left the RGB (the so-called “hot flash-
ers”) and they eventually move to the blue hook of the horizontal branch (HB,
see e.g., Moehler et al. 2002). Unfortunately, as widely discussed in Grat-
ton et al. (2013), we can not determine the chemical composition for stars
warmer than the Grundahl u-jump (Grundahl et al. 1999), because of severe
sedimentation and radiative levitation effects.

Nevertheless, if this is the case, then an explanation for the two (or even four)
Li-poor stars in Figure 8.12 would still be required, perhaps calling for a rare
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event of extra mixing that begins well before the LF bump luminosity is reached.5

At the moment there is no compelling evidence to reject them, only because no
satisfactory explanation for the cluster’s dilution history has presented itself. In
summary, NGC 5904 displays a degree of complexity that can not be accounted for
by a simple dilution model. This cluster demonstrates the presence of three different
stellar populations. This is reminiscent of what Carretta et al. (2012) discovered in
the GC NGC 6752, where the intermediate SG stars cannot be explained by simply
considering a mixture of primordial composition and (extreme) highly-processed
material (i.e., the E stars).

8.3.3 The Li spreads in GCs

Our investigation into the Li abundance and its potential spread within M12 and
M5 has revealed that these GCs behave differently. In M12 we recover a chemical
pattern very similar to that previously observed in M4 by DM10 (and corrobo-
rated by other authors, see e.g., Mucciarelli et al. 2011; Villanova and Geisler 2011).
Because FG and SG stars share exactly the same Li abundance, while showing de-
pletion in O of more than 50%, we require that the GC polluters have contributed
ashes enriched in Li. As a consequence, FRMS (and massive binaries) cannot be
responsible for this trend, because the current theory suggests that they produce
Li-free ejecta. On the other hand, in M5 we disclosed the presence of a rather
peculiar and complex chemical composition: a simple dilution model fails in re-
producing the three populations currently co-existing in the cluster. Furthermore,
we also need to invoke Li production within the polluters to explain the abundance
pattern in the majority of the GC stars (i.e., the SG stars which are Al-rich but
still Li-rich). Crucially, we detected the presence of an extreme population, which
is characterised by Al overabundances and Li deficiency (as expected in the case
of hot H burning). These stars were not revealed in our M12 sample; however
statistics might have played a role in this respect: given that we have 54 stars for
which Li and Al have been measured, assuming that the fraction of extreme stars
is as in M5 (i.e., about 3%) we would expect to find at least one of those stars.
The probability that we missed all of them is 19%, which is not negligible. This
should be regarded as a point of caution in the following discussion.

These two GCs share a very similar metallicity, but they significantly differ
in current mass. M5 is much more massive than M12 (and M4). In order to
determine what role GC mass plays in the Li distribution among the different
stellar populations, we plot in Figure 8.14 the internal spread in Li, ∆A(Li), as a
function of the absolute visual magnitude (a proxy for the current cluster mass).
To evaluate the extent of the Li spreads in our target GCs, we considered only the
stars with magnitudes fainter than the RGB bump luminosity. The peak-to-peak
variation in the Li abundances is 0.22 and 0.55 for NGC 6218 and NGC 5904,

5It is also possible that these stars are binaries; we might have captured post blue straggler
stars in our RGB sample, which could explain the Li depetion (Ryan et al. 2002). As already
mentioned, the radial velocity is consistent with the cluster mean, but multi-epoch observations
to detect possible variations are currently not in hand. We note, however, that the fact that all
of them are Al-rich seems to suggest that the Li deficiency is somehow related to the multiple
population scenario.



8.3. RESULTS AND DISCUSSION 209

respectively. We included data for the GC NGC 6397 by selecting a subsample of
stars analysed by Lind et al. (2009): in order to be as homogeneous as possible
with our target giants, we restricted our attention to those RGB stars within
approximately 1 magnitude fainter than the bump. This choice, although limiting
the sample size, allows us to minimise the impact of the star-to-star difference
in the atmospheric parameters (especially in temperatures, which can increase
the internal scatter) and guarantees a reliable comparison with our GC giants.
We determined a Li spread of 0.18 dex. We proceeded in the same fashion by
including Li abundances for a subsample of giants published by Mucciarelli et al.
(2011). We find the Li variation to be 0.25 dex. Unfortunately for the GCs 47 Tuc
and NGC 6752, Li abundances in the giant stars have not been determined and we
are forced to exploit dwarfs. This should be a point of caution when considering
the general trend shown in Figure 8.14. Note, in the same context, that the spectra
for NGC6752 by Shen et al. (2010) are characterised by very low S/N ratios, in
same cases below 15, possibly suggesting that the spread quoted is over-estimated
because of the observational uncertainties.

We detect, for the first time to our knowledge, the existence of an unambiguous
correlation between the Li variation and the total cluster luminosity (i.e., mass;
the Pearson’s correlation coefficient r = −0.93 is significant at more than 99.9%):
the more massive the GC, the larger the Li spread. This finding seems to suggest
that Li production is less efficient in the more massive GCs than in small GCs,
because any kind of Li replenishment tends to erase the presence of Li-O and/or
Li-Na anticorrelation. We find that in less massive systems the FG and SG stars
are very similar as far as the Li content is concerned (even indistinguishable in
some cases like M4 and M12). We can speculate that in less massive GCs, the
polluter mass range might be biased towards the lower end of the IM-AGB stars
(M. 6M�) whilst in the most massive GCs we expect the upper envelope of the
mass distribution to extend beyond (M& 7 M�). This is required to account for
the considerable p-capture element variations observed in these massive GCs, such
as e.g., NGC 2808, where high levels of O depletion and Na enhancement ([O/Fe]
down to ≈ −1.00 and [Na/Fe] up to ≈ +1.00), as well as significant Mg depletion
and Al enrichment have been reported. Regarding Li, any comparison between
observed chemical abundances and AGB models must be done bearing in mind
all the uncertainties involved. Li production is indeed extremely sensitive to the
input physics in the stellar models: in the IM-AGBs there is a very brief phase
of Li enrichment at the stellar surface during the first few thermal pulses, with a
peak of A(Li)∼4 dex, but the final Li yield depends on when the star loses most
of its mass (Ventura and D’Antona 2010; D’Orazi et al. 2013a). The rate and
details of the mass loss are among the most uncertain (and difficult to model)
factors in theoretical stellar astrophysics. Interestingly, we have demonstrated
that the FG and SG stars display the same Li abundances in GCs like M4 and
M12. These results imply that the internal polluters must have produced Li in
roughly the same amount as the primordial abundances (that is A(Li)∼2.0−2.3).
Although we recognise that this seems to be an incredible coincidence, it is worth
mentioning that AGB models (with their uncertainties) have been shown to provide
such abundances. For example, the 5 M� AGB stellar model published in D’Orazi



8.3. RESULTS AND DISCUSSION 210

et al. (2013a) results in A(Li)=2.00, by adopting an increased αMLT=2.2 and
Bloecker (1995) mass loss law, and A(Li)=2.35 with a “standard” αMLT=1.75 and
Bloecker mass loss (see Figure 20 of that paper). Similar Li yields have been found
previously by D’Orazi et al. (2010b).

The clusters reported in Figure 8.14 are obviously characterised by a range in
metallicity. The sample includes the metal-poor GC NGC 6397 ([Fe/H] ≈ −2.0
dex), NGC 6752 ([Fe/H] ≈ −1.5 dex), the intermediate-metallicity GCs M12, M5
and M4 ([Fe/H] ≈ −1.3 dex) and one of the most metal-rich GCs in 47 Tuc ([Fe/H]
≈ − 0.7 dex). Given the limited sample size available, we cannot robustly infer the
level of contribution provided by metallicity on the spread in Li in GCs. We note
that two GCs with almost the same mass (M4 and NGC 6752), but slightly dis-
similar [Fe/H], do actually exhibit Li variations at a different extent. Irrespective
of possible metallicity-related effects, the trend appearing in Figure 8.14 points to
the GC mass as the driving parameter of the anticorrelation. This is evident when
we compare GCs with similar metallicity but different masses (e.g., M5 vs M12
and M4). It is noteworthy, in this context, that these GCs also display different
HB morphology, M4 and M5 being an example of the so-called “second-parameter”
pair (see e.g., Gratton et al. 2013 and references therein).

The metal-rich GC 47 Tuc (NGC 104, labelled with a different symbol in
Figure 8.14) deserves further discussion. In fact, in this GC the large scatter
detected in the Li abundance seems to be completely unrelated to variations in p-
capture element and, more generally unrelated to the presence of multiple stellar
populations. As discussed in D’Orazi et al. (2010b), while SG (O-poor) stars
are characterised by a low Li abundance, there is a huge spread within the first
stellar generation itself, A(Li) ranging from ∼1.5 to ∼2.5 (we ignore for the current
purposes the presence of a very Li-rich star with A(Li)=2.78). They concluded that
this primordial scatter is probably related to the high metallicity of this GC and
is likely the Population ii analogue of what is observed in Population i stars with
similar atmospheric parameters (such as e.g., in the open cluster M67, Randich
et al. 2000). In addition, 47 Tuc is known to display peculiar behaviour also in
terms of light-element variations and their relationship with the cluster properties,
namely its Na-O anticorrelation is relatively short despite the large GC mass. It
stands as an outlier in the diagrams of IQR6[Na/O] vs MV and log THB

eff,max (the
maximum temperature on the HB), as derived by Carretta et al. (2010). By
discarding this GC, we still can detect the hint for an anticorrelation but the small
statistics prevents us from conclusively confirming its existence. The situation will
become clear once a larger sample of GCs (encompassing a wide range in current
mass) becomes available in the present survey.

They concluded that this primordial scatter is probably related to the high
metallicity of this GC and is likely the Population ii analogue of what is observed
in Population i stars with similar atmospheric parameters, (such as e.g., in the
open cluster M67, Randich et al. 2000). By discarding this GC, we still can detect
the hint for an anticorrelation but the small statistics prevents us from conclusively
confirming its existence. The situation will become clear once a larger sample of

6Interquartile range
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Figure 8.14: ∆A(Li) as a function of MV. We denote 47 Tuc with an open star
because a spread in lithium in this cluster is found in the first generation and thus
is likely due to its metallicity rather than the presence of multiple populations.

GCs (encompassing a wide range in current mass) becomes available.

8.4 Summary and concluding remarks

Lithium provides rare insight into not only the internal processes of stars but also
the internal chemical enrichment of GCs. The abundance patterns within these old
stellar aggregates are most straightforwardly explained by the presence of multi-
ple populations, whereby a first generation of stars has polluted the medium from
which a second generation form. Within this second generation it is still possible
for distinct chemical populations to form (see Carretta et al. 2009b and their PIE
definitions). Because of its fragility and thus the special conditions required for its
production, Li may serve as a unique tracer of the nature of stars that provided
the intra-cluster enrichment. Current stellar theory predicts that it is possible
for intermediate-mass asymptotic giant branch stars to produce lithium via the
Cameron-Fowler mechanism, whereas fast-rotating massive stars and massive bi-
naries will produce Li-free ejecta. How lithium correlates with other p-capture
species will reveal whether this element has been produced between the different
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stellar generations and thus help to identify the progenitors. Following on from
the work of DM10 who focussed on NGC 6121, we have presented lithium and
[Al/Fe] abundances in stars on the RGB of the GCs NGC 6218 and NGC 5904.
Our findings can be summarised as follows:

In the GC NGC 6218 (M12), any Li variation is less than observational errors
and is consistent with no Li variation between the two populations. Thus, whilst
the cluster displays clear [Na/Fe] variations (over 1 dex) and [O/Fe] variations
(over 1.2 dex) , stars across their respective populations remain indistinguishable
according to their Li abundance. These variations in Na and O are accompanied by
variations in the [Al/Fe] abundance. The (anti)correlations that form between p-
capture nuclei are expected when hydrogen burning at high temperatures has been
in operation (T&20 MK). Because the large variations in p-capture elements are
not accompanied by corresponding changes in Li, Li production must have occurred
across the different stellar generations. With our current understanding of stellar
evolution, such a result favours a major contribution from IM-AGB progenitors,
as also found by DM10 in the analogous GC NGC 6121 (M4).

In the GC NGC 5904 (M5), we are unable to statistically confirm Li variation
with O or Na; however there is a hint for a Li-Al anticorrelation. We anticipate
that the small number of stars with both Li and Na (or O) measured is hinder-
ing our ability to detect a relationship between these species. There are possibly
four (two confirmed) stars that are very lithium poor for their evolutionary phase.
They may be due to non-standard evolution or perhaps members of an extreme
(third) population in this cluster, that displays Li deficiency and Al enhancement.
Given the presence of a Li-Al anticorrelation in NGC 5904, we have fit a dilution
model as per Prantzos and Charbonnel (2006) to explain the chemical history of
the cluster. When we mix the composition representative of the primordial popu-
lation with that of four candidate extreme members, we are unable to account for
the abundances of a majority of the cluster stars (which are Li-rich and Al-rich).
To do so would require the pristine material to be combined with an unobserved
population that has [Al/Fe] of approximately ≈ 1.0 dex. If this is the case, by try-
ing to reproduce a majority of the cluster members we still require an explanation
for the (four) extreme population candidates. Thus, NGC 5904 exhibits a level of
complexity much higher than its more standard siblings, like M4 and M12. This
result is not surprising when we consider the HB morphology of this GC.

There is a clear anticorrelation between the internal Li spread and the current
GC mass. Li production appears less efficient in the more massive GCs than in
smaller GCs, pointing to a different mass range of the stellar polluters involved
in the internal enrichment. Further surveys will help constrain this indication on
more robust grounds and reveal what role metallicity plays in the lithium spread
found within GCs.
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Chapter 9

Diagnostics of Mixing in
Globular Cluster Red Giant
Branch Stars

Dubium sapientiae initium (Doubt is the origin of wisdom)

- Descartes

9.1 Introduction

Mixing in red giant branch (RGB) stars is characterised by two distinct events;
the well-understood first dredge-up (FDU) and an additional mixing episode that
operates over a longer timescale during a more advanced phase of RGB evolution
(“extra mixing” hereinafter). Only mixing during FDU is predicted by standard
stellar theory (Iben, 1967). In low-mass stars (M < 1 M�), deep convective
motions develop once the star becomes a giant and can penetrate into regions
of the star that have previously experienced partial hydrogen burning. Material
enriched in 4He, 14N and 13C is mixed through the convection zone increasing
the prevalence of these nuclei at the stellar surface. Conversely, 7Li and 12C
abundances decrease as they are diluted into the extending envelope. In solar-
metallicity stars the 12C/13C ratio falls from the solar value of ≈ 90 to ≈ 30
after the FDU, whilst 7Li is depleted by a factor of ≈ 20. Up to this point the
theoretically predicted changes are in good agreement with observations.

It is clear from observations that after FDU the surface compositions are further
altered during RGB evolution, (Gilroy and Brown, 1991; Gratton et al., 2000;
Smith and Martell, 2003; Shetrone, 2003; Weiss and Charbonnel, 2004; Martell
et al., 2008b). This second mixing event sees the cycling of hydrogen burning
products into the convective envelope. From a post-FDU value of approximately
30, the 12C/13C ratio is reduced to ≈ 15 in solar-metallicity stars and to the

215
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equilibrium value of ≈ 4 in metal-poor stars. Lithium is essentially destroyed at
all metallicities. These changes are not predicted by standard stellar theory.

The onset of extra mixing seemingly coincides with the bump in the luminosity
function (LF bump or bump hereinafter) of globular clusters (GCs). The mixing is
therefore associated with when the H shell encounters the composition discontinu-
ity left behind by the deepest extent of FDU. The internal process(es) responsible
for the surface changes do not manifest themselves until after the bump because the
composition discontinuity, and hence discontinuity in the mean molecular weight
(µ) gradient, acts as a barrier to any extra mixing process (Sweigart and Mengel,
1979; Charbonnel et al., 1998).

In this study we are concerned with how well stellar models reproduce the key
properties (magnitude of onset, abundance changes) of the mixing events experi-
enced during the RGB phase of evolution. Observations of lithium in GC stars are
used to constrain FDU and the extra mixing event associated with the bump in
the GC luminosity function. Matching the magnitude of the LF bump has, in the
past, been used as a measure of the adequacy of stellar models (King et al., 1985;
Fusi Pecci et al., 1990; Alongi et al., 1991; Zoccali et al., 1999; Salaris et al., 2002;
Riello et al., 2003; Bjork and Chaboyer, 2006; Meissner and Weiss, 2006; Di Cecco
et al., 2010; Cassisi et al., 2011). Here we expand upon these results and focus on
two questions in particular:

• Do stellar models match the magnitude of FDU and the onset of extra mix-
ing in the GCs? Recent work by Cassisi et al. (2011) and Angelou et al.
(2012) suggest they do not for at least the extra mixing event. Observa-
tions of lithium indicate the onset of FDU and compliment the photometric
determinations of the LF bump.

• Can the extra mixing associated with the LF bump be explained by a single
process? We explore specifically whether the thermohaline mechanism can
simultaneously explain the behaviour of [C/Fe] and A(Li) as a function of
magnitude along the RGB. Lithium is sensitive to mixing and well deter-
mined from high resolution data; reproducing the behaviour of this element
is an important test in itself. By matching both [C/Fe] and A(Li) we also
ensure that the mixing mechanism is not simply being calibrated to a single
species.

The FDU event is predicted by stellar theory because the mixing is an outcome
of changes in the radiative temperature gradient. The criteria for convection used
by stellar codes are either based on the temperature gradient (Schwarzschild) or
both the temperature and µ gradients (Ledoux, 1947). The processes that initiate
mixing at the LF bump are unable to develop under the assumptions of canonical
theory; a further prescription is required for instability. Although the LF bump
and the structural readjustment was a prediction of stellar theory (Thomas, 1967;
Iben, 1968a), the associated mixing was not. Spectroscopic surveys and empirical
evidence were required to infer its operation.

We note that although we focus on thermohaline mixing, the processes re-
sponsible for extra mixing remains uncertain. Several extra mixing mechanisms
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have been explored in the literature. They include rotational mixing (Sweigart
and Mengel, 1979; Chanamé et al., 2005; Palacios et al., 2006), magnetic fields
(Palmerini et al., 2009; Nordhaus et al., 2008; Busso et al., 2007; Hubbard and
Dearborn, 1980), internal gravity waves (Denissenkov and Tout, 2000) and more
recently thermohaline mixing (Eggleton et al., 2006, 2008; Charbonnel and Zahn,
2007a). In this work we only investigate the thermohaline mixing mechanism.

The thermohaline formalism, as well as the details of the stellar models are
discussed in §2. In §3 we highlight the central role lithium plays as a diagnostic of
stellar physics whilst emphasising the need for homogeneous data – particularly in
complex systems like GCs. In §4 we identify various evolutionary events in GCs
using a combination of spectroscopic and photometric indicators. Comparisons
with predictions from stellar models across the metallicity range of GCs expose
shortfalls in the current state of stellar theory. We examine the contribution from
the stellar microphysics, including the choice of equation of state (EOS). As noted
by (Salaris et al., 2002), the consequences of the EOS selection on RGB evolu-
tion have not been investigated. In addition to the microphysics, we consider the
importance of overshoot at convective boundaries. Finally in §5, we determine
whether thermohaline mixing can simultaneously account for the depletion of car-
bon and lithium as a function of luminosity. Such a demand is a stringent test of
any extra mixing process.

9.2 Overview of the Stellar Models

The stellar models in this work are calculated with MONSTAR (the Monash ver-
sion of the Mt. Stromlo evolution code; see Campbell and Lattanzio 2008). Opaci-
ties are covered at the high temperature end by the OPAL Rosseland mean opacity
tables (Iglesias and Rogers, 1996). High temperature opacities (T > 104K) are
computed from the OPAL tables. Below 104K opacity tables from Lederer and
Aringer (2009) with variable C and N content are used (see Campbell 2007 and
Campbell and Lattanzio 2008 for further details).

As MONSTAR ordinarily only follows those species that are significant en-
ergetically. A seven species network (1H, 3He, 4He, 12C, 14N, 16O as well as a
seventh pseudo-element that ensures baryon conservation) is sufficient to include
feedback on the structure from the nuclear energy generation. We have extended
the network for this study so that the evolution of 7Be, 7Li and 13C are now fol-
lowed; with the necessary changes to temporal and spatial resolution criteria to
follow these fragile species (see Lattanzio et al. in prep for the importance of these
criteria). The key reactions and source of each adopted rate of reaction can be
found in Table 3.2. Note that we employ the 14N(p, γ)15N reaction rate provided
by Champagne (private communication) which is consistent with that given by
Adelberger et al. (2011) and the LUNA collaboration. Palmerini et al. (2011b)
discuss the consequences of the new rate for low-mass stellar evolution, including
extra mixing.

Convective energy transport in MONSTAR is treated according to the mixing
length theory (MLT, Böhm-Vitense 1958). Mixing of the chemical abundances is
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Reaction Rate Source

1H(p, e+νe)
2H Harris et al. (1983)

3He(3He, 2p)4He Caughlan and Fowler (1988)

3He(4He, γ)7Be Caughlan and Fowler (1988)

12C(p, γ)13N Caughlan and Fowler (1988)

14N(p, γ)15N Champagne (2004, private comm)

7Be(e−, νe)
7Li Reaclib electron capture database

7Be(p, γ)8B Angulo et al. (1999)

7Li(p, 4He)4He Descouvemont et al. (2004)

13C(p, γ)14N Angulo et al. (1999)

Table 9.1: Key reaction rates used in MONSTAR.

calculated using a diffusion equation (Campbell and Lattanzio, 2008). The MLT
parameter αMLT = 1.75 best reproduces the solar model at the Sun’s current age
(we assume that the Sun has a metallicity Z = 0.014 throughout this work, see
Asplund et al. 2009). In the models presented here, we employ the Schwarzschild
criterion and where specified, allow for non-locality by including a prescription
for diffusive overshoot. We follow the procedure of Herwig et al. (1997) who
parameterised the numerical simulations of convection by Freytag et al. (1996).
The results indicated an exponential decay in velocity of the overshooting material.
In analogy to the pressure scale height, HP , a ‘velocity scale height’, Hv, is defined
such that

Hv = fosHP (9.1)

where fos is a scaling factor. The resulting equation for the diffusion coefficient is
then

Dos = D0 e
−2z
Hv (9.2)

where D0 is the diffusion coefficient at the last convective point and z is distance
from the convective boundary.

Our implementation of the thermohaline mechanism uses the formulation de-
veloped by Ulrich (1972) and Kippenhahn et al. (1980), in which thermohaline
mixing is modelled as a diffusive process. This prescription has been employed
in previous work by Angelou et al. (2012, 2011), Charbonnel and Lagarde (2010),
Stancliffe (2010), Stancliffe et al. (2009) and Charbonnel and Zahn (2007a,b). The
equation for the diffusion coefficient is:

Dt = CtK
(ϕ
δ

) −∇µ
(∇ad −∇)

for ∇µ < 0, (9.3)
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where ϕ = (∂ ln ρ/∂ lnµ)P,T , δ = −(∂ ln ρ/∂ lnT )P,µ, ∇µ = (∂ lnµ/∂ lnP ), ∇ad =
(∂ lnT/∂ lnP )ad, ∇ = (∂ lnT/∂ lnP ), K is the thermal diffusivity and Ct is a
dimensionless free parameter. In this diffusive theory, Ct is related to the aspect
ratio, α, of the thermohaline fingers (assumed to be cylindrical) by

Ct =
8

3
π2α2. (9.4)

The mechanism is elegant in that the depth of mixing is set by the stellar
structure resulting in only one free parameter. An empirically derived value of
Ct = 1000 can reproduce abundance patterns in both globular cluster stars (An-
gelou et al., 2011, 2012) and field stars (Charbonnel and Lagarde, 2010) as well
as the dichotomy between carbon-normal and carbon-enhanced metal-poor stars
(Stancliffe et al., 2009). Denissenkov (2010) and Cantiello and Langer (2010) pre-
fer a lower value of Ct = 12 on theoretical grounds, which is also supported by
3D hydrodynamical models of the process, suggesting that the mixing is inefficient
on the RGB (Denissenkov and Merryfield, 2011; Traxler et al., 2011a). Rightly or
wrongly, parametrising extra mixing in this form and comparing to observations
can still tell us much about the transport of material in the stars. Similar con-
clusions could be reached had we elected to include a phenomenological mixing
model (Denissenkov and VandenBerg, 2003). Note that in such models the depth
of mixing is usually specified by a constant shift in either mass or temperature
from the hydrogen-burning shell. An additional free parameter sets the mixing
speed; a less physically motivated but similar configuration to that used here.

In order to compare to observations, we convert our stellar models from lumi-
nosity space to absolute visual magnitude (MV ) throughout. This requires a V
band bolometric correction for each stellar model calculated. Theoretical model
atmospheres from Castelli et al. (1997, ATLAS9) provide the necessary tables of
bolometric corrections and we determine the most appropriate value by using a
cubic spline to interpolate in composition, Teff and surface gravity.

9.3 Observations of Lithium in Globular Clusters

9.3.1 Overview of the Lithium Data

The lithium abundances used to constrain our models come from medium-to-high
resolution surveys of GCs. Although far more complex than their classic simple
stellar population archetype, GCs are still useful testbeds of stellar theory due to
their well populated colour-magnitude diagrams (CMDs). Rather than requiring
a single isochrone, through medium-to-high resolution observations, a more robust
test of stellar evolution has presented itself. These systems host multiple stellar
populations spanning relatively small differences in ages and characterised by in-
ternal variations in their light-element (e.g., C, N, Na, O, Al, see Gratton et al.
2012a and references therein for a recent review on multiple populations) and 4He
content (Gratton et al., 2010a, 2011, 2012b).

In addition to these primordial abundance variations, the constituent stars
undergo in situ composition changes such as those experienced on the RGB. In
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situ mixing manifests itself as a function of luminosity and is easily discerned. The
carbon and nitrogen abundances in particular, have been extensively measured.
The 12C/13C ratio is also a useful tracer of mixing. It scrutinises FDU robustly
(Dearborn et al., 1975a; Tomkin et al., 1976; Charbonnel, 1994), but saturates
rather rapidly once extra mixing begins. Like lithium, measuring 12C/13C requires
spectra with high resolution and signal-to-noise.

Lithium is perhaps the most versatile probe of mixing during the RGB. It
is sensitive enough to identify the onset of each event but not so fragile that it
is immediately destroyed. It can therefore provide an indication of the mixing
efficiency of both FDU and the extra-mixing event. It also has an advantage in
that its abundance determination is reliable: it is derived from the the Li i doublet
at 6707.78Å, rather than from molecular bands as is the case with [C/Fe] and
[N/Fe].

We have compiled data from four medium-to-high resolution studies that focus
on lithium abundances in globular cluster giants. The sample of four clusters
spans a range in metallicity that covers most of the globular cluster metallicity
distribution. We expect this sample to clearly illustrate how the onset of each
mixing event depends on metallicity. A list of our target clusters and their general
properties can be found in Table 9.3.1.

The most metal-rich cluster in our sample, M4 ([Fe/H] = −1.10), and the most
metal-poor, NGC 6397 ([Fe/H] = −2.10), have subgiant branch abundances con-
sistent with the Spite plateau (Spite and Spite, 1982, Figure 1); a point discussed
by the authors of the original surveys. In these two clusters, the first instance of
lithium depletion marks the onset of FDU. The difference in metallicity causes stars
in M4 to begin FDU approximately ∆MV ≈ 0.3 magnitudes fainter than those in
NGC 6397. This is because in metal-rich stars, the additional low-ionisation metals
(i.e., Ca, Na, K, and Al) provide an extra source of free electrons and contribute
to the higher opacity. In metal-poor stars the only free electrons are those from
ionised hydrogen, thus with all other things being equal, the metal-rich stars:

1. begin the inward migration of the convective envelope at a lower luminosity;
and

2. develop deeper convective envelopes.

As one might expect from deeper dredge-up, stars in M4 exhibit a post-FDU Li
abundance that is generally lower than those in NGC 6397. However it is not
certain that we are detecting a metallicity effect because systematic uncertainties
may exist between the two studies. The upper range of the abundances in M4
is consistent with the stars in NGC 6397. Furthermore, the significant change in
abundance during FDU is due to the transition from shallow surface convection
to a deep convective envelope. A slightly deeper convective envelope may not
necessarily translate to a detectable difference in the surface abundance. The
systematic uncertainties that exist between surveys can only truly be eliminated
through a homogeneous study of both clusters (i.e., identical instrument, line lists,
codes, methodology).
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Figure 9.1: Upper panel: A(7Li) as a function of absolute magnitude (MV ) for
NGC 6397 (black circles), M12 (vermilion stars), M4 (blue triangles) and M5
(lavender hexagons). Lower panel: As above but with an offset applied to each
cluster so that the magnitude of the LF bump coincides for each cluster.

The clusters present noticeably different gradients of lithium depletion during
FDU. Stars in M4 complete FDU over a much smaller luminosity range than those
in NGC 6397. Metal-poor stars are more compact and hotter than their metal-rich
counterparts which would suggest that they should in fact deplete lithium more
efficiently. This abundance trend reflects the rate of advance of FDU which is dif-
ferent because the greater opacity and allows the convective envelope to penetrate
faster in the metal-rich regime.

Figure 9.1 also provides insight into the extra mixing process. Our sample
covers a luminosity range that also includes the LF bump. Because the depth of
FDU is metallicity dependent, so too is this secondary mixing event. Metal-rich
stars begin extra mixing at fainter magnitudes because the hydrogen shell is not
required to advance as far before it encounters the homogenised region and removes
the µ inversion that inhibits the mixing process. We note that such a metallicity
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trend is not evident from Figure 9.1 nor from the statistically determined values
of the cluster LF bump magnitudes (Nataf et al., 2013) presented in Table 9.3.1.
Uncertainty in the metallicity determination1, determination of the distance mod-
ulus, and the role of multiple populations all contribute to the observed behaviour.
Such issues with direct comparison of the evolutionary events are a common theme
throughout this paper.

In the bottom panel of Figure 9.1 we have applied a luminosity offset to each
cluster so that the magnitude at which extra mixing begins is common to all
clusters. In all clusters, irrespective of metallicity, extra mixing depletes lithium
with equal efficiency. Agreement is further improved when one considers that the
abundances of the brightest three stars in NGC 6397 are upper limits. Such strong
agreement is perhaps not unexpected given the fragility of lithium but it highlights
a clear property (and constraint) of the physics that drives the mixing during this
epoch.

9.3.2 Elucidating the Mixing Events in Low-Metallicty Clusters

When trying to match the extra mixing event in M92 ([Fe/H] = −2.2), Angelou
et al. (2012) found that their models overestimated the magnitude of the LF bump
by ∆MV ≈ 0.7 mag. They were required to artificially deepen FDU by more than
15%2 in their calculations to match the photometrically determined magnitude of
the LF bump. An extension of the convective envelope was also required to match
the LF bump in M15 (also [Fe/H] = −2.2). In these clusters, it is unclear if the
onset of extra mixing coincides with the photometric bump. One interpretation
of the data implies that surface abundance changes began before the LF bump.
Possible reasons for the discrepancy were given as uncertainties in the spectroscopy
(e.g., combining data sets, determining abundances from molecular bands), diffi-
culties in determining the luminosity of the bump at low metallicity, or that extra
mixing had initiated before the LF bump (which would prove to be a serious issue
for stellar evolution). The authors noted that homogeneous lithium data would
reveal the true behaviour of the cluster.

The three low-metallicity clusters studied by Angelou et al. (2012) are yet
to have their lithium abundances systematically measured (M92, M15 and NGC
5466, [Fe/H] = −2.2). They do, however, have comparable metallicity to the
surveyed NGC 6397 ([Fe/H] = −2.1). In the upper panel of Figure 9.2 we plot
[C/Fe] from M92 (right axis, lavender triangles) and A(Li) from NGC 6397 (left
axis, black circles) as functions of absolute visual magnitude. Data for M92 are
taken from Smith and Martell (2003) who applied offsets to the studies by Carbon
et al. (1982), Langer et al. (1986) and Bellman et al. (2001) in order to remove
systematic differences in abundance scales. Data for NGC 6397 are a combination
of the surveys by Lind et al. (2009) and González Hernández et al. (2009). The
data taken from González Hernández et al. (2009) were re-analysed by Lind et al.
(2009) to enlarge their sample. To reduce the effects of systematic uncertainties

1Whilst there may be some uncertainty in the metallicity determination of these systems, it is
a robust result that NGC 6397 and M4 differ by a approximately a factor of 10.

2The depth of FDU was extended from 0.368 M� to 0.320 M�.
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Figure 9.2: Left Axis (both panels): Black circles denote A(7Li) abundance as a
function of magnitude for stars in NGC 6397 ([Fe/H]= −2.1). The dashed vertical
line corresponds to the photometrically determined LF bump of the cluster (MV =
0.163). Right Axis (top panel): Lavender triangles denote [C/Fe] abundance as
function of magnitude for stars in M92 ([Fe/H]= −2.2). The dotted vertical line
corresponds to the photometrically determined LF bump of the cluster (MV =
0.016). Right Axis (bottom panel): Lavender triangles denote [C/Fe] abundance
as function of magnitude for stars in NGC 5466 ([Fe/H]= −2.2). The dotted
vertical line corresponds to the photometrically determined LF bump of the cluster
(MV = −0.075). The LF bump for each cluster was determined by Nataf et al.
(2013).
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between the studies, we adopt the abundances presented in the Lind et al. (2009)
study. The dotted lavender line indicates the magnitude of the LF bump in M92
(MV = 0.016; Nataf et al. 2013) and the black dashed line the magnitude of the
LF bump in NGC 6397 (MV = 0.163; Nataf et al. 2013). Spectroscopically, it is
unclear from [C/Fe] what magnitude extra mixing begins in the massive GC M92.
The lithium decrease in NGC 6397, on the other hand, has a well defined starting
magnitude that corresponds to its photometrically determined bump and the bump
of the similarly metal-poor M92. In the lower panel we compare data from the less
massive cluster NGC 5466. As per the panel above, [C/Fe] abundances are denoted
by lavender triangles with the scale provided on the right axis. Nataf et al. (2013)
determined the magnitude of the LF bump in this cluster to be MV = −0.075. In
NGC 5466 and NGC 6397 the respective magnitudes of the LF bump and onset
of surface abundance changes (due to extra mixing) agree quite well.

Unlike M92, for which the data are a combination of multiple surveys, data
from NGC 5466 is homogeneous (it is taken from a single study by Shetrone et al.
2010). It may be that the combination of multiple data sets clouds the true cluster
behaviour. If the uncertainty surrounding M92 is purely due to observational error,
then results from homogeneous surveys such as APOGEE will shed light on this
issue. However, we note that both NGC 6397 and NGC 5466 are much less massive
than M92 and Carretta et al. (2010) and VD14 have demonstrated how cluster
mass can influence the primordial internal abundance variations (also related to
the presence of multiple populations).

Because the Li abundances suggest that the beginning of extra mixing in low-
metallicity clusters does indeed coincide with the magnitude of the photometrically
derived LF bump, then it is clear that the models are overestimating the luminosity
of the onset of this event. This is irrespective of the chosen extra mixing mechanism
and dependent on the physics of the stellar codes. Such an inconsistency was
identified by King et al. (1985) and Fusi Pecci et al. (1990). We explore the extent
of the discrepancy in §4.

9.4 The Onset of the Red Giant Branch Mixing Events

There are three well tried methods by which we can compare theoretical predictions
with empirical measurements of the LF bump:

• By comparing the parameter ∆V bump
HB = Vbump − VHB; the V magnitude

difference between the RGB bump and the horizontal branch at the RR
Lyrae instability strip magnitude (Fusi Pecci et al., 1990; Zoccali et al., 1999;
Salaris et al., 2002; Riello et al., 2003; Bjork and Chaboyer, 2006; Meissner
and Weiss, 2006; Di Cecco et al., 2010).

• By comparing the parameter ∆V MSTO
bump = VMSTO − Vbump; the V magnitude

difference between the RGB bump and the main sequence turn off (MSTO,
Cassisi et al. 2011).
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• By converting models and observations to a common magnitude system
such as MV or Mbol and comparing theoretical predictions with the em-
pirically determined locations (King et al., 1985; Alongi et al., 1991; Bjork
and Chaboyer, 2006; Angelou et al., 2012).

The first two methods have the advantage of being independent of distance and
reddening. As discussed by Cassisi et al. (2011), the first method does introduce
some uncertainty with respect to the placement of the observed HB level for GCs
with blue HB morphologies and in theoretical predictions of the HB luminosity
(dependent on the core mass predicted by each code). The third method introduces
an extra source of uncertainty because it relies on accurate determination of the
distance modulus. In this study we will employ both the second and the third
method in our investigation of the RGB mixing events.

The natural method for comparing the key theoretical and photometric indi-
cators of stellar evolution has been through age matching of isochrones. In this
study we calculate individual stellar models representative of stars on giant branch
after approximately 12 Gyr (M = 0.8 M�) and compare directly to observations.
The individual models are the simplest means by which to investigate the physics
that may shift the theoretical onset of mixing events. Once the effects of the mi-
crophysics are understood, they can later be incorporated in the grids of models
that generate the isochrones. As a consequence of this technique, we expect to
find greater disparity between theory and observations compared to studies that
employ calibrated isochrone matching, but we perhaps portray a truer state of af-
fairs. In many studies, the isochrones that best fit the magnitude of the LF bump
significantly overestimate the age of the cluster compared with that determined
by fitting the turn off mass. It is not uncommon to require isochrones with ages
greater than the age of the Universe to match luminosity of the LF bump (see
Riello et al. 2003 and Cassisi et al. 2011).

Our sample of GCs includes two systems at opposite ends of the GC metallicity
distribution. In the metal-poor cluster, NGC 6397 ([Fe/H] ≈ −2.10), and the
metal-rich, NGC 6121 (M4, [Fe/H] ≈ −1.10), stars have been surveyed across a
luminosity range that covers both FDU and the extra mixing event. Li abundance
determinations for the stars in NGC 6397 are presented in the top row of Figure 9.3
and in M4 in the bottom row. The data are plotted both as a function of absolute
visual magnitude (left panels) and as a function of luminosity (right panels). The
two brightness systems are employed as a check on possible systematic errors in
our method (see below). We calculate stellar models for each cluster (lavender
curves) with the parameters specified in Table 9.2 as a first approximation.

In NGC 6397 the models overestimate the magnitude of both mixing events.
The difference in magnitude at FDU (≈ 0.3 mag) is not as pronounced as for
the LF bump (≈ 0.7 mag). In the metal-rich cluster, M4, the onset of FDU is
consistent with the observations whilst a discrepancy is present at the LF bump
(≈ 0.4 mag). It is well documented that theoretical models overestimate the
magnitude of the LF bump (Fusi Pecci et al., 1990; Bjork and Chaboyer, 2006;
Di Cecco et al., 2010; Cassisi et al., 2011), however this is the first time an issue
with FDU has been raised. The recent availability of lithium observations, which
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Figure 9.3: Top panels: A(Li) as a function of absolute magnitude (left) and
luminosity (right) in the globular cluster NGC 6397. Data are taken from Lind
et al. (2009) and González Hernández et al. (2009). Bottom panels: A(Li) as a
function of absolute magnitude (left) and luminosity (right) in the globular cluster
M4. Data for this cluster are taken from Mucciarelli et al. (2011). In each panel
the solid lavender curve denotes a first approximation to the respective cluster (see
Table 9.2 for model details).

probe both RGB mixing events, allows for an investigation of FDU across a range
of metallicities. Previous investigations of mixing during the RGB have relied on
[C/Fe] and [N/Fe] which are of limited use for the FDU event because these species
change very little during FDU at metallicities typical of GCs. Furthermore, their
abundance determination (usually from molecular bands) is less robust than is
the case for Li. We have seen that in the lowest metallicity clusters there is an
intrinsically large spread in [C/Fe] and [N/Fe] which makes identifying the onset of
mixing spectroscopically difficult. Charbonnel (1994, 1995) has used both 12C/13C
and Li to test extra mixing due to rotational instabilities. Model comparisons to
M4 and Halo stars at NGC 6397 metallicity were presented with their predicted
FDU magnitudes comparable or slightly brighter than ours.

9.4.1 Bolometric Corrections

It is concerning how much the models are over estimating the onset of the mixing
events, especially the LF bump at low metallicity. It is prudent to first ascertain
whether the magnitude offset between the theoretical and observationally deter-
mined LF bump is simply a result of a systematic error introduced through the
conversion from luminosity to absolute magnitude. The fact that the magnitude
difference at FDU is not as pronounced as for the LF bump does not rule out a
conversion problem. The bolometric corrections are functions of metallicity, Teff

and surface gravity and thus vary throughout evolution. Salaris et al. (2002) have
found that by changing the model atmosphere sets, bolometric corrections can
differ by up to 0.1 magnitudes. This is not enough to account for the ≈ 0.3 MV

offset between the models and observations at FDU. Even if we were to apply bolo-
metric corrections from an empirically calibrated set of model atmospheres (e.g.,
Houdashelt et al. 2000), it does not rule out the presence of systematic errors in
our conversion. To eliminate this source of error we use independently converted
visual magnitudes calculated by Lind et al. (2008) in their study of NGC 6397.
Their method, similar to ours described above, converts visual magnitude to lumi-
nosity by applying a calibration from Alonso et al. (1999). This calibration, too,
is a function of (independently determined) metallicity and Teff . Magntiude was
converted to luminosty through a 13.5 Gyr isochrone for the cluster (Richard et al.,
2005, which placed their stars in the mass range 0.78 − 0.79 M�; similar to the
0.8 M� that we have modelled here). The Lind et al. (2008) results are presented
in the top right panel of Figure 9.3. Our stellar model is again denoted by the
solid lavender curve and in this case, the luminosity is calculated directly from
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the equations of stellar structure (without any conversions to the data from us).
The left (abundances as a function of MV ) and right (abundance as a function of
luminosity) panels look remarkably similar with the expected factor of 2.5 differ-
ence in the respective brightness scales. Mucciarelli (private communication) has
also provided us with independently determined luminosities for M4 (Figure 9.3).
The two brightness scales (MV and luminosity) yield the same behaviour in each
cluster, thus systematic uncertainties in our conversion are unlikely responsible for
the magnitude discrepancy between theory and observation.

We also have no reason to believe that there is a systematic issue with bolomet-
ric corrections determined from model atmospheres at low metallicity. In fact one
would expect the opposite to be true; bolometric corrections at high metallicity
should be more uncertain. Synthetic colors perform quite well in the metal poor
regime, without significant deviations between metallicities of [Fe/H] = −1.5 and
[Fe/H] = −2.5 (Casagrande, private communication). As the metallicity increases,
however, the choice of atomic line-lists becomes increasingly important. We note
that microturbulence in low-metallicity model atmospheres is one possible source
for systematic issues. Microturbulence can affect UV/blue wavelengths so if the
velocities were to change in the low metallicity regime, then the derived corrections
would be systemically offset. As no evidence for such behaviour exists, a closer
look at the physics of stellar modelling is required.

9.4.2 Comparison Across the Globular Metallicity Distribution

We have identified the onset of FDU and extra mixing in the GCs NGC 6397
and M4 from the spectroscopic surveys of lithium. Our conversion to a common
magnitude system indicates that the stellar models overestimate the magnitude at
which extra mixing begins, with the situation seemingly worse at low metallicity.
The magnitude of FDU in NGC 6397 is also overestimated but we find no such
issue in the higher-metallicity cluster M4. The results from these two clusters raise
a series of interesting questions that only a larger sample of GCs will help answer:

1. Do stellar models better reproduce the structure of higher metallicity stars
(i.e., the depth of FDU)? Does the level of discrepancy depend on metallicity
as suggested by these two clusters?

2. Do uncertainties in the distance modulus make direct comparison too incon-
sistent to be meaningful?

Such comparisons between theory and observation are common throughout the
literature and because GCs are observed to have enhanced α-element abundances
compared to scaled-solar values, their metallicities are often expressed in terms of
the total metallicity, [M/H]. This is defined by Salaris et al. (1993) as

[M/H] = [Fe/H] + log(0.638× 10[α/Fe] + 0.362). (9.5)

Before proceeding, we summarise the findings of previous comparisons. In compar-
ison of the ∆V bump

HB parameter, Riello et al. (2003) find good agreement between
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theory and observation at higher metallicities but note significant discrepancies at
low metallicity. Investigations of low-metallicity GCs include those by Fusi Pecci
et al. (1990) and Di Cecco et al. (2010), who also used the parameter ∆V bump

HB ,
to determine that at [M/H] . −1.7, models overestimate the magnitude of the
LF bump by 0.4 mag or more. Di Cecco et al. (2010) also conducted tests on the
effects of various microphysics and determined that models with α-element and
CNO-enhancements could not account for the discrepancy nor could the revised
solar heavy-element mixture. Cassisi et al. (2011), who employed the ∆V MSTO

bump

parameter, found that the theoretical bump was too bright by 0.2 magnitudes on
average, but uncertainties were consistent with discrepancies in excess of ≈ 0.4
magnitudes in the lowest metallicity clusters. In their test of the stellar micro-
physics, Bjork and Chaboyer (2006) have determined that the uncertainty in the-
oretical values for the LF bump magnitude varies with metallicity between +0.13
and −0.12 magnitudes at [Fe/H] = −2.4 and between +0.23 and −0.21 magni-
tudes at [Fe/H] = −1.0. The dominant sources of uncertainty were attributed
to α-element abundance, the mixing length parameter, and the high-temperature
opacity all of which are increasingly important at higher metallicity. We also note
the work by Troisi et al. (2011) who used the empirical brightness difference be-
tween the LF bump and the point on the main sequence that is at the same colour
as the bump. Their models also overestimated the magnitude of the LF bump
unless they employed an initial Y = 0.2. We reiterate that the studies above have
rightly employed isochrones in their comparisons to GCs. Unfortunately, in order
to match the bump parameters, isochrones much older than the cluster age (as
determined by fitting the turn-off mass) were often required. Such results hint
that the underlying cause of the discrepancy between our calculations and the
observations lies with the stellar physics.

Unlike FDU, which requires an additional spectroscopic indicator, the LF bump
is readily identified through the CMD and hence has been observed in more clus-
ters. In Figure 9.4, we investigate systematically how the discrepancy between the
predicted and empirically determined LF bump magnitudes vary with metallicity.
Data are taken from Nataf et al. (2013) who performed statistical analyses on
publicly available high-resolution Hubble photometry. From this, the location of
the LF bump in 72 GCs was accurately determined. Their data (black circles)
are plotted both as functions of [M/H] and also [Fe/H] in panels 9.4a and 9.4b re-
spectively. Also plotted in each panel are predictions of the LF bump magnitudes
from MONSTAR with solar-scaled abundances (triangles), α-element enhancement
of [α/Fe] = +0.2 (squares) and α-element enhancement of [α/Fe] = +0.4 (pen-
tagons). In panel 9.4b we also include calculations made with abundances scaled
from the solar values of Anders and Grevesse (1989), i.e., with Z� = 0.02. This
highlights the advantage of adopting the total metallicity scale, [M/H], in these
studies. This panel demonstrates how the choice of initial composition (i.e., the
level of α-enhancement) can improve agreement when employing the traditional
definition of metallicity (i.e., [Fe/H]).

The study by Nataf et al. (2013) also included 55 GCs for which the MSTO
magnitude was measured. In panel 9.4c we plot the ∆V MSTO

bump parameter as a func-
tion of [M/H] for these systems and compare to the predictions from MONSTAR
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Figure 9.4: Panel a: The empirically determined location of the LF bump in 72
GCs (black circles with associated uncertainties) as a function of total metallicity
[M/H] from Nataf et al. (2013). The bump magnitude calculated from our stellar
models is also included. Calculations with solar-scaled composition (triangles),
enhancement of [α/Fe]=0.2 (squares) and [α/Fe]=0.4 (pentagons) form part of
our grid. Panel b: As per panel A but here data are presented as a function of
metallicity [Fe/H]. Panel c: Same as Panel a but for the distance independent
parameter ∆MV

MSTO
bump . Panel d: The discrepancy between the theoretically and

observationally determined magnitude of the LF bump at each metallicity. Panel
e: The discrepancy between theoretical and observational determined ∆MV

MSTO
bump

parameter at each metallicity.

with various initial compositions.

At each metallicity, the GCs display a spread in the magnitude at which the
LF bump occurs. To quantify the discrepancy between theory and observation,
we compare our models to the lines of best fit to the data in panels 9.4a and 9.4c
(i.e., equations 1 and 2 in Nataf et al. 2013)

MV,bump = 0.600 + 0.737([M/H] + 1.110) (9.6)

∆MV
MSTO
bump = 3.565− 0.549([M/H] + 1.152). (9.7)

These fits are translated to give upper and lower envelopes to the data in order
to provide an indicative uncertainty at each metallicity. The discrepancy between
theory and observation for the direct comparison (panel 9.4d, top) and distance
independent parameter (panel 9.4e, bottom) are presented in the lower right corner
of Figure 9.4.

There is a metallicity band −1.1 < [M/H] < −0.5 in which the direct compari-
son method finds agreement between theory and observation. At metallicity [M/H]
> −1.0, the models are consistent with the observationally determined values. We
in fact omit these last few points from panel 9.4d, as well as our predictions for
metallicities [M/H] > 0. No GCs exist in this region of the parameter space. The
trend of the models suggest agreement once again quickly worsens from the line of
best fit beyond [M/H] > −0.5, but we refrain from speculatively quantifying this.
At low metallicity the data suggest a discrepancy in excess of 0.8 magnitudes.

The distance independent parameter, ∆MV
MSTO
bump , appears to show a constant

offset between theory and observation at all metallicities. The results are consistent
with a difference of ∆MV ≈ 0.4 which is slightly higher than the value of ∆MV ≈
0.2 found by Cassisi et al. (2011) using isochrone fitting. A systematic offset of
about 0.5 dex in the metallicity scale would explain inconsistency between theory
and observation but there is no evidence to support such a hypothesis.

How well the stellar models reproduce the photometrically determined location
of the LF bump is dependent on the method of comparison used. It is curious that
a method that relies on accurate distance determinations finds agreement in only a
limited metallicity range. More pressing is the implication that the stellar models
are not correctly reproducing the stellar structure at low metallicity, irrespective
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of how the comparison is carried out. If stellar physics is solely to blame, then
our model of NGC 6397 overestimates the magnitude at which FDU begins and
underestimates the penetration of the convective envelope. If FDU is deeper, then
the hydrogen shell will encounter the composition discontinuity at a fainter mag-
nitude. Improvements to stellar models can be attained through either refinement
of the microphysics or changes in the treatment of mixing. In Table 9.4 we ex-
amine how the magnitude of MSTO, onset of FDU and LF bump are all altered
by changes to the microphysics. A stellar model with Z = 0.0001 (practically the
same composition used for NGC 6397 that approximately matches the metallicity
used in studies by other groups) serves as a benchmark for comparison. This is
followed by changes to the mixing algorithm to allow for non-local overshoot.

9.4.3 Mass and Helium Enhancement

Figure 9.4 has been constructed without optimising or calibrating the stellar mod-
els to each GC. We calculated the evolution of a star with a representative metal-
licity that reaches the giant branch after 12 Gyr. This does not take into account
the mass spread along the RGB which may slightly shift the location of the evo-
lutionary indicators. This is why isochrone fitting is generally used in these types
of studies, but this comes at the cost of needing to run many models when in-
vestigating the parameter space of the microphysics. There is also the issue that
GCs contain multiple populations characterised by variations in composition and
age. Carretta et al. (2009a), have demonstrated that a majority of stars in GCs in
fact belong to the “second generation” (enhanced in Na, depleted in O). There are
many pieces of evidence that suggest that these stars are also enhanced in helium.
If this is the case, then there will be several evolutionary consequences. We now
show that these effects are not responsible for the discrepancies we have identified.

In Figure 9.5 we demonstrate that our choice of initial mass and helium content
is not exaggerating the discrepancy with observation. We have included calcula-
tions that pertain to models of the GCs NGC 6397 (M = 0.80 M�, Z = 0.0001)
and M13 (M = 0.80 M�, Z = 0.0005). Models for M13 are included because its
chemical distribution is best explained by a population of stars that are signifi-
cantly enhanced in helium (Y = 0.40) compared to their primordial (Y = 0.24) and
intermediate (Y = 0.28) counterparts (D’Antona and Ventura, 2007; D’Antona and
Caloi, 2008). We explore what effect a similar helium enhancement would have in
the case of our benchmark cluster.

Such a large difference in helium abundance between the populations will sig-
nificantly alter the lifetimes of the stars. If we assume that each cluster is ≈ 12 Gyr
old, then stars currently evolving on the RGB from the “primordial” population
(with Y = 0.24) are born with initial mass M ≈ 0.8 M�. The “extreme” popula-
tion, with Y = 0.40, must be less massive (M ≈ 0.65 M�). We have considered
three combinations of mass and helium content in our calculations.

In the top two panels of Figure 9.5 we present the important structural and
evolutionary details of the models with M13 metallicity (Z = 0.0005). The cor-
responding calculations at NGC 6397 metallicity (Z = 0.0001) are plotted in the
bottom panels. In panels 9.5a and 9.5c the evolution across the HR-diagram of
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Figure 9.5: Influence of mass and 4He abundance on the depth of FDU and location
of the LF bump. The sudden increase in the size of the convective envelope in each
model denotes the onset of extra mixing. Models with metallicity representative
of stars in M13 are presented in the top panels. Models representative of stars
in NGC 6397 are displayed in the bottom panels. Panel a): HR-diagram for the
three variations of M13-metallicity stars specified in the legend. Panel b): The
corresponding extent of the mixing region in each M13-metallicity model. Panel
c): HR-diagram for the three variations of NGC 6397-metallicity stars specified
in the legend. Panel d): The corresponding extent of the mixed envelope in each
NGC 6397-metallicity model.

the extreme population star (vermilion curve), primordial population star (grey
curve) and star with primordial population mass but extreme population Y (black
curve, included to demonstrate the role of mass and metallicity) are illustrated for
each cluster.

In panels 9.5b and 9.5d the maximum depth of FDU is compared by plotting the
mass of the inner edge of the mixing region. Initially, the inner edge of the mixing
region traces the convective envelope. The sudden deepening of this boundary
is due to the development and incorporation of the extra-mixing region once the
µ discontinuity has been erased. In these plots, we have identified the mixing
regions by a minimum mixing velocity rather than stability criteria (i.e., ∇rad −
∇ad). The latter marks the bottom of the convective envelope determined by the
Schwarzschild criterion and not the extent of the extra mixing region. Here the
higher hydrogen abundance in the primordial population star results in a deeper
penetration of the convective envelope. Including the calculations for two clusters
not only demonstrates the role of hydrogen and metal content on the depth of
FDU.

The key result taken from Figure 9.5 is that if we were to employ lower mass and
necessarily helium-enhanced models to better represent the stellar populations, it
would only serve to increase the discrepancy between theory and observation shown
in Figure 9.4. The lower mass, higher helium models predict a bump magnitude
that is brighter than our benchmark models. We have clearly demonstrated the
trend with mass and metallicity and the detailed effects on our benchmark star
are highlighted in Table 9.4.

9.4.4 Opacity and MLT Mixing Length Parameter

Opacity is intrinsically linked to convection through its contribution to the ra-
diative temperature gradient. It is an obvious avenue of investigation and has
indeed featured in previous studies that have compared theoretical and empirical
determinations of the LF bump. As discussed in §9.2, MONSTAR utilises spe-
cific sets of tables for low- and high-temperature opacities. Each regime may in
fact provide an opportunity to resolve the discrepancy between theory and ob-
servation at low metallicity. Figure 9.3 suggest that the models overestimate the
magnitude at which FDU begins. The onset of this event is dependent on the the
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low-temperature opacities in the outer envelope. The models also overestimate the
LF bump magnitude, which can be resolved if theory currently predicts a FDU
depth that is too shallow. It is the high-temperature opacities that control the
penetration of the convective envelope.

Unfortunately we have no justification for significant changes to our treatment
of opacity. Recently, opacity tables to account for changes in C and N have become
available (Lederer and Aringer, 2009; Marigo and Aringer, 2009). Whilst the
compositional dependent low-temperature opacities are essential during the AGB
phase of evolution (Marigo, 2002; Marigo and Aringer, 2009; Ventura and Marigo,
2009; Constantino et al., 2014), their effect during the RGB is negligible. C/O > 1
is critical, and this is not achieved by GC stars. Quantifying the uncertainties in
the opacity tables has been the subject of analysis by Salaris et al. (2002). They
find that the Ferguson et al. (2005) low-temperature opacities predict cooler stellar
models (∆Teff ≥ 100K) because they include the effect of the H2O molecule which
is significant at RGB temperatures. Since then, we have incorporated the Lederer
and Aringer (2009) tables.

The free parameter in the MLT is also a source of uncertainty in the stellar
models. αMLT is calibrated to the Sun, a star halfway through its main-sequence
lifetime which possesses a shallow convective envelope. It is then applied across the
stellar mass and metallicity distribution and through all phases of stellar evolution.
The value of αMLT adopted (usually 1.75 in MONSTAR) will significantly shift
the model’s position in the Hertzsprung-Russell (HR) diagram. In Figure 9.6
our benchmark star is evolved with various choices of αMLT . Here the assumed
efficiency of convection has significant implications for the Teff of the star. From
Table 9.4, it is clear that changes in the stellar structure due to αMLT are not large
enough to reconcile the discrepancy between theory and observation at neither
FDU nor the LF bump. The depth of FDU is not altered by this parameter (see
also Alongi et al. 1991) thus we find variability of around 0.01 magnitudes at each
of our evolutionary indicators.

9.4.5 Equation of State

TThe last aspect of the stellar microphysics examined in this work concerns the
EOS. To date, there has been no systematic investigation of various EOS choices on
RGB evolution. MONSTAR typically employs the fitting formula by Beaudet and
Tassoul (1971) whilst partially-ionized regions are treated with the Saha equation
as described by Bærentzen (1965). In the event of convergence issues, a computa-
tionally more expensive analytic solution can be calculated but this method still
requires the numerical evaluation of the Fermi-Dirac integrals. To aid in this inves-
tigation we have added the OPAL EOS tables from Rogers and Nayfonov (2002).
We also include models from Constantino et al. (2014, also calculated with MON-
STAR) who incorporate the Timmes EOS (Timmes and Arnett, 1999) and the
Helmholtz equation of state (Timmes and Swesty, 2000) which is the tabulated
form of the Timmes EOS. The Timmes EOS has allowances for “simple ioniza-
tion” that includes a simple two-level hydrogen atom like model for ionization.
In cases where equations of state are blended, a linear transition occurs over the
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temperature range T = 2− 2.5 MK.
We have calculated the evolution of the benchmark model with five different

EOS combinations; the results of which are presented in Figure 9.7 and listed in
Table 9.4. In the left panel of Figure 9.7, a legend is provided with the respective
HR-diagram for each case. Employing the Helmholtz EOS in the high temperature
regime produces a systematically higher Teff at a given luminosity compared with
other choices for the EOS. Note that whereas a model with higher αMLT results
in an almost constant Teff offset in the HR-diagram, the discrepancy in Teff be-
tween the different equations of state increases with RGB luminosity. The depth
of FDU for each combination is plotted in the adjacent panel. The Beaudet and
Tassoul (1971) fitting formula, which is the default choice in MONSTAR, provides
the shallowest penetration of the convective envelope of all the five EOS combina-
tions. As recorded in Table 9.4, this choice of EOS therefore yields the greatest
discrepancy with the empirically determined LF bump magnitude. The deepest
penetration of the convective envelope is achieved by the OPAL EOS and leads
to approximately 0.1 magnitude better agreement with the empirical data. This
is still not deep enough to allow the hydrogen shell to encounter the composition
discontinuity at the magnitudes that coincide with the LF bump observed in GCs.

The results presented here have offered insight into the role the EOS choice
plays in stellar evolution calculations. Timmes and Arnett (1999) tested the ther-
modynamic accuracy of five equations of state3 under various conditions. In the
regimes examined, each EOS provided thermodynamic quantities to within 1% of
the exact solutions. This is consistent with our result that the EOS choice leads
to only minor differences in the HR-diagram and depth of FDU.

9.4.6 Convective Overshooting

Reasonable variations of the stellar microphysics are unable to reproduce the depth
of FDU in low-metallicity stars. Changes to the mixing algorithm are another
means to alleviate the discrepancy. Once it had been identified that theory over-
estimates the LF bump location (King et al., 1985; Fusi Pecci et al., 1990), Alongi
et al. (1991) suggested that overshooting by 0.7−1.0 pressure scale heights (HP ) at
the base of the convective envelope would provide the required shift in magnitude.

In Figure 9.8 we present a recalculated grid of solar-scaled composition models.
They include various degrees of overshoot using the formalism outlined in §2. The
impact of the new physics on our benchmark star is also detailed in Table 9.4. In
the left panel of Figure 9.8, we once again directly compare the location of the LF
bump at each metallicity using a common brightness system. Overshooting has
simply shifted the metallicity band in which models and theory agree lower. In the
right panel, we compare the distance independent parameter ∆MV

MSTO
bump . Values

of fos = 0.05−0.1 are sufficient to produce the required shift in the theoretical LF
bump.

Before comparing to the results of Alongi et al. (1991), it is necessary to de-
scribe the details of the overshooting formalism we have employed. The free pa-
rameter fos, specifies an e-folding length for the velocity profile. The simulations

3The five EOS choices are not the same five we have compared but do include a subset.
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by Freytag et al. (1996) demonstrated that velocity field declines exponentially
with radius beyond the formal Schwarzschild boundary and is very dependent on
the conditions at the edge of the convective zone. Similar conclusions were reached
by Singh et al. (1995), Herwig et al. (2006) and Meakin and Arnett (2007b). The
resulting (perhaps partially) mixed zone will provide a smooth chemical gradient,
and indeed in this study made the identification of the LF bump at low-metallicity
difficult.

Freytag et al. (1996) and Herwig et al. (1997), as with similar prescriptions
by Chieffi et al. (2001) and Cristallo et al. (2009), calibrate the fos parameter (or
the equivalent) to the stellar environment of interest. This method ensures that
the velocity field decays smoothly rather than coming to an abrupt end. Such a
requirement has been inferred by the analysis of acoustic glitches in observations
of the solar convection zone (Christensen-Dalsgaard et al. 2011 and references
therein). We note that helioseismology has suggested overshooting at the base of
the solar convection zone between 0.05-0.1Hp to account for the glitches (Canuto,
2011; Thompson et al., 2003; Basu and Antia, 1994; Basu et al., 1994). In their
study of asymptotic giant branch stars in the Large Magallenic Cloud, Kamath
et al. (2012) find their models need overshoot up to 3HP is during third dredge-up
in order to reproduce the correct oxygen-rich to carbon-rich transition luminosity.
These results highlight the need for a calibrated overshoot under different stellar
conditions and ultimately suggest that our description of the mechanism is in need
of improvement.

The method we employ refrains from specifying an overshooting distance ex-
plicitly in terms of the pressure scale height which makes direct comparison to
other formalisms less precise. The traditional ballistic approximation of over-
shoot, in which material pierces a stable layer, can still lead to steep gradi-
ents/discontinuities in the velocity and composition. Meakin and Arnett (2007b)
describe the process instead as ‘an elastic response by the convective boundary’.
Our formalism allows the velocity of the overshooting material to decay without
setting the same maximum extent in terms of HP . The depth of overshoot depends
on the conditions at the base of the convection zone and the specified e-folding
length.

In Table 9.5 we compare our models to those by Alongi et al. (1991). Note
that they have calibrated their models to directly match the LF bump magnitude.
We, on the other hand, have calibrated according to the ∆MV

MSTO
bump parameter.

Our NGC 6397 model (Z=0.0001) still overestimates the location of the LF bump
by > 0.1 magnitudes. Both studies find that a similar extension of the convective
envelope (in mass) is required to match observations even though we are calibrating
to different criteria. The coincidental agreement is due to a combination of our
models being systematically ≈ 0.1 dex brighter in luminosity and differences in
the bolometric corrections.

9.4.7 The Direct Comparison Method

Overshooting with velocity scale heights between Hv = 0.05 − 0.1Hp results in a
sufficient extent of FDU to ensure agreement of the ∆MV

MSTO
bump parameter with ob-
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Table 9.5: Comparison between the stellar models calculated in this work and
those by Alongi et al. (1991). In all models the initial stellar mass is M = 0.8 M�

Study Metallicity (Z) OSa Depthb L bumpc MV bump d

Alongi 0.001 Λ = 0 0.300 1.95 0.25/0.44/0.34

This Work 0.001 fos = 0 0.311 2.00 0.13

Alongi 0.001 Λ = 0.7 0.282 1.76 0.75/0.85/0.75

This Work 0.001 fos = 0.05 0.283 1.84 0.47

Alongi 0.001 Λ = 1.0 0.275 1.68 0.84/1.05/0.95

This Work 0.001 fos = 0.075 0.276 1.80 0.57

Alongi 0.0001 Λ = 0 0.352 2.25 -0.53/-0.44/-0.44

This Work 0.0001 fos = 0 0.368 2.34 -0.75

Alongi 0.0001 Λ = 0.7 0.331 2.07 -0.08/0.02/-0.05

This Work 0.0001 fos = 0.05 0.335 2.20 -0.43

Alongi 0.0001 Λ = 1.0 0.325 2.02 0.00/0.11/0.04

This Work 0.0001 fos = 0.075 0.326 2.15 -0.32

a The free parameter in the respective overshoot formalisms. Alongi et al. (1991)
overshoot a fraction ΛHP beyond the convective envelope

b In units of (M/M�).
c In units of Log L/L�.
d Alongi et al. (1991) applied bolometric corrections from three different sources.

See their paper for more details.

servations. However, an difficulty remains with directly comparing the LF bump
magnitudes. For this method, overshooting simply shifts the small range that
theory and observation agree from the metal-rich end of the GC metallicity distri-
bution to the metal-poor end. Unlike the distance-independent method of compar-
ison, converting the models to a common magnitude system does not reproduce
the gradient of the empirical data. Whatever is responsible for this residual offset
at the LF bump we assume is also responsible for the discrepancy at FDU. We
must therefore take care when using GCs to test theory.

The reason for the discrepancy is hard to pinpoint. Given that the distance-
independent method yields agreement with theory, it is possible uncertainties in
the distance modulus may contribute to the offset. It is impossible to measure
the parallax of individual stars in GCs. Therefore a range of methods are used to
determine the distance to these systems. The distance moduli listed in the Harris
(1996) catalogue (2010 edition), which we in turn have taken from Nataf et al.
(2013), are predominately determined from calibrating the mean V magnitude
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of the horizontal branch. Harris (1996) cites an uncertainty in determining this
mean magnitude of at least ±0.1 MV . There are also unquantified difficulties in
the magnitude-metallicity relation used for calibration (Demarque et al., 2000).
Some clusters, such as NGC 6397, are too faint for this technique to be useful.
Its distance modulus was derived by fitting isochrones to the MSTO (Alcaino
et al., 1987). In fact most of these techniques used to determine the distance
modulus require some form of calibration from isochrones. This may suggest that
the discrepancy in the direct comparison method may reflect systematic modelling
differences between MONSTAR and those codes used to generate the isochrones.

The models presented here do not include the effects of rotation which will
shift the magnitude of the theoretical LF bump. How rotation impacts upon
the stellar models depends on the treatment of angular momentum (Chanamé
et al., 2005; Palacios et al., 2006). In their comparison of different transport
prescriptions, Palacios et al. (2006) found a negligible difference in the depth of
FDU but noted that the predicted LF bump occurred at higher luminosities in
their rotating models compared to the non-rotating models. The higher-mass
higher-metallicity (M ≥ 1.25 M�, Z =Z�) models by Charbonnel and Lagarde
(2010), on the other hand, demonstrate a significantly lower bump luminosity in
their rotating models compared to their non-rotating models. The inclusion of
extra physics has led to reconciliation with the ∆MV

MSTO
bump parameter in Figure

9.8. Given that we have exhausted our investigation of the microphysics, it may
be necessary that further refinements to the treatment of mixing are required.
Additional physics such as rotation or magnetic fields will affect the structure of
the star and may be able to offset the current modelling issues.

9.5 Thermohaline Mixing

The final part of our investigation focuses on constraining extra mixing using spec-
troscopy of the four GCs in our sample. In this section, we compare observations
and theoretical predictions of the evolution of two species that are involved in
different channels of hydrogen burning: the fragile lithium and the robust car-
bon. This second test of the models aims to uncover whether the thermohaline
mechanism can account for changes in the surface composition of low-mass RGB
stars. We have seen that directly comparing stellar models to observations of GCs
can be fraught with uncertainty. In order to test the efficiency of the thermo-
haline process, we have applied artificial offsets in magnitude to the models so
that the beginning of extra mixing coincides with the photometrically derived LF
bump. Overshoot (with fos = 0.075) has been included in the models. This degree
of overshoot ensures that the ∆MV

MSTO
bump parameter is consistent with the value

determined from the respective CMDs.

In Figure 9.9 we plot lithium observations from the four GCs in our sample
(Table 9.3.1). Data for NGC 6397 (panel 9.9a), M4 (panel 9.9c), M5 (panel 9.9d)
and M12 (panel 9.9e) are accompanied by best fit models for each cluster with var-
ious choices for the free parameter Ct in the diffusive-thermohaline mixing theory.
Although Ct = 1000 has been the preferred value in the literature, matching abun-
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dances in many stellar environments, values in our models between Ct = 120−300
account for the Li data in every cluster. The massive GC M5 may be an exception
with Ct = 1000 acting as a lower bounds4 to some of the points.

In panel 9.9b we apply the same calculations used in NGC 6397 (panel 9.9a)
to [C/Fe] data for that cluster and for NGC 5466. [C/Fe] data for NGC 6397 were
taken from Briley et al. (1990) but determined by assuming that there is no oxygen
over-abundance in that system. [C/Fe] in NGC 5466 is taken from Shetrone et al.
(2010). We expect that the models are representative of both clusters despite the
small difference in metallicity. NGC 5466 was one of the three metal-poor GCs
studied by Angelou et al. (2012) in their investigations of thermohaline mixing. Of
the three, this was the only system in which thermohaline mixing could reproduce
the depletion of [C/Fe] along the RGB. In Figure 9.2 we have seen the uncertainty
that the more massive clusters introduce for these types of tests, as well as the
complications that arise when combining multiple studies. We note that NGC 6397
seems to display the same issues as its more massive counterparts. It is difficult to
identify the onset of extra mixing from the [C/Fe] data and one could argue that
it begins well before the expected bump. NGC 5466, with its homogeneous data
set and comparable size to NGC 6397, serves as the ideal companion.

We find that a mixing efficiency of Ct = 1000 depletes Li much too fast (panel
9.9a) but it is able to account for the depletion of [C/Fe] in both clusters (panel
9.9b). Models with Ct = 120 and Ct = 300 provide a bounds to the Li data in panel
9.9a but do not process enough carbon to match the trend of [C/Fe] in panel 9.9b.
We are unable to simultaneously account for [C/Fe] and A(Li) with the same free
parameter. Matching both these abundances will pose challenging requirement for
any postulated mixing mechanism. The fragility of Li and robustness of [C/Fe]
must be reproduced.

It may indeed be true that thermohaline mixing is not responsible for the
surface composition of RGB stars. Objections to the mechanism are based on
theoretical grounds and 3D hydrodynamical simulations (Traxler et al., 2011a;
Denissenkov and Merryfield, 2011; Brown et al., 2013) which suggest that the
mixing is inefficient in the RGB regime. But we have described how the mechanism
at work here can be considered a physically based phenomenological model. Rather
than mixing to a constant temperature or mass location from the hydrogen burning
shell, material is transported to where 3He burning creates an inversion in the µ
profile. Church et al. (2014) show how this location depends on the shell-burning
conditions that change with RGB luminosity. In this extra mixing formalism we
have varied the free parameter that controls the mixing rate. A systematic search of
the parameter space, altering both the mixing depth and and diffusion coefficient, is
required to determine whether mixing to the location of the µ inversion is sufficient.
Perhaps the µ inversion is a red herring and a constant mass or temperature from
the H-shell is required. We note that Denissenkov and Pinsonneault (2008a) have
advocated that a deeper (than the µ inversion) but slower mixing may be required.
It is not clear that this scenario would explain the abundance trends here.

4Envelope is the preferred word here but would be misleading given our previous discussions
on the convective envelope.
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We have modelled thermohaline mixing as a diffusive process. Our evolution
code employs a one-dimensional diffusion algorithm to model a process that is
inherently three dimensional and advective. Convection is characterised by al-
ternating streams (or plumes) of upward and downward travelling material. The
majority of the nuclear processing in the extra mixing region occurs near where
material turns over at the radiative boundary. A diffusive treatment of mixing
assumes that the composition difference between convective elements at the same
mass coordinate is negligible. If the mixing speed in the extra mixing region is
much slower than convection (as it generally is believed to be), then the turnover
time is closer to the reaction timescale. We therefore expect a difference between
the compositions of material approaching and returning from the envelope at the
same mass coordinate. It may in fact be necessary to develop a more realistic treat-
ment of convection to better model the extra mixing process. Codes that calculate
mixing via advective streams (e.g., see Church et al. 2009) may be enlightening.

9.6 Summary and Conclusion

We have undertaken a systematic investigation of the mixing episodes experienced
during the RGB phase of stellar evolution. Medium-to-high resolution spectro-
scopic surveys of GCs and high-resolution HST photometry from the literature
have set a series of constraints for our stellar models to meet. Our spectroscopic
sample includes four systems that cover most of the GC metallicity distribution.
The surveys of NGC 6397, the most metal-poor cluster in our sample, and M4, the
most metal-rich, cover a luminosity range that extends from the subgiant branch
to beyond the LF bump. We demonstrate the usefulness of such a large range of
homogeneous data and why the sensitivity of Li to temperature makes it preferable
to other diagnostics such as [C/Fe] and [N/Fe].

In addition to converting theoretical predictions and observational measure-
ments of the LF bump to a common magnitude system for comparison, we em-
ployed the distance-independent parameter ∆MV

MSTO
bump to gauge the state of the

stellar models. The models correctly predict the magnitude of the LF bump at
high metallicity but diverge from the observations at lower metallicity. Using the
distance independent method, we reproduced the well known result that models
overestimate the LF bump at all metallicities by 0.2 − 0.4 magnitudes (on aver-
age). Both techniques indicate that stellar models fail to reproduce the true stellar
structure, especially in the low-metallicity regime.

Our interpretation suggests that if the stellar structure is responsible, then
the discrepancy between theory and observation is due to the models systemat-
ically underestimating the depth of FDU. Deeper FDU reduces the distance the
hydrogen shell advances before encountering the composition discontinuity left by
the convective envelope, and hence reduces the predicted magnitude of the LF
Bump. Reasonable variations to the stellar microphysics do not significantly al-
ter the stellar structure. Our investigations covered composition and α-element
enhancement, opacity, convective efficiency and the first into the EOS choice on
RGB evolution. We also examined the mixing algorithm and we included a pre-
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scription for diffusive overshoot in our models. As per Alongi et al. (1991) we were
able to reconcile theory with observations by using overshooting at the base of the
convective envelope.

Whilst overshooting yielded consistency between the theoretically and empiri-
cally determined values for the ∆MV

MSTO
bump parameter at all metallicities, the direct

comparison method only shifted the small [M/H] rangewhere theory agrees with
observation to a slightly lower metallicity. The models produced a gradient in
metallicity and magnitude not seen in the observational data. Why direct com-
parison, which relies on accurate determinations of the distance modulus, would
produce such behaviour is currently unclear.

Our final probe of the RGB mixing events focussed on the efficiency of extra
mixing. We determined that the thermohaline mechanism could not simultane-
ously account for the depletion of [C/Fe] and A(Li) as a function of RGB luminos-
ity. In all four GCs, a free parameter between Ct = 120− 300 provided a bounds
to the Li data. This is in contrast to a value of Ct = 1000 cited throughout the
literature to match the carbon and nitrogen abundances of stars in various en-
vironments. Whilst this discrepancy is a challenge for thermohaline mixing, the
constraints may prove difficult for other mechanisms also, as Li is likely to be
destroyed very efficiently under the conditions required to deplete [C/Fe]. The
diffusive mixing algorithm used in stellar modelling may not be adequate to quan-
titatively match observations and numerical codes may require a more realistic
treatment of mixing.



9.6. SUMMARY AND CONCLUSION 247

−
2.

5
−

2.
0

−
1.

5
−

1.
0

−
0.

5
0.

0
0.

5
[M

/H
]

−
1.

0

−
0.

5

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

MV,bump

f o
s

=
0.

01

f o
s

=
0.

05

f o
s

=
0.

07
5

f o
s

=
0.

1

−
2.

5
−

2.
0

−
1.

5
−

1.
0

−
0.

5
0.

0
0.

5
[M

/H
]

2.
5

3.
0

3.
5

4.
0

4.
5

5.
0

∆VMSTO
RGGB

F
ig

u
re

9
.8

:
L

ef
t

p
a
n

el
:

W
e

co
m

p
a
re

th
e

p
re

d
ic

ti
on

s
fr

om
M

O
N

S
T

A
R

fo
r

d
iff

er
en

t
ov

er
sh

o
ot

p
ar

am
et

er
s
f o
s

to
th

e
em

p
ir

ic
al

ly
d

et
er

m
in

ed
lo

ca
ti

on
of

th
e

L
F

b
u

m
p

(N
a
ta

f
et

al
.,

20
13

).
In

ea
ch

m
o
d

el
th

e
ab

u
n

d
an

ce
s

ar
e

so
la

r
sc

al
ed

an
d

ov
er

sh
o
ot

h
as

b
ee

n
ap

p
li

ed
a
t

th
e

b
a
se

of
th

e
co

n
v
ec

ti
ve

en
v
el

op
e.

O
u

r
ad

op
te

d
fo

rm
al

is
m

fo
r

ov
er

sh
o
ot

is
d

es
cr

ib
ed

b
y

E
q
u

at
io

n
s

9.
1

an
d

9.
2.

T
h

e
fo

u
r

le
ve

ls
of

ov
er

sh
o
ot

co
n

si
d

er
ed

a
re

sp
ec

ifi
ed

in
th

e
le

ge
n

d
.

R
ig

h
t

p
an

el
:

C
om

p
ar

is
on

of
th

e
∆
M
V

M
S

T
O

b
u

m
p

p
ar

am
et

er
to

th
eo

re
ti

ca
l

ca
lc

u
la

ti
o
n

s
w

it
h

ov
er

sh
o
ot

as
sp

ec
ifi

ed
in

th
e

le
ft

p
an

el
.



9.6. SUMMARY AND CONCLUSION 248

0.0

0.5

1.0

1.5
A(7Li)

Panela

C
t120

C
t
=

300
C

t
=

1000
N

G
C

6397,[Fe/H
]=-2.1

−
3

−
2

−
1

0
1

2
M

V

−
1.4

−
1.2

−
1.0

−
0.8

−
0.6

−
0.4

−
0.2

0.0

0.2

0.4

[C/Fe]

Panelb

C
t
=

120
C

t
=

300
C

t
=

1000
N

G
C

6397,[Fe/H
]=-2.1

N
G

C
5466,[Fe/H

]=-2.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2
Panelc

C
t
=

120
C

t
=

300
C

t
=

1000
M

4,[Fe/H
]=-1.1

0.0

0.2

0.4

0.6

0.8

1.0

1.2

A(7Li)

Paneld

C
t
=

120
C

t
=

300
C

t
=

1000
M

5,[Fe/H
]=-1.29

0.0
0.5

1.0
1.5

2.0
M

V

0.0

0.2

0.4

0.6

0.8

1.0

1.2
Panele

C
t
=

120
C

t
=

300
C

t
=

1000
M

12,[Fe/H
]=-1.37



9.6. SUMMARY AND CONCLUSION 249

Figure 9.9: Panel A: A(Li) as a function of luminosity for the GC NGC 5466
([Fe/H] = −2.1) . Panel B: [C/Fe] as a function of luminosity in NGC 6397
([Fe/H] = −2.1, black circles) and NGC 5466 ([Fe/H] = −2.1, grey circles). Panel
C: A(Li) as a function of luminosity in the GC M4 ([Fe/H]= −1.1). Panel D: A(Li)
as a function of luminosity in the GC M5 ([Fe/H]= −1.29). Panel E: A(Li) as a
function of luminosity in M12 ([Fe/H]= −1.37). In each panel we calculate stellar
models that best represent the metallicity of the respective clusters. We include
three variations of the thermohaline mixing parameter Ct. Blue curves denote
Ct = 120, lavender denote Ct = 300 and vermilion curves denote Ct = 1000.
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Chapter 10

The Evidence Against

But, Mousie, thou art no thy lane
In proving foresight may be vain:
The best laid schemes o’ mice an’ men
Gang aft a-gley,
An’ lea’e us nought but grief an’ pain,
For promised joy.

- Robert Burns

10.1 Introduction

It was in 2009 that the wheels were set in motion for the research project that would
ultimately lead to this dissertation. The momentum following the release of CZ07
and EDL08 generated the impetus to study a formerly explored mixing mechanism
in a new context. Three years prior, EDL06 had identified an application of
thermohaline mixing that had previously been overlooked. Accretion (Stothers
and Simon, 1969), the core flash (Kippenhahn et al., 1980) and 3He burning during
the pre-main sequence (Ulrich, 1972) had been suggested as environments in which
the process could operate. The latter reliant on a rare property of 3He(3He,4He)2p,
in that despite being a fusion reaction, actually reduces the local mean molecular
weight. In most cases, timescale constraints argued against significant mixing from
a secular instability. EDL06 recognised that during the RGB, low-mass stars must
necessarily form a µ inversion in the radiative zone above the hydrogen shell. The
unique set of circumstances following FDU allowed the 3He(3He,4He)2p reaction
to operate in a homogenised zone over a timescale that could impact upon the µ
gradient. We discuss how and why this occurs in a forthcoming paper Church et
al. (2014, submitted). ELD06 seemed to have identified an environment conducive
to the operation of thermohaline mixing and the studies by CZ07 and EDL08 that

253
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followed demonstrated the tantalising potential of the mechanism. It can match
several observational criteria without significant tuning:

• The onset of the mixing coincides the the LF bump of globular clusters, i.e.,
it is linked to the magnitude at which the hydrogen shell encounters the
composition discontinuity left by the deepest extent of FDU.

• The depth of mixing, as determined purely by the nuclear reactions, processes
those species that display in situ variation.

• The mixing efficiency reproduces the correct mass and metallicity depen-
dence.

The mechanism had the potential to solve several problems in stellar physics
and as it turned out, did spurn much research (one only needs to look at the number
of papers on thermohaline mixing after EDL06). With still much unknown about
the process, this project was initially broken into two parts:

1. An empirical study based on the linear theory of thermohaline mixing. The
diffusive formalism was to be added to the stellar evolution code and its pre-
dictions tested against the spectroscopic constraints provided by GCs. These
observations would identify the the best formula for the diffusion coefficient
and an empirically determined mixing efficiency.

2. To expand upon the work of EDL06 and develop 3D hydrodynamical mod-
els of the process using Djehuty. This would provide a theoretically based
indication of the mixing efficiency.

The results presented throughout this dissertation have been from the empirical
study. We determined that the formalisms of Ulrich (1972) and Kippenhahn et al.
(1980) with a mixing efficiency of Ct = 1000 could account for the [C/Fe] along
the giant branch of intermediate-metallicity GCs (Chapter 5 and Angelou et al.
2011). However, in the low-metallicity clusters, the models could only match the
[C/Fe] in the system where the data came from a single homogeneous survey. It
was coincidently the least massive of the low-metallicity GCs examined (Chapter
6 and Angelou et al. 2012). To remove any ambiguity in our results we turned
to a more sensitive tracer of mixing. We determined lithium abundances along
the RGB in two GCs (Chapter 8 and D’Orazi et al. 2014, submitted), and when
combined with other surveys in the literature, established a series of tests to refine
the stellar models (Chapter 9 and Angelou et al. in prep). The Li data revealed
that thermohaline mixing could not simultaneously account for A(Li) and [C/Fe]
along the RGB of GCs. During the course of this thesis, the community began to
question the role of thermohaline mixing in RGB stars (Denissenkov, 2010; Denis-
senkov and Merryfield, 2011; Traxler et al., 2011a; Brown et al., 2013), and in
particular whether the linear theory captured the true behaviour of the instabil-
ity. The results from Chapter 9, which demonstrated that the Ulrich (1972) and
Kippenhahn et al. (1980) formalism is unable to reproduce the behaviour of two
nuclides simultaneously, only adding further doubt.
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Unfortunately, the models that would contribute to the second of the project
aims did not materialise. There were several reasons for this including the hydro-
dynamical inexperience of the author. Stored on a tape somewhere at Lawrence
Livermore Laboratories are several 3D hydrodynamical simulations of the thermo-
haline instability that are unlikely to see the light of day again. The simulations
involved mapping the interior of a low-mass RGB star calculated from a 1D stel-
lar evolution code to the 3D domain of Djehuty. A parcel of material, cubic in
shape, was artificially altered (chemically and thermodynamically) to mimic the
effects of significant 3He burning (having been reduced by 10% by mass fraction).
Without going into too much detail, our simulations lead to diapiric (mushroom
like tendrils) mixing. This perhaps is not unexpected given the initial set up of
the system. Previous numerical simulations, admittedly that modelled oceanic
conditions, have shown similar behaviour when the density ratio Rρ is low (≈ 1)
or, as in our case, when there is a high-gradient interface (rather than say a per-
turbed background gradient (see Shen 1989; Shen and Veronis 1997). The reasons
for this are discussed in Kunze (2003) e.g., the destabilizing compositional step
across the interface, the density ratio, the thickness of the interface). According to
the published literature, what is not expected from the cube simulations are the
elongated structures formed by the rising material. Howard and Veronis (1992)
have found that the dominant instability in the fluid can change because of the
turbulence introduced from the shear of long fingers. Radko (2010) also concluded
that in conditions relevant to stellar interiors (Pr � 1), the shear instability im-
pedes the growth of the tendrils. We had also carried out tests on the domain size,
resolution, composition contrast of the parcel and geometry of the parcel. These
simulations are mentioned only in brief highlighting the unpredictable nature of
research. The availability of other hydro codes make it possible that this aspect
of the research plan may one day be revisited.

Even though the Djehuty simulations do not form part of this dissertation,
there have been studies of thermohaline mixing in multiple dimensions by several
accomplished groups. It has been hinted throughout, that there exists a discrep-
ancy between the empirical value derived from various studies (ours included) and
the flux laws determined from 3D simulations. It would be remiss not to discuss
these simply because they do not support our initial conclusions. We review the
findings of these studies and discuss the implications for this work. Much of the
discussion here follows on from the linear analysis performed in Chapter 2.

10.2 3D Simulations of Thermohaline Mixing

10.2.1 The EDL06 Djehuty Simulation

In their seminal paper, EDL06 set out to model the onset of the helium flash in
a low-mass RGB star. They reported that their simulation unexpectedly devel-
oped minor motions in the radiative zone above the hydrogen burning shell. It
was recognised that a µ inversion, brought about by 3He burning, had created
a configuration that was hydrodynamically unstable. The timescale upon which
the motions developed (O800s) suggested that they were observing a dynamical
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process which they attributed to a Rayleigh-Taylor instability.

The results of the Djehuty simulation were questioned by Denissenkov and Pin-
sonneault (2008a). These authors argued that the instability described by EDL06
was a thermohaline instability and that due to timescale and resolution arguments,
that the effects of thermohaline mixing, a secular instability, should not be de-
tectable in the Djehuty simulation. Charbonnel and Zahn (2007a) also concluded
that the configuration discussed by EDL was best described by a thermohaline
instability

We note that Djehuty found motions only ‘modestly slower’ than convection.
This is likely due to the initial conditions. Because Djehuty had mapped a 1D
model without any extra mixing and with the inversion already present, the con-
figuration was highly unstable. Mixing throughout the RGB would serve to some-
what smear the µ gradient. As EDL06 point out, the mixing helped dilute the µ
inversion but was unable to erase it. As a result, one would expect a less vigorous
mixing in true stellar interiors.

EDL06 and EDL08 had identified a means by which instability due to a molec-
ular weight inversion may lead to efficient mixing during the RGB. Their major
concern, was that by placing this mechanism squarely in the themohaline (and
even Rayleigh-Taylor) box, it would lead to all sorts of presumptions about the
process that were not yet understood. They argued that the process should be
called δµ mixing because it may not be as straightforward as ‘doubly-diffusion’ as
seen in the oceans or explained by the linear theory (especially as diffusion is not
always a good approximation to the fluid behaviour). In this section we will see
the wisdom in their forewarning.

10.2.2 Denissenkov

Denissenkov (2010) and Denissenkov and Merryfield (2011) carried out 2D and
3D simulations of thermohaline mixing with the specific aim of modelling the
process under the conditions found in the stellar environment. Denissenkov’s initial
analysis of the linear theory determined that the fastest growing modes could reach
diameters of 1.5 × 104 cm in the homogenised region above hydrogen burning
shell. Also from his dispersion relationship (equivalent to our Equation 2.56), he
calculated the growth rate of the fingers to be 0.86 times their aspect ratio. The
aspect ratio (α), like in theory of Ulrich (1972) and Kippenhahn et al. (1980) is a
free parameter. Denissenkov (2010) noted that its value can only be determined
from solving the equations that govern the system (Equations 2.48 - 2.50). Initially,
he applied his formalism to a 1D stellar evolution code to empirically calibrate α,
and like the results presented in this dissertation, found fingers with length several
times their diameter are required to match observational constraints at both high
and low metallicity. From the empirical calibration, Denissenkov’s preferred value
was α = 7 (Ct ≈ 1200 in Ulrich’s formalism).

Denissenkov (2010) also employed a 2D doubly-periodic hydrodynamics code
to solve Equations 2.48 - 2.50 and numerically determine α. Recall that our sys-
tem can be described by a series of dimensionless numbers (Table 2.1 provides the
necessary summary). Of these, the Prandtl number (Pr), the inverse Lewis num-
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ber (τ) and the density ratio (Rp) are required to analyse the multi-dimensional
simulations. In the stellar fluid they take the values Pr ≈ 10−6, τ ≈ 10−6 and
Rp ≈ 1700. To mimic stellar conditions, Denissenkov artificially increased the
numerical viscosity of his simulations to increase the µ-flux. Although the density
ratio was indeed around 1700 it was not explicitly clear in what regime of Pr and
τ the calculations were conducted (Pr = ν/KT therefore increasing ν will increase
Pr). Nevertheless, the results indicated that the mixing developed with an effec-
tive aspect ratio of α = 0.5 (recall from Equation 2.128 this is close to the value
advocated by Kippenhahn et al. 1980) suggesting that process cannot account for
the surface composition of RGB stars.

In fact, the behaviour of the fluid displayed many interesting facets as the
simulations approached the stellar regime. When he increased the viscosity by 102,
the fingers hinted that secondary mean-field effects disrupted their growth. Radko
(2010) and Stern (1969) had detailed the conditions in which secondary instabilities
could be significant, and the inhibition of the finger growth appeared related to
vertical shear as explained by Radko (2010) and predicted by Kippenhahn et al.
(1980). Increasing the viscosity by 104 seemed to inhibit these secondary effects,
however, the numerical viscosity in the simulations was beyond what is expected
from microscopic viscosity in the radiative zone of RGB stars. Denissenkov argued
that additional processes (e.g. rotation) would serve to increase the viscosity in this
region, which may allow the fingers to form but they would also induce turbulence
that would necessarily mix the composition and smooth out the molecular weight
gradient.

The follow up 3D simulations of Denissenkov and Merryfield (2011) yielded
similar behaviour, although the focus of this work was on the formation of the
mean-field instabilities that follow the initial elevator modes (modes that lead
to the development of the fingers). Like Traxler et al. (2011b), they concluded
that the γ-instability, which leads to the formation of thermohaline staircases and
increases the efficiency of mixing in the ocean by an order of magnitude, is unable
to develop under stellar conditions. We explore this secondary instability further
in discussions of the simulations by the Santa Cruz group.

10.2.3 Santa Cruz

The Santa Cruz group, lead by Pascale Garuad, published a series of papers on
doubly-diffusive mixing. Their analysis covered oceanic and stellar environments
including both semi-convection and thermohaline mixing (Traxler et al., 2011b,a;
Stellmach et al., 2011; Rosenblum et al., 2011; Brown et al., 2013). Here we focus
on the work of Traxler et al. (2011a) and Brown et al. (2013) in particular.

In these studies, the total flux of the competing quantities, and hence the
appropriate diffusion coefficient to use in the stellar codes, are related through the
Nusselt numbers NuT and Nuµ (i.e., the ratio of the flux of the quantity of interest
to the total flux). Their simulations were conducted at Pr, τ = 10−2 for different
values of the density ratio. The parameter space that they investigated suggested
that a universal scaling law, determined from the respective Nu fluxes, could be
extrapolated across four orders of magnitude into the true stellar regimes. They
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concluded that

Nuµ − 1 =
CP
τR∗0

(10.1)

where CP = 12 according to Kippenhahn et al. (1980) and CP = 8/3π2α2 from
Ulrich (1972). Both of which overestimated the flux determined from their simu-
lations with large Rρ.

Having also analysed the thermohaline mixing in the oceanic environment,
they were interested in layer formation and the formation of thermo-compositional
staircases. The layering increases the efficiency of mixing in the oceans by up to
an order of magnitude and the onset of this secondary instability had not been
analysed in the stellar environment. The theory behind the spontaneous formation
of staircases has been derived in Radko (2003) and later numerically modelled by
Traxler et al. (2011b) using a mean field approximation. Layering will develop if

∂γ

∂R0
< 0 with γ =

R0NuT

τNuµ
, (10.2)

where γ takes on distinct meanings depending on regime of interest. In the astro-
physical environment γ is the sum of turbulent and diffusive fluxes where it is just
the turbulent flux in the ocean. The condition states that the ratio of temperature
to µ flux is required to decrease as function of the density ratio. However the
conditions in the stellar fluid where low Pr and τ numbers ensure that this always
increases. This result was consistent with the findings of Denissenkov and Merry-
field (2011, although they used only the turbulent flux in their calculation of γ) in
that this secondary instability is unable to develop in the stellar environment.

Brown et al. (2013) refined these simulations to lower Pr and τ with several in-
teresting results. They observed that the growth rate of the fastest growing modes
were twice that predicted from the linear theory indicating the presence of a sec-
ondary instability. Although their calculations still demonstrated that γ increased
with Rp, fully convective layers developed in the simulations. They determined the
behaviour was due to a collective instability from the mean field effects. This had
first been predicted by Stern (1969) and is obviously distinct from the γ instability
that gives rise to the staircases. The collective instbility is due to the fingers excit-
ing large scale gravity waves. Waves can be excited and grow exponentially which
then advect momentum, heat and heavy elements until they ‘break’ and mix with
the background. Although this secondary instability increased the efficiency of
mixing, it still did not result in a Dµ large enough to match the value required by
observation. Like in the simulations by Denissenkov (2010) a secondary instability,
the vertical shearing on the elevator modes, inhibited their growth. Radko and
Smith (2012) in fact discuss possible sources of secondary instabilities in different
regimes for Pr and τ .
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10.2.4 Aside - The Behaviour of the Fluid Approaching Stellar
Conditions

Results from 3D modelling reviewed here have indicated that thermohaline mixing
is characterised by secondary instabilities, which are expected to operate in the
stellar regime. It has become more and more apparent that the linear theory
only forms part of the thermohaline story. Unfortunately, it is difficult to conduct
hydrodynamically simulations with Pr, τ and Re (as we have seen for convection)
numbers approaching those found in stellar interiors. Once the Santa Cruz group
were able to refine their numerical techniques to model systems closer to the stellar
regime, they found a different class of behaviour than at higher Pr and τ numbers.
Extrapolation across many orders of magnitude can be somewhat uncertain. Based
on our method of linear stability analysis in Chapter 2 we are able to illustrate
how quickly the behaviour of the fluid changes in the linear regime. Our analysis
is an extension of that carried out by Baines and Gill (1969). We do not consider
secondary instabilities or the limiting wavenumber of maximum growth (Equation
2.64) but this is not necessary to highlight our point. The analysis still gives an
indication of how quickly the fluid behaviour changes for different values of Pr
and τ .

From our third order dispersion relationship (Equation 2.56)

p3 + (Pr + 1 + τ)k2p2 + [(Pr + τPr + τ)k4 −
(Ra−Rs)Pr π2a2/k2]p+ τPr k6 + (Rs− τRa)Pr π2a2 = 0, (10.3)

we make a series of substitutions such that

r =
Ra

n4π4
, rs =

Rs
n4π4

, P =
p

n2π2
, y =

a2

n2
(10.4)

and we can determine the most unstable mode for all Ra and RS

r = (P+1+y)2

Pr(1+τ)y2P

[
P 2 + (Pr +τ)(1− y2)P + Prτ(1 + y)2(1− 2y)

]
rs = (P+τ(1+y))2

Pr(1−τ)y2P

[
P 2 + (τ + 1)(1− y2)P + Pr(1 + y)2(1− 2y)

]
. (10.5)

In Figure 10.1 we have plotted four combinations of Pr and τ that range from
oceanic to stellar conditions. In each panel we include a series of modes with the
horizontal wavenumber, a (recall this is distinct from α, the aspect ratio), as spec-
ified in the respective legends (recall that the most unstable modes correspond to
n=1). We have essentially combined Figures 2.6 and 2.7. In each panel the solid
black lines mark the boundaries between stable, direct (convection), oscillating
(semi-convection) and thermohaline modes. The dashed grey line indicates the lo-
cation of neutral stability such that Ra = RS . Recall from our analysis in Chapter
2 that thermohaline mixing operates when the most unstable modes develop in the
bottom left quadrant in the region between stability an neutral stability. Although
we do not perform further analysis to determine the aspect ratio of the fingers, it
is clear that higher wavenumbers indicate taller and thinner fluid elements (Baines
and Gill, 1969).
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The top left panel of Figure 10.1 corresponds to oceanic conditions and repro-
duces our Figure 2.7. The bottom right panel corresponds to the expected stellar
conditions whilst the two intermediate plots demonstrate the regimes in which the
numerical simulations strive to operate. Under stellar conditions, the most un-
stable thermohaline modes have horizontal wavenumbers much higher than found
in the oceanic conditions or predicted by current modelling. Recall that Ulrich
(1972) argued that these are not likely to survive inside the star and thus the
mixing must be due to thermally limited modes. Our simple linear calculations,
whilst not quantitatively useful here, do demonstrate a clear fact. There is a signif-
icant and rapid change in behaviour of the modes approaching stellar conditions.
The complex set of behaviours arising from the numerical simulations have been
identified by extending the modelling from the conditions in the top left panel to
those in the top right. By simply considering the fastest growing modes, our linear
analysis suggests the change in fluid behaviour is far more significant going from
Pr, τ = 10−4 to 10−6. As we have seen already, extrapolating our analysis into
the stellar regime may be wrought with danger.

10.2.5 Mocák et al. (2011)

It is worthwhile discussing related work by Mocák et al. (2011). In 3D hydro-
dynamical simulations of the shell flash, the authors noted unstable motions in
the region below the shell. The conditions were indeed unstable to thermohaline
mixing, but the instability developed on a dynamical timescale, and their simula-
tions were without full radiative transfer making it very unlikely that they were
witnessing thermohaline mixing. Closer inspection determined that the regions
that underwent mixing were forced by waves in the region adjacent to the the
turbulent convective zone. A wave induced turbulent mixing process operating in
stably stratified layer was the origin of the instability.

We summarise these results for two reasons. Like the Djehuty simulation,
they witnessed what appeared to be secular instability on a dynamical timescale.
Secondly it reiterated a common theme from the 3D hydrodynamic simulations;
interactions with gravity waves play a significant role in the fluid transport.

10.3 Doubts Arising from the Linear Theory

Doubts surrounding the role of thermohaline mixing in RGB stars started to arise
before the results of the 3D simulations. In additional to questioning the instabil-
ity discovered in Djehuty, Denissenkov and Pinsonneault (2008a) were concerned
that horizontal shearing (say from rotation) would render thermohaline mixing
inefficient. This secondary shearing is distinct from the vertical shearing of the
elevator modes found by Radko (2010) and Brown et al. (2013). As Denissenkov
(2010) showed, whilst rotation may increase the viscosity and allow finger forma-
tion, it should also be accompanied by turbulence that will serve to stabilise the
molecular weight gradient.

Charbonnel and Zahn (2007b) argued that magnetic fields always serve to
overcome the destabilizing effect of the inverse µ gradient. This is reminiscent of
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the buoyancy force and its stabilising effects in the GSF instability. If so inclined,
one may also argue that magnetic fields could serve to inhibit shearing in the
thermohaline region thus it is not clear from linear analysis what role interactions
from other mechanisms play.

We can now add Angelou et al. (in prep) to this list. Their results, presented
in Chapter 9, demonstrate that [C/Fe] and A(Li) cannot be reproduced with the
same value of Ct. Whether the abundances can be matched through a diffusive
model of mixing or whether the blame lies with the shortcomings of the linear
theory of thermohaline mixing will drive our future work.



Chapter 11

Summary and Concluding
Thoughts

The essence of the independent mind lies not in what it thinks, but in how it thinks.

- Christopher Hitchens

That which can be asserted without evidence, can be dismissed without evidence.

- Christopher Hitchens

11.1 Summary

Stars in all stellar environments display evidence of significant mixing as they
approach the tip of the red giant branch. This is contrary to the predictions of
standard stellar theory which indicate that FDU is the only means by which the
stars alter their surface composition. The stellar evolution codes that calculate the
numerical models fail to consider the vital physics that drives extra mixing beyond
the FDU event. In Chapter 1 we described the empirically determined constraints
of the mixing with the key requirement being that the process responsible does not
connect the burning region to the convective envelope until the hydrogen shell has
removed the composition discontinuity left behind by FDU (Gilroy and Brown,
1991; Gratton et al., 2000; Martell et al., 2008b). The onset of mixing must
therefore coincide with the bump in the luminosity function of GCs.

GCs provide an environment in which the onset of extra mixing can be deter-
mined from both spectroscopic and photometric means. High-resolution photome-
try offers a precise method to identify the magnitude at which the mixing process
is initiated. The detection of a luminosity function and, by virtue, a well populated

263
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CMD is one reason why GCs remain useful testbeds for stellar theory. Decades of
spectroscopic surveys, designed to unravel the origin of their abundance patterns,
have provided us with a large data set to mine. Their abundance patterns are
best explained by a contribution of primordial pollution and in situ processing. In
Chapter 1 we outlined the convergent lines of evidence that suggest that GCs are
more complex than the classical simple stellar population hypothesis. The detec-
tion of a primordial component in the GC abundance patterns and the splitting
of their evolutionary sequences are straightforwardly explained by the presence of
multiple populations. Distinguishing between primordial and in situ contributions
was essential in our examination of the extra mixing.

The first study to investigate a specific mechanism for extra mixing in RGB
stars, and that also significantly impacted upon the literature, was that by Sweigart
and Mengel (1979). In their investigation of meridional circulation, they compared
their models to observations of the giant branch in the metal-poor GC M92 (as
we have done in Chapter 6). The cause of the mixing remains unresolved and the
topic still contentious 35 years later. Solutions in the form of rotational mixing
(Sweigart and Mengel, 1979; Chanamé et al., 2005; Palacios et al., 2006), magnetic
fields (Palmerini et al., 2009; Nordhaus et al., 2008; Busso et al., 2007; Hubbard
and Dearborn, 1980), internal gravity waves (Denissenkov and Tout, 2000) and
more recently thermohaline mixing (Eggleton et al., 2006; Charbonnel and Zahn,
2007a; Eggleton et al., 2008) have all been suggested but no one mechanism has
managed to generate a consensus in the literature.

This dissertation has focussed exclusively on the thermohaline mechanism. The
physics of this process was first identified through comparisons of thermal and salt
diffusion in sea water. Configurations that are initially stably stratified accord-
ing to density, can become unstable when two diffusing quantities in the fluid are
in competition (doubly-diffusive). In the oceans, thermal diffusion is much more
rapid than molecular diffusion which can create instability and drive motions that
can efficiently transport both salt and heat. Stern (1960) was the first to mathe-
matically describe the stability of such a system and laboratory experiments from
Stommel and Fowler reported in that work demonstrated that fluid transport oc-
curs via means of ‘salt fingers’. Although finger like mixing is synonymous with
Rayleigh-Taylor instabilities, the instability described here is secular and initially
stably stratified in density. We carried out a more general form of Stern’s linear
stability analysis in Chapter 2. Although performed with oceanic conditions in
mind, the dimensionless parameters allowed for a straightforward extension into
the stellar regimes in later sections. The purpose of the analysis was to deter-
mine some of the interesting properties of doubly-diffusive fluids and highlight the
complex set of behaviours that can arise out of these systems.

In the stellar environment, the destabilising quantity in competition with the
thermal diffusion is not salt but rather the mean molecular weight gradient (∇µ).
The name ‘thermohaline’ has simply been borrowed from the doubly-diffusive ana-
logue in the ocean. The configuration that drives the finger like mixing described
by Stern has an equivalent in stellar interiors. Regions that are stable according
to the Ledoux criterion but where the mean molecular weight increases outward
are themohaline unstable. Stothers and Simon (1969) were the first to identify an
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astrophysical situation in which this configuration may arise. They suggested that
the process may be responsible for the pulsations of β-Cepheids. The diffusive
formalisms of Ulrich (1972) and Kippenhahn et al. (1980) that followed allowed
the process to be straightforwardly incorporated into stellar evolution codes and
for other astrophysical applications to be investigated. The derivation by Ulrich
(1972) was based on the linear stability analysis but with assumptions that would
impact upon the resulting mixing efficiency. In oceanic conditions it is assumed
that the fastest growing modes dominate the mixing. In stellar conditions Ulrich
argued that mixing was determined by the growth rate of the thermally limited
modes. The analysis by Kippenhahn et al. (1980) considered the stability of a
blob moving through the stellar medium. The phenomenological ‘blob theory’ ar-
guments followed from earlier analysis of the Goldreich-Schubert-Fricke instability;
a doubly-diffusive configuration that arises from stellar rotation. In each deriva-
tion of the formula for the diffusion coefficient the mixing length for the travelling
material, was parameterised in terms of α, the aspect ratio of the rising fingers
(assumed cylindrical). How far material could travel before being disrupted by
its environment was the key point of difference in the analyses. One of the more
interesting applications of thermohaline mixing was suggested by Ulrich. During
pre-main sequence evolution the reaction 3He(3He,4He)2p is able to dominate and
help halt contraction. Although a fusion reaction, it has a rare property in that
it reduces the value of µ despite being a fusion reaction. Given the right condi-
tions 3He burning could create an inversion in the homogenised µ profile and drive
instability. From timescale arguments, it was determined that the effect was not
significant during the pre-main sequence.

Thermohaline mixing, and its prevalence in the literature, experienced some-
what of a renaissance following the publication of EDL06. The authors had initially
set out to model the core flash using the 3D hydrodynamics code, Djehuty. Hav-
ing mapped the structure of a red giant branch star into Djejuty, their simulation
developed motions in radiative zone above the hydrogen shell. The mixing was
unexpected and the cause was attributed to the presence of a molecular weight
inversion on account of 3He burning. Furthermore, they realised that this inversion
must form in all low-mass stars. EDL06 and their follow up, EDL08, gave the fol-
lowing explanation for the mechanism. During the main sequence, low-mass stars
build up a reservoir of 3He in their outer envelope. Following FDU, the envelope
is homogenised and the reservoir is mixed through the outer part of the star lead-
ing to a 3He content far above the equilibrium value. As the convective envelope
recedes and the hydrogen shell advances, the fragile 3He(3He,4He)2p reaction is
one of the first to occur. The reaction will occur whenever the pp chains are in
operation, but ordinarily its ability to lower µ is swamped by the background µ
gradient and the impact of other reactions that raise µ. However, once the hydro-
gen shell approaches the deepest extent of FDU, 3He(3He,4He)2p can dominate in
a homogenised region and create a µ inversion. In this way mixing is initiated at
essentially the same point as the bump in the luminosity function, since both are
caused by the H-shell reaching the abundance discontinuity left behind from FDU.

Due to the timescale on which motions developed in their simulation, EDL06
described the instability as a dynamical Rayleigh-Taylor process. However several
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authors argued that the configuration described should give rise to the secular
thermohaline mixing. Having being made aware of the compulsory µ inversion,
CZ07 implemented the formula for the diffusion coefficient derived by Ulrich (1972)
and Kippenhahn et al. (1980) in their 1D stellar evolution code and adopted a α
similar to that advocated by Ulrich. EDL08 designed their own phenomenological
prescription for the mixing for their evolution code. In Chapter 2 we analysed four
derivations of the formula for the diffusion coefficient. The assumptions made by
each of Ulrich (1972), Kippenhahn et al. (1980) CZ07 and EDL08 to arrive at their
value of the free parameter were explored.

The thermohaline mechanism removes a free parameter in the extra mixing
theory. The location of the µ inversion dictates the depth of mixing and is set by
the stellar structure. Both EDL08 and CZ07 noted that this mixing depth qualita-
tively reproduced the abundance patterns across a range of mass and metallicities.
This served as the impetus for our systematic investigation of the process. Our
analysis had three main components: a) identify the most appropriate formula
for the diffusion coefficient and understand why it was preferable, b) determine
the required mixing efficiency within that formalism to match observation, c) in-
vestigate the ubiquity of the mechanism across the GC metallicity distribution.
Once the empirical analysis was completed, we compared the requirements of the
diffusive theory to 3D hydrodynamical simulations of the process. The work of
Denissenkov (2010); Denissenkov and Merryfield (2011); Traxler et al. (2011a);
Brown et al. (2013) providing the means to do so.

Our empirical investigation of extra mixing, in which our models were com-
pared to spectroscopic studies of GCs, required that a prescription for the process
be included in our 1D stellar physics codes. In order to determine what effects
thermohaline mixing had over a nuclear timescale, we implemented the necessary
changes to our stellar evolution code and post-processing nucleosynthesis code.
The details of each, including their mixing algorithms are described in Chapters 3
and 4 respectively. For consistency most of the work carried out in this dissertation
has been in the diffusive mixing paradigm.

Reproducing the [C/Fe] abundance with luminosity in the archetypal GC M3
served as the first test of the models in this work. The cluster is of intermediate
metallicity demonstrating the expected abundance patterns from extra mixing.
In Chapter 5 it was determined that the formalism adopted by CZ07 (UKRT)
with α ≈ 6 (Ct = 1000) best reproduced the abundance trend. The EDL08
formalism destroyed the all important 3He much too quickly. In Chapter 6 the
formalism and free parameter were applied to GCs across a range in mass and
metallicity. We investigated carbon abundances along the red giant branches of
M3, M13, M92, M15 and NGC 5466 as a means to test a theory of thermohaline
mixing. The second parameter pair M3 and M13 are of intermediate metallicity
and our models were able to account for the evolution of [C/Fe] along the RGB
in both clusters. In the metal-poor regime only carbon abundances in NGC 5466
were tentatively explained by thermohaline mixing. We found that thermohaline
mixing is unable to model the depletion of [C/Fe] with magnitude in M92 and M15.
In addition the models seemed to significantly overestimate the magnitude of the
onset of mixing in these clusters. We were provided with the first hints that FDU
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is not deep enough in our stellar models. In Chapter 8 we turned our attention to
the large spread in oxygen found in stars near the tip of the RGB in M13. The
chemical distribution of stars in this cluster is best explained by the presence of
three populations. We determined whether the extreme population, with their
enhanced 4He, would shift the location of the µ inversion to temperatures where
oxygen could be impacted. Even under these extreme circumstances thermohaline
mixing was unable to significantly effect the [O/Fe]. We note that in a upcoming
paper (Church et al. 2014) we describe how and why the µ inversion settles at the
location that it does.

The issues surrounding extra mixing in low-metallicity clusters necessitated
further investigation. The models appeared to overestimate the magnitude of the
onset of mixing which would serve as an issue for standard stellar physics; the
onset of extra mixing is dictated by the depth of FDU and is not related the
choice of mechanism. We were also unable to reproduce [C/Fe] as a function
of luminosity in those low-metallicity systems where the data was combined. It
was unclear whether systematic offsets in the data were to blame, whether the
observed abundances were a vestige of a complex mixing history or whether the
stellar models were in need of refinement. In Chapter 8 we sought a secondary test
of the models by obtaining Li in two GCs. Lithium is a sensitive tracer of mixing
and would reveal much about the stellar modelling as well as thermohaline mixing
and its applicability as an RGB mixing mechanism.

The Li data collected in Chapter 8 had uses beyond serving as a probe of extra
mixing. The multiple populations within GCs have left distinct abundance pat-
terns not observed in the field. These systems possess large internal variations in
elements involved in proton-capture reactions (e.g., C, N, O, Na, Al). The sim-
plest explanation for such behaviour is that GCs experience at least two episodes
of star formation whereby a fraction of relatively massive first-generation stars
contribute nuclear-processed ejecta to form the later generation(s). However the
nature of the polluting progenitors is not clear. To shed light on the nature of
these polluters we require distinguishing chemical signatures. Theoretical models
predict that Li can be synthesised in asymptotic giant branch stars, whereas no
net Li production is expected from massive stars. In Li, we therefore possess a
means to identify the polluting progenitors. We derived Li and Al abundances for
a large sample of red-giant branch stars (below and above the bump luminosity)
in the globular clusters NGC 6218 (M12) and NGC 5904 (M5). In both globular
clusters we require Li production across the different stellar generations favouring
the AGB scenario, but production seems to have occurred to different extents. We
suggested that such a difference might be related to the cluster mass with the Li
production being more efficient in less-massive clusters. This was the first time a
statistically significant correlation between the spread in Li within a GC and its
luminosity had been demonstrated.

Unlike [C/Fe], lithium is also a robust tracer of FDU at GC metallicity. In
Chapter 9 we utilised medium-to-high resolution spectroscopic surveys of lithium
in globular clusters, as well as complimentary photometric analysis, to determine
the predictive power of stellar theory during the red giant branch phase. The two
mixing episodes served as the key evolutionary tests. We reproduced the known
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result that stellar models overestimate the magnitude of the bump. A direct
comparison of theoretical and observed bump magnitudes found some agreement at
high metallicities. We also compared the magnitude difference between the main-
sequence turn off and the bump, ∆MV

MSTO
bump , which is independent of distance.

This method suggested that there is a systematic offset at all metallicities. Both
techniques cast doubt on the accuracy of stellar modelling, particularly with first
dredge-up at low metallicity. We investigated the role of the stellar microphysics,
including the first systematic tests of the equation of state, and concluded that
any reasonable variations are unable to reconcile the discrepancy. The inclusion
of overshoot at the base of the convective envelope, however, enabled models to
reproduce the empirically determined ∆MV

MSTO
bump parameter but did not resolve

the issues with direct comparison.

Having refined our models satisfactorily, we conducted our final test of ther-
mohaline mixing. We determined whether the thermohaline mechanism is able to
simultaneously account for the depletion of [C/Fe] and A(Li) in our globular clus-
ter sample. A free parameter of Ct = 120− 300 was sufficient explain the lithium
data. This is less efficient than the value of Ct = 1000 required to match [C/Fe].
There is still much work to be done in determining whether any combination of
mixing depth and mixing speed can simultaneously reproduce [C/Fe] and A(Li) or
whether a diffusion approximation to the mixing is inappropriate.

Empirically, the value of the free parameter in the linear theory of thermoha-
line mixing is dependent on which nuclide one is trying to match. The depletion of
[C/Fe] as a function of luminosity in GCs is best reproduced by Ct = 1000 (α = 6)
whereas Ct < 300 (α < 3) is sufficient to explain the depletion of A(Li). Both these
values implying a mixing that is more efficient than suggested by 3D hydrodynam-
ical modelling of the process. From the previous chapter it was clear that as the
simulations approached stellar conditions, thermohaline mixing is characterised by
secondary instabilities. These additional instabilities inhibit the formation of fin-
gers predicted by the linear theory. The conditions being modelled are yet to reach
those representative of stellar interiors and they seem to suggest that interactions
with gravity waves play a significant role in determining the mixing efficiency. How
the fluid behaves in the true stellar environment and in the potential presence of
magnetics fields and horizontal shearing remains to be seen.

11.2 Personal Reflection

Attempting to contribute to such a dynamic area of research has been challenging.
Extra mixing in red giant branch stars has featured prominently in the literature
for well over 35 years. That is a lot of time for senior research scientists to build
up an impressive anthology of knowledge. In comparison I have been thinking
about the problem for five years during which time I have been trying to bridge
the gaps in my knowledge as well as contribute. Papers on thermohaline mixing
were published in mathematical, fluid, oceanic and stellar journals. The problem
could be investigated from many different perspectives using different analytic
tools. It was initially daunting knowing how much there was still to understand
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every time I made some progress. The breadth in background material required
to address the process in the context of extra mixing during the RGB is reflected
in the size of this dissertation. One must come to terms with stellar evolution and
modelling, GCs, numerical methods, observational techniques, stability analysis
and the language of 3D hydrodynamics. As with any graduate student, there are
also the misconceptions as well as deficiencies in programming and communication
that needed addressing. Although some of the results presented already feel dated,
the skills that I have developed do not.

When I began looking at thermohaline mixing in 2009, it seemed like a very
promising thesis topic. The theory predicted that mixing began at the exact loca-
tion determined by observation. The process has been directly observed to operate
in the oceans and the conditions for instability in stars arose naturally from the nu-
clear burning. Through linear stability analysis (i.e., a sound mathematical base),
a formulation had been derived that seemingly displayed the correct dependence
on stellar mass and metallicity with a single free parameter. The key to the mixing
was of course the development of an inversion in the mean molecular weight gra-
dient. The results we have presented in this work now force us to question what,
if any, is the significance of the the development of a µ inversion in the radiative
zone of RGB stars. I preface my next statement with a warning: it is only a philo-
sophical point and perhaps the outcome of some irrational loyalty having chosen
the mechanism as the topic of my dissertation. But, it seems like nature has gone
to a lot of effort to create the conditions for a µ inversion to develop, at exactly
the right magnitude extra mixing begins on the RGB. But as many have argued
previously it is perhaps the molecular weight barrier and not the inversion that
is significant. The predictions of thermohaline mixing produce another intriguing
coincidence. The temperature location of the µ inversion develops in such a way
that processing is more efficient in low-metallicity stars. The fact that the 12C/13C
value is reduced to its equilibrium value in the lowest-metallicity stars I interpret
as a hint that the location to which material is mixed is highly dependent on the
nuclear burning.

The crux of this thesis has been to look at one mixing mechanism in isolation.
It is not necessary to capture every aspect of the process if the physical basis is
understood and the prescription can reproduce the observational results. This
is a definition of a ‘model’ (e.g., MLT). Unfortunately our survey of lithium has
recently shown that thermohaline mixing, in its current formalism, cannot simul-
taneously account for A(Li) and [C/Fe] with the same free parameter. In fact, with
the data sets currently available, just trying to fit [C/Fe] raises questions about
the mechanism. The story is of course much more complex than the 1D-linear-
diffusive formalism we have applied. There are many coupled force interactions
in the stellar fluid. Stars rotate, they have magnetic fields, convective boundaries
constantly readjust whilst pressure waves and gravity waves traverse through the
star. What we can be certain of is that linear theory applied here does not cap-
ture essential secondary instabilities that the 3D simulations have demonstrated.
These secondary instabilities impact upon the µ-flux of this mechanism and must
be considered. The caveat being that the mechanism is in operation in isolation
and the conditions modelled by these simulations can be extrapolated to the stellar
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interior.
EDL06 advocated calling the process δµ mixing because applying an estab-

lished name to the mechanism could be confused with understanding how it works.
They believed there were many aspects to the mixing we did not yet understand
and their warning proved to be right. If the process we are modelling in stellar
interiors is thermohaline mixing, then we are slowly improving our understanding
of its operation in these extreme conditions. However there has to be some doubt
as to whether the process that is causing the mixing is in fact secular. The motions
detected by the Djehuty simulation, although initially well out of equilibrium, were
dynamical. And although our own analysis in Figure 2.9 has shown the conditions
meet the definition of a thermohaline instability, so too did the simulations by
Mocák et al. (2011). Gravity waves from the convection zone were able to drive
mixing on timescales much faster than that predicted by a thermohaline instability.
How and if this impacts on the extra mixing process is unknown.

During every stage of this thesis we have tried to understand the theoretical
basis of the mechanism and any assumptions that have gone into the models,
whether they be from the 1D linear theory or the 3D simulations. Although not as
cite-able as providing yields, the constant questioning of the models led me down
a path to other interesting problems. It extended the reach of this thesis, with
some attention paid to issues other than extra mixing. Even though I have spent
five years thinking about the problem I still feel I do not know enough to answer
whether the process does govern the surface composition of RGB giants. We have
seen a significant paradigm shift as the 3D models approach stellar conditions with
the linear theory seemingly superseded. But the same may be true again as the
simulations do attain stellar conditions. The behaviour of the fluid may be very
different to that which is currently modelled by the hydrodynamical codes. The
presence of other instabilities, yet unknown, may impact upon the µ-flux. It is an
interesting problem and I just don’t know. The current state of the literature may
be the first steps towards a more complex and complete formalism.
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Appendix A

Convection in Stellar Evolution

There exists no analytical treatment that can accurately predict the radiation flux
carried by convection. In fact, the calculation of energy transport in stellar models
is based on a formalism described by its author as “only a rough approximation”.
This use of the so-called mixing length theory (MLT) has been a major criticism of
stellar evolution theory despite the relatively good agreement that exists between
models and observations. It was outlined in the previous sections that convective
stability is usually determined from the Schwarzschild criterion (and sometimes the
Ledoux criterion). How the convection proceeds, according to Richard Feynman,
“is the most important unsolved problem of classical physics.”

Laboratory experiments are unable to reproduce the turbulent conditions found
in the convective envelope. They must contend with issues such as boundaries, in-
compressibility (hence no scale height) and viscosity (hence unobtainable Rayleigh
numbers, Ra ∼ 1020, see Spiegel 1971). Studies including those of Heslot et al.
(1987), Castaing et al. (1989) and Wu and Libchaber (1992) have managed to reach
Ra ≈ 1014, however these experiments are short lived, lack many of the features of
the stellar environment and are yet to reach comparable Rayleigh numbers (still
> six orders of magnitude away from stellar conditions).

Numerical simulations of convection provide a secondary avenue of investiga-
tion. They are constantly improving but require techniques that overcome the
computational cost of solving the Navier-Stokes equations. Turbulent motion
transports an enormous flux of energy, in a very compressible gas, which oper-
ates on length scales that vary by many orders of magnitude (Kolmogorov, 1941).
The stellar conditions are also steeply stratified in density, pressure, temperature,
and gravity all of which also need to be resolved. Apart from direct numerical sim-
ulations (Kuhlen et al., 2003; Hotta et al., 2012) there are several approaches which
have yielded promising results. These include: large eddy simulations such as the
piecewise parabolic method (Porter and Woodward, 1994, 2000), the Reynolds-
averaged Navier-Stokes method (Monin and I’Aglom, 1971; Davidson, 2004), and
the k−ε model (Meakin and Arnett, 2007b; Gastine and Dintrans, 2010). It is not
feasible for stellar evolution codes to follow the dynamical timescale required to
model the energy cascade of turbulence, rather they are concerned with changes to
the structure on a nuclear timescale (although sometimes on a thermal timescale).
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The aim of these 3D simulations is to gain enough insight to develop a ‘321D’ the-
ory which can be applied to the 1D codes. Stancliffe et al. (2011) have taken this
approach with their Djehuty simulations of proton ingestion episodes. The stabil-
ity criteria in 1D codes suggest the process drives two distinct convection zones
whereas this is not yet seen in the 3D hydrodynamical models. Many groups are
working towards improving the current 1D formalism (see Arnett et al. 2010).

In lieu of an appropriate theory, approximations in the form of mixing length
theory (Prandtl, 1925; Biermann, 1951; Böhm-Vitense, 1958) and full spectrum of
turbulence (FST, Canuto and Mazzitelli, 1991, 1992) have been developed. FST
tries to take into account the theory of Richardson and Kolmogorov in that a
range of blob sizes are responsible for mixing and turbulence occurs on all length
scales. MLT on the other hand is a single-eddy approach which averages the effect
of turbulence into a single blob size. The blob moves some characteristic distance,
`, comparable to the pressure scale height, HP , before mixing with the surround-
ings. The theory is intentionally analogous to molecular heat transfer. These
theories assume that work is done on the moving blob by buoyancy forces and
in this regard, they are similar to the linear thermohaline theory in §2.3.3 which
is based on the Boussinesq approximation. MLT and FST are considered to be
‘local’ theories as the convective heat flux at any point in the convective region is
given uniquely by the local temperature gradient, plus the local thermodynamic
variables. Such theories lead to one of the greatest sources of contention between
stellar codes: the treatment of material at convective boundaries. The conditions
at the Schwarzschild boundary will demand that mixing stop even though a mov-
ing parcel will have attained significant momentum during its displacement. It
is expected that some form of overshooting should occur and this is discussed in
§3.2.4.2. In fact 3D modelling from Meakin and Arnett (2007b) suggests that:

Convective mixing regions are better predicted using a dynamic boundary condi-
tion based on the bulk Richardson number than by purely local, static criteria like
Schwarzschild or Ledoux. MLT gives a good description of the velocity scale and
temperature gradient for shell convection; however, there are other important ef-
fects that it does not capture, mostly related to the dynamical motion of the bound-
aries between convective and nonconvective regions.

Similar conclusions are reached in studies by Ludwig et al. (1999) and Abbett et al.
(1997). The kind of behaviour Meakin and Arnett (2007b) were referring to, which
can lead to the diffusion of protons from the envelope into the radiative burning
regions, is thought to be responsible for the formation of the 13C pocket and the s-
process in AGB stars. Currently, a proton profile is artificially added into the AGB
stellar models to produce s-process yields as the local theories can not lead to the
formation of a 13C pocket naturally. MLT and FST have been extended to include
some form of ‘non-locality’ (see for example Shaviv and Salpeter 1973; Maeder
1976; Eggleton 1983; Xiong 1985; Baker and Kuhfuss 1987; Roxburgh 1989; Zahn
1991).

Grossman (1996) and Mazzitelli et al. (1999) have compared the differences
between various local and non-local theories. Depending on the mixing formalism,
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the strength of the thermal pulse and temperature at the base of the convective
envelope can differ significantly. This difference in structure can alter the nu-
cleosynthesis and in particular the lithium abundance. We ourselves have found
similar issues with the choice of mixing formalism (see Chapter 4). The most
appropriate formalism to use remains a matter of preference. FST with its ap-
parent stronger physical basis caries a larger convective flux but both have a free
parameter that can be used to match observations.
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Appendix B

Solving the Diffusion Equation

Diffusive mixing was implemented into MONSTAR by Campbell (2007) and Camp-
bell and Lattanzio (2008). After testing various schemes, Campbell elected to solve
the diffusion equation using an implicit finite differences method based on that of
Meynet et al. (2004). The abundance, X at time t, and mesh point j, is given by:

Xt
j =

(
1 +

[j, j − 1]

∆mj
+

[j + 1, j]

∆mj

)
Xt+1
j

−
(

[j, j − 1]

∆mj

)
Xt+1
j−1 −

(
[j + 1, j]

∆mj

)
Xt+1
j+1

(B.1)

where the following notation is used:

[j, j − 1] = ∆t
4πr2

j−1/2 Dj−1/2

rj − rj−1
. (B.2)

where r and m are the radius and mass location respectively. Here Meynet et al.
(2004) have used the radius coordinate in the differencing equation to approximate
the second order diffusion equation as a first order equation. Looping throughout
the star one arrives at a matrix in the form


b1 c1 0 . . .
a2 b2 c2 . . .

. . . aj−1 bj−1 cj−1

. . . 0 aj bj



Xt+1

1

Xt+1
2

. . .

Xt+1
j−1

Xt+1
j

 =


Xt

1

Xt
2

. . .
Xt
j−1

Xt
j

 (B.3)

where the a coefficients in the matrix are from the second bracketed term in
Equation B.1, the coefficient b from the first bracketed term and the coefficients
c are from the third bracketed term. From Equation B.3 it can be seen that back
substitution is required as the current terms are known and diffused terms are
desired. Once the t+1 terms are known the abundances are updated accordingly.
In general the method for solving such a matrix is through Gaussian elimination
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or more specifically LU Decomposition. Turing (1948) showed that for systems in
the form

A · x = b (B.4)

such as we have above, decomposing the matrix A into the product of two matrices
of upper triangular form U and lower triangular form L

L ·U = A (B.5)

can reduce the number of steps from O(n3) to O(n2) where n is the number
of unknowns in the system (i.e, the number of mesh points). Furthermore the
diffusion equation permits a special case of LU decomposition in that the matrix
is tridiagonal.

Tridiagonal systems can be treated efficiently using the Thomas algorithm from
Numerical Recipes (Press et al., 1992). For simplicity let us express Equation B.1
in the form

aixi−1 + bixi + cixi+1 = di (B.6)

where a1 = 0 and cn = 0. Similar to B.3 we have a system of equations in the
form 

b1 c1 0
a2 b2 c2

a3 b3
. . .

. . .
. . . cn−1

0 an bn




x1

x2

x3
...
xn

 =


d1

d2

d3
...
dn

 . (B.7)

To solve the system we first modify the coefficients as follows, where the modified
coefficients will be denoted with primes:

c′i =


ci

bi
i = 1

ci

bi − c′i−1ai
i = 2, 3, . . . , n− 1

(B.8)

and

d′i =


di

bi
i = 1

di − d′i−1ai

bi − c′i−1ai
; i = 2, 3, . . . , n.

(B.9)

The solution is then obtained by back substitution:

xn = d′n

xi = d′i − c′ixi+1 i = n− 1, n− 2, . . . , 1. (B.10)

As is the case for any LU decomposition, it is essential that diagonals are non-zero.
We can see here that the Thomas Algorithm uses two loops over n (the number



279

of steps),

1. decomposition and forward substitution (A first sweep eliminates the ai’s)

2. backward substitution

thus for such systems, the solution can be obtained in O(n) operations instead of
O(n2) for general LU decomposition and O(n3) required by Gaussian elimination.
The method also provides a saving in memory as the three vectors containing
the diagonal elements (a,b, c) are used instead of the large predominantly empty
matrix, A.
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Appendix C

MONSTAR GRID

C.1 The Grid Hierarchy

As shown in Figure 3.5, the Grid directory contains five subfolders:

• files which itself contains:

– the compiled MONSTAR Fortran executable;

– infiles.list, a now redundant parameter file describing naming conven-
tion for output files;

– grid.param, the default set of input parameters for MONSTAR;

– the Opal directory which house the opacity and EOS tables;

– Raw Fort (Python libraries for reading Fortran binary files) which we
describe below;

• initial models which holds every starting model produced by the code;

• source which contains the MONSTAR source code;

• run where the grid of models are created, organised and executed;

• utils which contains an assortment of diagnostic utilities;

• the two files, grid.py and grid.list, are the keys to the grid code and described
below.

C.2 Raw Fort

Raw Fort is a set of Python libraries that allow Fortran binary files to be read
in by the interpreter. These files are best copied into the user’s Python path but
are stored under this directory structure for portability. The binary to Python
libraries were created by Prof. Alex Heger and are the most powerful this author
has seen, eclipsing anything available in the Python repositories. They have been
applied to many different codes and for many different purposes, particularly post
processing and visualisation of model data. The libraries are available on request
from their developer.
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C.3 grid.list

A nomencalture has been introduced for all starting models which specifies the
mass, hydrogen fraction, metallicity, helium fraction and an optional further de-
scriptor of the model. In the example starting model,

m1.00 z0.02 y0.27 CNOsolar.dat,

the descriptor CNOsolar is not required but provides extra information about the
composition in this case. All starting model file names are required to be in this
format. As the name suggests, grid.list is the list of every star the user wishes
to create for the current grid. Grid.list takes input in two different formats. The
simplest is to provide the starting model name and a distinguishing appendix for
the folder name in which the calculations will be run. The input

m1.00 z0.02 y0.27 CNOsolar.dat,wratio4.5,

for example, will force the code to search the initial models folder for the file

m1.00 z0.02 y0.27 CNOsolar.dat.

The Grid code will then create a directory,

run/m1.00 z0.02 y0.27 CNOsolar.dat wratio4.5,

where all input files will be copied, the executable run and output files generated.
The appendix in the directory name (wratio4.5 here) is designed for resolution
tests or the like, where the same mass and composition are run but a single input
parameter is changed (e.g., recall from Table 3.2.5 that the meshing criterion,
wratio, is typically set to 7.5). Although not strictly necessary, the executable is
always copied to the run directory so that results can be reproduced at any stage.
The source executable in directory files is likely to be updated or recompiled often.

The second method of input in grid.list is to specifically outline the mass and
composition of the star for which an input model may not already exist. The
code will then find the closest starting model, enforce very small time steps (on
the Kelvin-Helmholtz timescale) and gradually adjust the mass and composition
as required. The code is run with an initial increment in mass and composition
for a handful of consecutive models to ensure convergence, then the composition
homogenised throughout to ensure that the star will arrive on the zero-age main
sequence with the correct composition and structure. There are criteria in place
for mass and composition increments so the process is repeated until the specified
values are reached. Note that there are contigencies in place for failed convergence
(e.g., temporarily changing the mixing length or convergence criteria). An example
input is as follows:

1.25, 0.7383, 0.2495, 0.0122, 2.17e-3, 6.2e-4, 5.39e-3, 0.0, 0, 8000models,

The first seven numbers specify mass, X(H), X(4He), Z , X(12C), X(14N) and
X(16O) respectively. If a solar scaled model is preferred, providing a negative
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carbon abundance will ensure CNO is scaled accordingly. This saves the user
having to calculated the mass fractions by hand for different Z. The eighth number
dictates the level of alpha enhancement in the starting model. The code will change
the X(16O) and Z as required. The ninth number is a flag to generate a starting
model for this mass and composition. As before the last term is an appendix to
the directory name. Here the user intends to only run for 8000 models and uses
an appropriate descriptor. From this input, the code will generate the directory

run/m1.25 z0.0122 y0.7383 8000models.

Any number or combinations of these inputs can be provided in grid.list and the
code will queue and distribute the jobs as threads become available. We provide
an example of a grid.list file for reference:

#M,X,Y,Z,C,N,O,AE,SM,APPEND !DESCRIPTION

# Standard Library

# 1.0, 0.71, 0.27, 0.02, 3.02e-3, 9.28e-4, 8.42e-3, 0.0, 0, 0, !Old Solar

# 1.0, 0.7327, 0.2539, 0.0134, -2.37e-3, 6.94e-4, 5.74e-3, 0.0, 0,

# 0.80, 0.75, 0.2495, 5.00e-4, 5.45e-5, 1.50e-5, 2.86e-4, 0.0, 0, M3, !M3FG

# 0.80, 0.7195, 0.28, 5.00e-4, 1.90e-5, 5.50e-5, 2.60e-4, 0.4, 1, A0.4,

0.80, 0.7499, 0.25, 1.00e-4, 1.60e-5, 5.03e-6, 4.57e-5, 0.0, 0, 0,

# Or List model names

m1.00_z0.02_y0.27_dp.dat,0

# m1.00_z0.02_y0.27_dp.dat,Li

# m1.25_z0.0001_y0.2486_dp.dat,0

where # and ! are comments to be ignored. Therefore, only two models will be
run in this example. The appendix 0 simply indicates no extra descriptor is to be
used in the directory name.

C.4 grid.py

Grid.py is the actual python script that organises and controls the execution of
MONSTAR. We describe some of its key operations sequentially:

1. The initial models and opacity directories are located.

2. All initial model names are read in and an inventory created.

3. The grid of models to be calculated are read in from grid.list.

4. A directory in run is created for each model listed. If the directory name
already exists, a time and date descriptor are appended to the folder name.

5. A log file is created with diagnostic information about each star calculated
during the session.
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6. The default parameter file is copied to the output directory and opened in a
text editor for the user to tweak parameters. This is done for every star in
the grid list.

7. A job queue is created and the number of free threads determined. Each
processor is dedicated to a single star and will not receive a new job until its
assigned calculation is finished. The jobs are sent to free processors according
to the order in they are listed in grid.list.

8. For each job the closest starting model is located. An algorithm is in place
to search the inventory list created in step 2.

9. A series of diagnostic checks are performed on each input model. In order
to save disk space, the starting files and output files of MONSTAR are all
in binary. The Raw Fort libraries are used here to ensure that the mass
and composition specified in the file name agree with that in the actual
input model. It also checks the size of the nuclear network and whether
the starting model includes the secondary 7Li nuclear network. Including
lithium in the calculations is optional as its convergence conditions can slow
the evolution down. All of this information is recorded in the log file.

10. Once the starting model, input files, and executable are copied to the respec-
tive directories, MONSTAR is started for each star.

11. If a the desired starting model does not match any of those found in the direc-
tory initial models, MONSTAR automatically creates the requested model.

12. Once a calculation is finished and a processor becomes available, any jobs
remaining in the queue are sent to that processor.

These set of operations need to be slightly modified when running the code
on a cluster. Shared memory across nodes becomes an issue when storing the
opacity and EOS tables in a parent directory. The way the script distributes jobs
in this environment must also be considered. On a local machine is easy enough
to distribute the jobs across available processors but on a cluster there usually a
queuing system. If I had a grid of 20 stars I want run, it is more efficient to ask for
a single processor 20 times, rather than wait for 20 processors and then distribute
jobs. Therefore, when running the grid code on a cluster, grid.py will generate the
directory structure and a submission script for each star.

Although initially setting up the evolution code is not as easy as it once was,
it is now far easier to set a grid of models running. Python wrappers and special
libraries are required to run the code in an automated fashion, but designed in
such a way that the code can be executed manually like it once was. All of this
comes at the cost of requiring extra care when merging updated routines from
other contributors and their forked versions of the code.
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MONSOON 86 Species
Network

Table D.1: Initial abundances of the 86 species considered in calculations for Chap-
ter 7.

Isotope Molar Fraction Isotope Molar Fraction

g 7.44E-006 si27 0.00E+000
n 0.00+000 si28 5.83E-007
p evoln ( 0.60 ) si29 2.95E-008
d 0.00E+000 si30 1.96E-008
he3 evoln ( 1.67E-005 ) si31 0.00E+000
he4 evoln ( 1.00E-001 ) p29 0.00E+000
li7 3.34E-011 p30 0.00E+000
be7 0.00E+000 p31 6.58E-009
b8 0.00E+000 p32 0.00E+000
c12 evoln ( 1.28E-006 ) s32 3.09E-007
c13 7.02E-008 s33 2.44E-009
c14 0.00E+000 s34 1.37E-008
n13 0.00E+000 s35 0.00E+000
n14 evoln ( 1.95E-005 ) s36 6.51E-011
n15 7.27E-009 s37 0.00E+000
o14 0.00E+000 cl33 0.00E+000
o15 0.00E+000 cl34 0.00E+000
o16 evoln ( 9.00E-006 ) cl35 1.81E-009
o17 5.72E-009 cl36 0.00E+000
o18 3.01E-008 cl37 5.77E-010
o19 0.00E+000 cl38 0.00E+000
f17 0.00E+000 ar36 5.37E-008
f18 0.00E+000 ar37 0.00E+000
f19 5.33E-010 ar38 1.01E-008
f20 0.00E+000 ar39 0.00E+000
ne20 2.02E-006 ar40 1.58E-011
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Table D.1 – continued from previous page

Isotope Molar Fraction Isotope Molar Fraction

ne21 4.91E-009 ar41 0.00E+000
ne22 1.48E-007 k37 0.00E+000
ne23 0.00E+000 k38 0.00E+000
na21 0.00E+000 k39 2.22E-009
na22 0.00E+000 k40 3.47E-012
na23 3.62E-008 k41 1.60E-010
na24 0.00E+000 k42 0.00E+000
mg23 0.00E+000 ca40 3.74E-008
mg24 5.36E-007 ca41 0.00E+000
mg25 6.76E-008 ca42 2.50E-010
mg26 7.46E-008 ca43 5.22E-011
mg27 0.00E+000 ca44 6.20E-007
al25 0.00E+000 ca45 0.00E+000
al-6 0.00E+000 sc41 0.00E+000
al*6 0.00E+000 sc42 0.00E+000
al27 5.37E-008 sc43 0.00E+000
al28 0.00E+000 sc44 0.00E+000
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Ávila, J. N., Lugaro, M., Ireland, T. R., Gyngard, F., Zinner, E., Cristallo, S.,
Holden, P., Buntain, J., Amari, S., and Karakas, A. (2012). Tungsten Isotopic
Compositions in Stardust SiC Grains from the Murchison Meteorite: Constraints
on the s-process in the Hf-Ta-W-Re-Os Region. ApJ, 744:49.

Bærentzen, J. (1965). The Adiabatic Temperature-gradient and the Specific Heat
cp in Outer Hydrogen-Helium Convection Zones. ZAp, 62:221.

Bahcall, J. N. (1964). Solar neutrinos. i. theoretical. Phys. Rev. Lett., 12:300–302.

Bahcall, J. N., Pinsonneault, M. H., and Wasserburg, G. J. (1995). Solar models
with helium and heavy-element diffusion. Reviews of Modern Physics, 67:781–
808.

Baines, P. G. and Gill, A. E. (1969). On thermohaline convection with linear
gradients journal of fluid mechanics, 37 , pp doi:10.1017/s0022112069000553. J.
Fluid Mech, 37:289–306.

Baker, N. and Kippenhahn, R. (1959). Untersuchungen über rotierende Sterne.
III. Meridionale Zirkulation bei nichtstarrer Rotation. ZAp, 48:140.

Baker, N. H. and Kuhfuss, R. (1987). Roxburgh’s criterion for convective over-
shooting. A&A, 185:117–120.

Balser, D. S., Bania, T. M., Rood, R. T., and Wilson, T. L. (1997). The 3He
Abundance in Planetary Nebulae. ApJ, 483:320–+.

Balser, D. S., Goss, W. M., Bania, T. M., and Rood, R. T. (2006). The Detection
of 3He+ in a Planetary Nebula Using the VLA. ApJ, 640:360–368.

Balser, D. S., Rood, R. T., and Bania, T. M. (1999). The ˆ3HE Abundance in the
Planetary Nebula NGC 3242. ApJ, 522:L73–L76.

Bastian, N., Lamers, H. J. G. L. M., de Mink, S. E., Longmore, S. N., Goodwin,
S. P., and Gieles, M. (2013). Early disc accretion as the origin of abundance
anomalies in globular clusters. MNRAS, 436:2398–2411.

Basu, S. and Antia, H. M. (1994). Effects of Diffusion on the Extent of Overshoot
Below the Solar Convection Zone. MNRAS, 269:1137.

Basu, S., Antia, H. M., and Narasimha, D. (1994). Helioseismic measurement of
the extent of overshoot below the solar convection zone. MNRAS, 267:209.

Bazan, G., Castor, J., Dearborn, D. S. P., Dossa, D., Eastman, R., and Taylor,
A. (2001). Djehuty - A full physics, 3D hydrodynamic stellar structure and
evolution code. APS Meeting Abstracts, pages 1047–+.

Bazán, G., Dearborn, D. S. P., Dossa, D. D., Eggleton, P. P., Taylor, A., Castor,
J. I., Murray, S., Cook, K. H., Eltgroth, P. G., Cavallo, R. M., Turcotte, S.,
Keller, S. C., and Pudliner, B. S. (2003). Djehuty, a code for modeling stars
in three dimensions. In S. Turcotte, S. C. Keller, & R. M. Cavallo, editor, 3D



BIBLIOGRAPHY 290

Stellar Evolution, volume 293 of Astronomical Society of the Pacific Conference
Series, pages 1–58381.

Carretta, E., Bragaglia, A., Gratton, R., and Lucatello, S. (2009a). Na-O anticor-
relation and HB. VIII. Proton-capture elements and metallicities in 17 globular
clusters from UVES spectra. A&A, 505:139–155.

Carretta, E., Bragaglia, A., Gratton, R. G., Lucatello, S., Catanzaro, G., Leone,
F., Bellazzini, M., Claudi, R., D’Orazi, V., Momany, Y., Ortolani, S., Pancino,
E., Piotto, G., Recio-Blanco, A., and Sabbi, E. (2009b). Na-O anticorrelation
and HB. VII. The chemical composition of first and second-generation stars in
15 globular clusters from GIRAFFE spectra. A&A, 505:117–138.

Beaudet, G., Petrosian, V., and Salpeter, E. E. (1967). Energy Losses due to
Neutrino Processes. ApJ, 150:979.

Beaudet, G. and Tassoul, M. (1971). Fitting Formulae for a Relativistic and/or
Degenerate Electron Gas. A&A, 13:209.

Bedin, L. R., Piotto, G., Anderson, J., Cassisi, S., King, I. R., Momany, Y., and
Carraro, G. (2004). ω Centauri: The Population Puzzle Goes Deeper. ApJ,
605:L125–L128.

Bellman, S., Briley, M. M., Smith, G. H., and Claver, C. F. (2001). Carbon
Abundances of M92 Red Giant Branch Stars. PASP, 113:326–334.

Bessell, M. S., Brett, J. M., Wood, P. R., and Scholz, M. (1989). The effects
of photospheric extension upon the spectra of M-type Mira variables. A&A,
213:209–225.

Biehle, G. T. (1991). High-mass stars with degenerate neutron cores. ApJ, 380:167–
184.

Biermann, L. (1951). Bemerkungen über das Rotationsgesetz in irdischen und
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Thorne, K. S. and Żytkow, A. N. (1975). Red giants and supergiants with degen-
erate neutron cores. ApJ, 199:L19–L24.
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