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Abstract

This thesis presents a number of studies into Single Photon Emission Imaging (SPEI) that can be grouped

into three main sections: Monte Carlo Radiation Transport Modelling, Development of a Hybrid SPEI

System and Fundamental Study of Advanced Compton Imaging.

The first section of this thesis, Monte Carlo Radiation Transport Modelling, presents an overview of

the Monte Carlo radiation transport modelling toolkit Geant4 and a newly derived low energy Compton

scattering model, the Monash University Compton scattering model. This Compton scattering model

was developed to address the limitation present in the majority of Monte Carlo bound atomic electron

Compton scattering models: incorrect determination of the ejected direction of Compton electrons due

to the non-zero momentum of the bound atomic electron. A theoretical foundation that ensures the

conservation of energy and momentum in the relativistic impulse approximation was utilised to develop

energy and directional algorithms for both the scattered photon and ejected Compton electron from first

principles. Assessment of this model was undertaken in two steps: comparison with respect to two

Compton scattering classes of Geant4 adapted from Ribberfors’ work, and experimental comparison

with respect to Compton electron kinetic energy spectra obtained from the Compton scattering of 662

keV photons off the K-shell of gold. It was shown that this new Compton scattering model was a viable

replacement for the majority of computational models that have been adapted from Ribberfors’ work.

Additionally, this model was shown to be able to reproduce the Compton scattering triply differential

cross-section Compton electron kinetic energy spectra of 662 keV photons K-shell scattering off of gold

to within experimental uncertainty.

The second section of this thesis, Development of a Hybrid SPEI System, presents the development of

a novel hybrid collimated SPEI system: the Pixelated Emission Detector for RadiOisotopes (PEDRO).

The PEDRO is a conceptual proof of principle hybrid SPEI system that was designed to explore and

quantify the relationship between spatial resolution and sensitivity, inherent in SPEI, over the energy

range of 30 keV to 511 keV. This system was originally intended to be constructed from a Compton

camera stack located behind a coded mask composed of a mix of pinholes, slats and/or open areas. A

total of three studies are presented in this section that outline the development of: 1) a Geant4 application

to be used for optimisation of PEDRO with respect to a robust metric, 2) an automated routine for the

optimisation of large-area slits in the outer regions of a coded mask for PEDRO which has a central

region allocated for pinholes, and 3) a novel experimentally motivated image deblurring technique for

multi-plane Gamma cameras such as PEDRO. These three studies illustrated two main points: 1) it may

indeed be possible to overcome the trade-off between spatial resolution and sensitivity inherent in SPEI

through hybrid Compton-mechanical collimation, and 2) the multi-plane nature of hybrid collimation
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vi Abstract

systems can be capitilised on to reduce the level of image blurring associated with collimator opening

geometry and, in turn, improve recovered image quality.

Finally, the third section of this thesis, Fundamental Study of Advanced Compton Imaging, presents a

preliminary study into the fundamental limits of recoil electron tracking enhanced Compton collimation,

or Advanced Compton Imaging, for photon energies below 2 MeV. A custom Geant4 application of an

idealised detection system was developed and four different detection materials were tested over a wide

range of electron tracking resolutions. Increased image performance and point source convergence was

observed with respect to standard Compton imaging regardless of recoil electron tracking accuracy in all

tested materials across the investigated energy range. Additionally, the rate of point source convergence

with respect to standard Compton imaging was discovered to be maximised for electron tracking accuracies

of 45◦ to 60◦ Full Width at Tenth Maximum (FWTM) for photons of incident energy greater than 500

keV. Further study with more detailed simulation and image recovery frameworks is required to assess the

validity of these observed trends.
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Introduction 1

The low energy interaction cross-sections of photons, in comparison to charged particles such as electrons

and positrons, make them the primary particle of interest in emission imaging. Emission imaging utilises

the information gained through the measurement of incoherent photon interactions to estimate their origin.

Knowledge of the energy transfer and location of these interactions, in combination with the emission

imaging system’s geometry, enable the incident photon trajectory to be estimated. An agglomeration of a

sufficient number of photon trajectories allows for the recovery of an image and / or spectra of emitted

radiation from a region, or object, of interest.

Single Photon Emission Imaging (SPEI) is a specialised subset of emission imaging applied across

the fields of nuclear assay, homeland security, pre-clinical nuclear medicine and X / γ-ray astronomy.

Two primary methods of collimation exist in SPEI: mechanical and Compton. A review of these primary

collimation methods and a discussion of their context with respect to the present thesis follow in Sections

1.1, 1.2 and 1.3.

1.1 Mechanical Collimation

Mechanical collimation is the predominant collimation method employed in SPEI for imaging photons

of energy below a few hundred keV [17, 51]. An illustration of the basic principles of a Mechanically

Collimated Imaging System (MCIS) are outlined in Figure 1.1. MCISs employ a direct or coded aperture,

composed of a highly attenuating material, to restrict the solid angle of radiation incident upon the surface

of a position-resolving, or position-and-energy-resolving, radiation detector [4, 17, 51]. In Figure 1.1(a),

three photons of a characteristic energy are emitted from a radioactive source in the direction of a MCIS.

Two of the photons strike the mechanical collimator and are stopped from reaching the radiation detector.

The other photon passes unopposed through the opening in the collimation and is photoelectrically

absorbed, depositing all of its energy within the active volume of the radiation detector (Figure 1.1(b))

[26, 50]. An estimate of the incident trajectory and emission location of the photon, a Line of Response

(LoR), can be formed using the coordinates of the coded aperture centre, r1, and photon’s photoelectric

absorption location, r2 (Figure 1.1(c)) [17, 51]. r1 and r2 define the parametric equation set of the LoR,

with its volume being defined by the geometry of the coded aperture and the spatial resolution of the

1



2 Introduction

(a) (b)

(c)

Figure 1.1: An overview of mechanical collimation and the construction of Lines of Response (LoRs).

radiation detector. The back-projection of these LoRs into the image space is the foundation of image

reconstruction for mechanically collimated devices [17, 51].

The level of precision with which the incident trajectory and emission location of a photon can be

estimated, or the level of information that the event possesses, is inversely proportional to the width of

the LoR. Minimising the coded aperture open cross-section, and maximising the spatial resolution of

the radiation detector will increase the average level of information that each event possesses [62, 63].

However, when the open cross-section of a coded aperture is decreased to reduce the volume of LoRs,

increasing the level of information per event, the solid angle to which emitted radiation can pass through

and interact with the radiation detector also decreases, lowering the system sensitivity [62, 63]. This trade

off between event information, impacting the image spatial resolution, and sensitivity is the limiting factor

of mechanical collimation [44, 57].

1.2 Compton Collimation

Compton scattering is the name given to the fundamental process of inelastic scattering between a high

energy photon and an electron. Arthur Holly Compton first quantified the kinematics of this process for a

non-bound electron at rest, known as the free electron approximation, for the incident photon energy (ω),

photon scattering angle (θ) and scattered photon energy (ω′). The result of this work is now known as the
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(a) (b) (c)

Figure 1.2: An illustration of how the incident photon trajectory can be estimated from the energy and
location of each incoherent interaction within a two-detection-plane CIS.

Compton scattering formula:

ω′

ω
=

1
1 + (ω/m)(1 − cos θ)

(1.1)

where m is the rest mass of an electron in natural units [18]. Compton collimation utilises this physical

process to estimate the incident trajectory and emission location of an X- or γ-ray without physically

restricting the solid angle of detection [96]. A more detailed description of Compton scattering is contained

in Section 2.

Compton Imaging Systems (CISs) are typically comprised of either a single or stack of position

and energy resolving radiation detectors [9, 15, 47, 52, 81, 85, 86, 89, 107]. As the incident photon

travels through the active volume of the system, it may scatter a number of times and then possibly

be photoelectrically absorbed. Through electronic means, it is possible to estimate the order of these

interaction events and determine the path of an incident photon through a CIS’s active detection volume

[73, 103, 109]. In standard Compton collimation the incident photon trajectory, and emission location,

can only be estimated if the following conditions are met:

• the photon undergoes two or more incoherent interactions that can be individually resolved within

the active volume of the CIS, and

• the incident photon energy is known, or calculable from three or more detected incoherent interaction

locations [30, 80].

An illustration of how the incident trajectory and emission location of a photon can be estimated

from the energy deposited and interaction locations within a two detection plane CIS is outlined in

Figure 1.2. In Figure 1.2(a), a photon is emitted from a radioactive source in the direction of a CIS
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Figure 1.3: The most basic interaction sequence of a photon, double Compton scattering and photoelec-
tric absorption, that has sufficient information for polarised Compton collimation.

and interacts twice within its active volume. Here the photon Compton scatters in the first detection

plane, and is then photoelectrically absorbed in the second. For this interaction sequence, the CIS would

indicate two interaction locations at r1 and r2 with measured quantities E1 and E2 corresponding to

the energy transfered from the incident photon to the detection material through incoherent interaction

processes (Figure 1.1(b)). In an ideal detection system, i.e. perfect energy resolution, the sum of these two

energies would equal that of the incident photon ω. If timing information is disregarded, the application

of Compton kinematics could recover the interaction order and determine the polar Compton scattering

angle (θ) at the first interaction. With the available information, the range of possible incident trajectories,

and emission locations, of the photon can be constrained to the surface of a cone known as a Cone of

Response (CoR) (Figure 1.2(c)).

Only being able to estimate the polar Compton scattering angle severely limits the level of information

per reconstructed event sequence that a standard CIS CoR carries [2, 8, 57]. Even under ideal conditions,

the information obtained from a standard CoR is less than from an LoR. At present, three different

advanced Compton collimation methods are being developed around the world. Each of these advanced

Compton collimation methods - namely polarisation [8], mechanical encoding [57] and recoil electron

tracking [2, 35, 74, 90] - are exploring physically motivated methods to limit the azimuthal range of the

cone-surface. Limitation of the azimuthal angular range of a CoR will increase the utility of each event,

improving the spatial resolution and contrast of images recovered from CIS. The level of improvement is

directly proportional to the level of azimuthal angular restriction.
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1.2.1 Polarised Compton Collimation

Polarised Compton collimation capitalises on the fact that photons are more likely to Compton scatter in a

direction perpendicular to their plane of polarisation [24, 26]. A minimum of three incoherent interactions

of a photon, within the active region of a CIS, is required to perform polarised Compton collimation

[8]. The following overview will focus on the most basic photon interaction sequence that allows for the

azimuthal restriction of a CoR.

Figure 1.3 illustrates the most basic interaction sequence of a photon that has sufficient information

for polarised Compton collimation: double Compton scattering and photoelectric absorption. At the site

of the first interaction (I1), the incident photon undergoes Compton scattering. During this process, the

photon will be partially polarised in the direction perpendicular to the scattering plane [8]. The photon

then continues to propagate through the active volume of the CIS and Compton scatters at a second

site (I2). As the photon is polarised, there is an increased probability that it will scatter in a direction

perpendicular to its plane of polarisation [26]. Photoelectric absorption is the third and final interaction

(I3) of the photon seen in Figure 1.3, depositing all remaining photon energy into the active volume of the

CIS.

The incident photon azimuthal angle at I1 can be estimated by working backwards through the

interaction sequence utilising the relationship between photon polarisation and Compton scattering [8, 24].

Due to the probabilistic nature of the photon-matter interaction combined with measurement uncertainty

of the plane of polarisation, an azimuthal Probability Density Function (PDF) can be determined which

modulates the CoR. The azimuthal PDF is dependent on the incident photon energy and the first two

Compton scattering angles (θ and θ′ seen in Figure 1.3) [8].

Polarised Compton collimation has one major advantage over other advanced Compton collimation

methods: it can be integrated into any CIS at the gamma tracking level (i.e. there is no need to change

the hardware configuration). However, in comparison to the other two advanced Compton collimation

methods, mechanical encoding and recoil electron tracking, the resultant enhancement is less [8, 74].

Boggs’ idealised investigation into polarised Compton collimation illustrated the very strict conditions

required to achieve a noticeable CoR azimuthal restriction [8]. The two major findings from that

investigation were:

• maximum azimuthal restriction occurs when both the first and second Compton scattering angle of

the photon are equal to π/2, and

• the level of azimuthal restriction is inversely proportional to incident photon energy, where optimal

performance was seen when ω < 500 keV.

When the energy dependence of the incident photon on the interaction cross-section, Compton cross-

section and Klein–Nishina cross-section are also considered, it is clear that the probability for measuring

an appropriate event sequence for polarised Compton collimation is low.
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Figure 1.4: An illustration of how mechanical encoding can restrict the polar and azimuthal range of a
CoR from a CIS.

1.2.2 Mechanically Encoded Compton Collimation

Mechanically encoded Compton collimation, more commonly known as hybrid collimation, combines

mechanical and Compton collimation in an attempt to overcome the trade off between spatial resolution

and sensitivity, inherent in SPEI [57]. Potentially composed of a stack of position and energy resolving

radiation detectors located behind a coded aperture, hybrid imagers are expected to improve sensitivity

over mechanical collimation while retaining high spatial resolution [57]. These systems are able to

improve the information conveyed in a single event sequence through the modulation of the CoR by the

open cross-section of the collimator.

An illustration of how mechanical encoding can restrict both the polar and azimuthal range of a CoR

can be seen in Figure 1.4. As outlined in Figure 1.2, a CoR can be constructed from the energy and

interaction locations of a photon within the active region of the detector stack. These CoRs will intersect

the coded aperture and only the regions through which the CoR can freely pass can be backprojected

into image space. The extent of CoR restriction, and improvement in information per event, is primarily

defined by the coded aperture design. At present the extent to which hybrid collimation can overcome this

trade off between spatial resolution and sensitivity in SPEI remains largely unexplored.

1.2.3 Recoil electron tracking enhanced Compton collimation

Recoil electron tracking enhanced Compton collimation utilises information derived from the primary

electron ejected during the interaction of a photon within the active region of a CIS. In the free electron

approximation, the target electron of a Compton scattering event recoils in the same plane as the scattered

photon [26]. If the path of these Compton electrons can be tracked through the CIS, it is possible to

restrict the azimuthal range of a CoR centred around a plane defined by the scattered photon and Compton

electron ejection vectors. The measurement accuracy of the Compton electron ejection vector defines
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(a) (b) (c)

Figure 1.5: An illustration of how tracking Compton electrons can limit the azimuthal range of a CoR
from the incoherent interaction of a photon within a two-detection-plane CIS.

the extent to which the azimuthal range can be restricted [2, 90, 108]. CISs which utilise the additional

information gathered through recoil electron tracking are referred to as Advanced Compton Imaging

Systems (ACISs).

Figure 1.5 outlines the basic principles of recoil electron tracking enhanced Compton collimation.

In Figure 1.5(a) the emitted photon interacts twice within the active region of the ACIS, undergoing

Compton scattering in the first detection plane, and then photoelectric absorption in the second. Unlike

the overview of Compton collimation shown in Figure 1.2, here the first detection plane has a high enough

spatial resolution to measure the charge cloud created as the Compton electron travels through its active

volume (Figure 1.5(b)). Through analysis of the Compton electron charge cloud, the ejection direction

of the Compton electron can be estimated [35, 74]. An azimuthally restricted CoR can be constructed

using the energy deposited and location of each photon interaction site, in combination with the measured

Compton electron vector. The azimuthal centre of this CoR is in the opposite direction to the measured

Compton electron vector, where the extent of restriction is proportional to the measurement uncertainty of

the Compton electron vector [2, 90].

Of the three advanced Compton collimation methods, recoil electron tracking does not suffer from

the same limitations as the other two methods if a radiation detector of sufficient spatial resolution

is available. Unlike polarisation Compton collimation, for which a highly specific photon interaction

sequence is required, recoil electron tracking enhanced Compton collimation can be applied to any

interaction sequence with more than two interactions if the direction of the first Compton electron can

be determined. Also, the lack of a coded aperture gives the advanced collimation method a significant

advantage over mechanically encoded Compton collimation. At present the fundamental limits of recoil

electron tracking enhanced Compton collimation still remain largely unexplored.
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1.3 Thesis Overview

This thesis presents a number of studies into SPEI utilising the Monte Carlo radiation transport modelling

toolkit (MCRTM) Geant4 [1, 3] as a test platform. The following document is segmented into three

sections: Monte Carlo Modelling of Radiation Transport (Part I), Development of a Hybrid SPEI System

(Part II) and Fundamental Study of Advanced Compton Imaging (Part III). This is followed by a set of

overarching concluding remarks in Chapter 8 that sum up the findings of all three parts.

1.3.1 Monte Carlo Modelling of Radiation Transport (Part I)

Part I is composed of two chapters that present an overview of the selected simulation test platform and

development of a high precision low energy electromagnetic physics model intended for studies in SPEI.

Chapter 2, contains an overview of the principles of MCRTM and gives an introduction to Geant4 with

a specific focus on photon and electron transport modelling. Chapter 3 presents a study, published in

Nuclear Instruments and Methods in Physics Research B in August of 2014, that outlines the development

of a newly derived low energy Compton scattering model, the Monash University Compton scattering

model. This Compton scattering model was developed to address the limitation present in the majority of

Monte Carlo bound atomic electron Compton scattering models: incorrect determination of the ejected

direction of Compton electrons due to the non-zero momentum of the bound atomic electron [10]. This

model acted as the basis for the final study of this thesis, see Part III, and has since been implemented by

the author of this thesis in Geant4 version 9.6 as the default high accuracy low energy Compton scattering

model.

1.3.2 Development of a Hybrid SPEI System (Part II)

Part II is composed of three studies relating to the development of a novel hybrid collimated SPEI system:

the Pixelated Emission Detector for RadiOisotopes (PEDRO). The PEDRO is a conceptual proof of

principle hybrid SPEI system that was designed to explore and quantify the relationship between spatial

resolution and sensitivity, inherent in SPEI, over the energy range of 30 keV to 511 keV. This system

was originally intended to be constructed from a Compton camera stack, five Silicon Double Sided Strip

Detectors (DSSDs) and a CdZnTe Hybrid Pixel Detector (HPD), located behind a coded mask composed

of a mix of pinholes, slats and/or open areas conceptually similar to that seen in Figure 1.4. Chapter 4

presents the first of these studies on PEDRO, published in Nuclear Instruments and Methods in Physics

Research A at the end of 2009, that developed a Geant4 computation framework to explore the optimal

detector spacing of the system operating only as a Compton camera for incident 140 keV photons. The

findings of this study were utilised in the second study seen in Chapter 5, published in IEEE Transaction

on Nuclear Science during the middle of 2011, that explores optimising a coded aperture mask designed

for the PEDRO imaging system at the same incident photon energy (140 keV). The third and final chapter,

Chapter 6, presents the development of a novel experimentally motivated image deblurring technique for
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multi-plane Gamma cameras, like that of PEDRO, which was published in IEEE Transactions on Nuclear

Science at the end of 2013.

1.3.3 Fundamental Study of Advanced Compton Imaging (Part III)

Finally, Part III is composed of a preliminary study into the fundamental limits of recoil electron tracking

enhanced Compton collimation, or Advanced Compton Imaging. After the abrupt end of the PEDRO

project mid-way through the second year of PhD candidature, a new direction was taken focused around

the developing field (in SPEI) of Advanced Compton Imaging. This decision was taken due to the

promising results that are presented in Part II regarding the significant improvement in performance of

hybrid collimation with respect to standard mechanical collimation through CoR modulation. As this new

SPEI modality was relatively young, the study presented in Chapter 7 was undertaken in an attempt to

quantify the fundamental limits of recoil electron tracking enhanced Compton collimation. This study also

motivated the development of the Monash University Compton scattering model, presented in Chapter 3,

to improve the physical accuracy of the selected simulation test platform, Geant4, for Advanced Compton

Imaging studies.





Part I

Monte Carlo Radiation Transport
Modelling

11





Monte Carlo Method, Geant4 and
Electromagnetic Physics Models

2

Monte Carlo Radiation Transport Modelling (MCRTM) is a computational tool utilised by a large number

of fields to evaluate the interaction and effect of radiation in a defined environment. The following chapter

presents an overview of the Monte Carlo method and its application to radiation transport modelling

(Section 2.1), an introduction to Geant4 (Section 2.2), the Monte Carlo radiation transport modelling

toolkit selected as the test platform, and an in-depth description of the photon, electron and positron

transport models utilised in this thesis (Section 2.3). This chapter is intended to illustrate the scientific

rigour that was put into the development of these selected physics models by the Geant4 collaboration,

and highlight their validity for studies into SPEI.

2.1 Monte Carlo Method

2.1.1 Overview

Monte Carlo methods are ideal for studying systems with many variable components. Most of these

systems are typically too complex to model with analytic algorithms due to the cascading dependence of

each component and/or their interaction with one another. Monte Carlo methods capitalise on the fact

that the majority of these system can be broken down in small subsections, typically to the level of their

individual components, which can be modelled through a combination of mathematical algorithms and/or

sampling of probabilistic distributions. Systems that are said to be memoryless, i.e. a stochastic system

which is dependent only on the current state and not the sequence of states that precedes it, are able to

implement the sampling of these components in a Monte Carlo Markov chain to statistically model their

evolution over time [28].

System components, typically probabilistic processes, can be separated into two main categories:

discrete and continuous. Discrete processes contain a number of quantised states, xi, with each state

x having probability p = p(xi). Continuous processes do not have quantised states, instead they vary

continuously over the entire observable range with some probability density f (x) of measuring an event

x. Here f (x) represents the density function of continuous process that is either taken from theoretical

models or tabulated data from experimental observations. For each process, a cumulative distribution

13
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function F(x) represents the probability of finding the process of interest in state x, where:

F(x) =
∑

xi

p(xi), xi ≤ x (Discrete), (2.1)

F(x) =

∫ x

−∞

f (x)dx, (Continuous). (2.2)

Inversion of these distribution functions enables the state of either type of probabilistic process to be

sampled using randomly sampled values from a uniformly distributed pseudo-random number generator

bound over a range of 0 to 1. For given a random number r, the state of the x can be sampled via:

F−1(r) = x, (2.3)

where F−1(r) is the inverse distribution function of the process. Given enough trials (Ω), the shape of the

distribution of sampled states will converge to the distribution function F(x), i.e.:

F(x) =

∫
Ω

F−1(r)dr. (2.4)

2.1.2 Radiation Transport Modelling: Ray-Traced Random Walks

The complexity of the radiation interaction within an environment is dependent on a large number of

different factors, all of which are typically probabilistic in nature. A few of the more obvious factors

include;

• particle type,

• particle energy,

• orientation, material composition and geometry of objects within the defined environment,

• external electromagnetic fields.

Construction of a single transport equation for a given particle type that includes the variable com-

ponents listed above is nontrivial [56]. It is more straight-forward to solve the transport of a particle

through the uses of small steps (discrete or random) where at each step location the state of the particle

within the defined environment is determined [12, 13, 87]. At the location of each step the particle type,

momentum and charge is used in combination with the composition, shape and density of the intersecting

materials along the path, since its last interaction, to construct a “decision tree” [13]. This decision tree is

constructed from a sequence of branching operations that represents the possible outcomes of the particle’s

interaction at that step location [28]. The sampled outcome of this decision tree is then used to update the

state of the particle and its surrounding environment. Subsequently, a new step is sampled at a distance

along the ray corresponding to the updated particle’s net momentum vector [56]. This process continues

until either the particle’s momentum reaches zero, or it leaves the defined volume [87]. This “ray-traced
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random walk” implementation of the Monte Carlo method is the foundation of the Geant4 Monte Carlo

radiation transport modelling toolkit [1].

2.2 Geant4: A Toolkit for Simulating the Passage of Particles

Through Matter

Geant4, a toolkit for simulating the passage of particles through matter, is the result of a world wide

collaboration of over 100 scientists and software engineers spanning the last 20 years [1, 3]. The original

project proposed to the CERN Detector Research and Development Committee (DRDC), RD44, was the

outcome of two combined studies from CERN and KEK to explore how modern computing technology

could improve Geant3 [23]. To achieve the development philosophy outlined in RD44, “the simulation of

any physics process at any energy can be easily plugged into Geant by any user”, Geant4 was developed

utilising the C++ programing language and an object oriented design [23].

Since the development of the original implementation of Geant4, a total of nine additional versions

have been released. With each release the core tracking, geometry and hits collection architecture has

been incrementally improved and optimised. At the same time new particle types and physics models,

including electromagnetic, hadronic and optical processes, spanning energies of a few eV to hundreds of

TeV have been added to increase the functionality of Geant4 [94]. The main advantage which Geant4

possesses over other Monte Carlo radiation transport modelling programs/toolkits is the sheer number

of particle types and physics models offered. With these additional models Geant4 has expanded its

applicability from its original focus of particle and nuclear physics experiments to include: hadron therapy

[22, 77], imaging science [36, 48], radiobiology [16, 43], space science [31, 78], synchrotron science

[59, 88] and nuclear medicine [11, 37].

2.3 Photon, Electron and Positron Physics Models of Geant4

In this thesis all Geant4 applications were developed either utilising the G4EmStandardPhysics_option4

physics constructor (G4EMSP04), or a custom Livermore physics constructor that, was for all intents and

purposes, identical to G4EMSP04 before its release [94]. Of the available Geant4 physics constructors

[95], G4EMSP04 was developed by the electromagnetic and low energy electromagnetic physics working

groups from the most accurate electromagnetic physics models contained within Geant4 [95]. Specific

care was taken when developing this physics constructor to utilises models that factor in atomic shell

structure effects which have a significant impact on particle transport at energies below 10 MeV [94].

Table 2.1 contains a list of all of the kinematic photon, electron and positron physics processes and

their respective model classes that G4EMSP04 employs below 10 MeV. These models sample their

interaction cross-sections from a combination of experimental and theoretical databases [6, 20, 71, 72, 94].

The total energy dependent cross-section for a given particle, over a possible elemental range from Z = 1
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Photon
Compton scattering G4LowEPComptonModel
Rayleigh scattering G4LivermoreRayleighModel
Photoelectric absorption G4LivermorePhotoElectricModel
Gamma conversion G4PenelopeGammaConversionModel

Electron and Positron
Single / Multiple G4UrbanMscModel
Elastic Scattering
Bremsstrahlung G4SeltzerBergerModel
Electron-Positron G4eplusAnnihilation
Annihilation

Table 2.1: Sub 10 MeV photon, electron and positron kinematic physics models of G4EMSP04 physics
constructor.

to Z = 100, is derived through combination of each physical model’s individual interaction cross-sections

[94].

The remainder of this chapter is dedicated to describing the fundamental physical interactions of

particles within these models after the random sampling of a target atom and interaction process has

occurred. Each of these derived models utilise Feynman slash notation (otherwise known as Dirac slash

notation) in natural units, i.e. c = 1 and ~ = 1, and are represented via Feynman diagrams in momentum

space with time running from bottom to top.

2.3.1 Photon Physics Models

Compton Scattering

As stated in Section 1.2, Compton scattering is the name given to the fundamental process of inelastic

scattering of a high energy photon off of an electron. The Compton scattering physics class employed in

the G4EMSP04 physics constructor, G4LowEPComptonModel, was developed as part of this thesis (see

Chapter 3). The model was developed to address the limitation present in the majority of Monte Carlo

bound atomic electron Compton scattering models: incorrect determination of the ejected direction of

Compton electrons due to the non-zero momentum of the bound atomic electron [10].

In a Monte Carlo framework, the most accurate method that currently exists to simulate the angular

distribution of Compton scattered photons is a parameterised function constructed from the product of the

Incoherent Scattering Function (ISF) [42] and Klein-Nishina distribution (KN) [32, 39, 49, 82, 94]:

dσ
dΩ

= ISF(ω, θ,Z)KN(ω, θ) (2.5)

where ω is the energy of the incident photon, θ is the scattering angle of the photon and Z is the atomic

number of the target atom.
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(a) (b)

Figure 2.1: The two lowest order single Compton scattering Feynman diagrams in momentum space.
A photon of incident energy ω strikes an electron and is absorbed. This photon is then re-emitted at a
lower energy ω′ where the net momentum change of the photon is transfered to the target electron.

The ISF function approximates an effective incoherent scattering amplitude, proportional to the

effective atomic number of the atom, of an incident photon wave packet off a given electron within an

isolated atom [42]. In its simplest form, under the assumption that ω is significantly greater than the

spectrum of possible electronic excitation energies of the target atom [79], the Waller-Hartree theory gives

the incoherent scattering function:

ISF(q,Z) =

Z∑
m=1

Z∑
n=1

〈Ψ0| exp[iq · (rm − rn)] |Ψ0〉

− | 〈Ψ0|

Z∑
m=1

exp(iq · rm) |Ψ0〉 |
2, (2.6)

where q = 2ω sin(θ/2) is the momentum transfer to an electron, Z is the atomic number, Ψ0 is the total

radially symmetric ground-state wavefunction of the target atom, and rm,n are the instantaneous positions

of the mth and nth electrons within the target atom [42, 79]. The relationship shown in Equation 2.6

evaluates the effective atomic number of the target atom seen by the incident photons for a given ω and θ.

Single Compton scattering can be represented in momentum space via the two Feynman diagrams

seen in Figure 2.1. Here, the Quantum Electrodynamic (QED) canonical quantised photon-electron

scattering cross-section can be expressed as:

σ = (2π)2 εω

|p · k|
S f Siδ(p′ + k′ − p − k)| 〈 f | M̂ |i〉 |2 (2.7)

where:
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• p and p′ are the four-momentum of the ingoing and outgoing electron of mass m,

• k and k′ are the four-momentum of the incident and outgoing photon with polarisations ε and ε′,

• ε = p0, ε′ = p′0, ω = k0 and ω′ = k′0,

• S is the generalised summation symbol indicating the integration over momenta and summation

overs spins and polarisations, and

• 〈 f | M̂ |i〉 is the transition probability amplitude for the initial (i) to final ( f ) state of the system [45].

Application of the Feynman rules of QED in momentum space to these two diagrams result in an S-matrix

(Ŝ f i), equal to the transition matrix δ(p′ + k′ − p − k) 〈 f | M̂ |i〉, of the form [45]:

Ŝ f i = δ(p′ + k′ − p − k) 〈 f | M̂ |i〉

= δ
(
p′ + k′ − p − k

) ie2m

8π2
√
εε′ωω′

u(p′)

×

[
/ε′

i( /p′ + /k′) − m
(p′ + k′)2 + m2 /ε + /ε

i(/p − /k′) − m
(p − k′)2 + m2

/ε′
]

u(p) (2.8)

where u(p) and u(p′) are the incident and outgoing field operators in momentum space, and m is the rest

mass of the electron. Conservation of momentum, i.e. the δ-function seen in Equations 2.7 and 2.8, in

combination with the fact that both particles are free in the initial and final states simplifies the expressions

for momentum transfers in Figure 2.1 to:

κ = −p · k = −p′ · k′, (2.9)

κ′ = −p · k′ = −p′ · k, (2.10)

and:

ω′

ω
=

1 − β cosα
1 + (ω/ε)(1 − cos θ) − β cosα

(2.11)

where |p| = βε, ε = γm, γ = (1 − β2)−1/2, α and α′ are the angles between the incident electron and

the incident and outgoing photon, θ is the angle between the incident and outgoing photon, and β is the

incident electron velocity in natural units. With this Equation 2.8 simplifies to:

Ŝ f i = δ
(
p′ + k′ − p − k

) ie2m

8π2
√
εε′ωω′

u(p′)

×

[
/ε

i(/p − /k′) − m
2κ′

/ε′ − /ε′
i( /p′ + /k′) − m

2κ
/ε

]
u(p). (2.12)
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As the initial and final spins states are never experimentally observed, Si is averaged over the initial spins

states and S f is summed over the final spin states and integrated over the final energy-momentum space

τ f . These spin sums are undertaken utilising the projection operators:

Λ±(p) =
1

2m
(m ± i/p) (2.13)

and the completeness relation:

Λ+(p) + Λ−(p) = 1. (2.14)

Combining Equations 2.7 and 2.12 gives:

σ =

(
e2

4π

)2 1
2κε′ω′

∫
dτ f δ

(
p′ + k′ − p − k

)
X (2.15)

where:

X =
∑
spins

∣∣∣∣∣∣u(p′)
[
/ε′

i(/p − /k′) − m
2κ

/ε − /ε′
i(/p + /k) − m

2κ′
/ε

]
u(p)

∣∣∣∣∣∣2 ,
=

m2

4
Tr

( [
1
κ
/ε′

(
i/p + i/k − m

)
/ε −

1
κ′
/ε
(
i/p − i /k′ − m

)
/ε′
]
Λ_(p)

×

[
1
κ
/ε
(
i/p + i/k − m

)
/ε′ −

1
κ′
/ε′

(
i/p − i /k′ − m

)
/ε

]
Λ_(p′)

)
. (2.16)

After expansion and simplification this trace can be written:

X =
m2

κ2 A +
m2

κ′2
B −

m2

κκ′
(C + D) (2.17)

where:

A =
1
4

Tr
[
ε′ (ip − m + ik) εΛ_(p)ε (ip − m + ik) ε′Λ_(p′)

]
, (2.18)

B =
1
4

Tr
[
ε
(
ip − m − ik′

)
ε′Λ_(p)ε′

(
ip − m − ik′

)
εΛ_(p′)

]
, (2.19)

C =
1
4

Tr
[
ε′ (ip − m + ik) εΛ_(p)ε′

(
ip − m − ik′

)
εΛ_(p′)

]
, (2.20)

D =
1
4

Tr
[
ε
(
ip − m − ik′

)
ε′Λ_(p)ε (ip − m + ik) ε′Λ_(p′)

]
. (2.21)

Equations 2.18 through 2.21 can be evaluated through the repeated application of the identity [34, 45]:

Tr(/a1 · · · /an) =a1 · a2Tr(/a3 · · · /an) − a1 · a3Tr(/a2/a4 · · · /an)

+ · · · + a1 · anTr(/a2 · · · /an−1) (2.22)
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and then substituted into Equation 2.17 to yield [45]:

X =
1
2

(
κ

κ′
+
κ′

κ

)
− 1 + 2(ε · ε′)2 +

[
(ε · p)2 (ε′ · p′)2

κ2 +
(ε′ · p)2 (ε · p′)2

κ′2

]
(2.23)

+ 4
[(
ε · pε′ · p

κ
−
ε · p′ε′ · p

κ′

)
ε · ε′ −

ε · pε · p′ε′ · pε′ · p′

κκ′

]
.

With the trace above, it is now possible to evaluate Equation 2.15 for the relativistic cross-section per unit

solid angle of a photon scattering off of an electron into the differential angle between θ and θ + dθ, and φ

and φ + dφ. To achieve this let:

dτ f = d3 p′d3k′ = d3 p′ω
′2dω′dΩ (2.24)

such that Equation 2.15 becomes:

dσ
dΩ

=

(
e2

4π

)2 1
2κε′ω′

∫
d3 p′ω

′2dω′δ
(
p′ + k′ − p − k

)
X, (2.25)

dσ
dΩ

=

(
e2

4π

)2 1
2κε′ω′

∫
ω
′2dω′δ

(
ε′ + ω′ − ε − ω

)
X, (2.26)

where the integration over d3 p′ results in the replacement of p′ with p + k − k′ due to the δ-function over

the system’s three momenta. Application of the identity [34]:

∫
dxδ( f (x))g(x) =

∑ g(x)∣∣∣∣ d f
dx

∣∣∣∣
∣∣∣∣∣∣
zero of f (x)

(2.27)

to the integral over ω′ further simplifies Equation 2.26 to:

dσ
dΩ

=

(
e2

4π

)2 1
2κε′ω′

ω
′2 dω′

d(ω′ + ε′)
X (2.28)

where f (x) = ε′ + ω′ − ε − ω and g(x) = ω
′2X. Here ω′ is regarded as a function of θ, φ, and the initial

system state, enabling the derivative to be treated as constant [45]. Starting with:

ε′2 = m2 + (p + k − k′)2

= ε2 + ω2 + ω′2 + 2βωε cosα − 2βεω′ cosα′ − 2ωω′ cos θ, (2.29)

the inverse of the derivative on the right side of Equation 2.28 can be determined through the use of

Equation 2.11 and the relationship cosα′ = cosα cos θ + sinα sin θ cos φ, which expresses α′ in terms of

α, θ and φ [45], such that:

d(ω′ + ε′)
dω′

= 1 +
ω′ − βε cosα′ − ω cos θ

ε′
=

εω

ε′ω′
(1 − β cosα) . (2.30)



2.3 Photon, Electron and Positron PhysicsModels of Geant4 21

Substitution of Equation 2.30 into Equation 2.28 yields the relativistic form of the differential cross-section

per unit solid angle for Compton scattering:

dσ
dΩ

=
1

2ε2

(
e2

4π

)2 (
ω′

ω

)2 X
(1 − β cosα)2

=

(
ω′

ω

)2 r2
0X

2γ2(1 − β cosα)2 (2.31)

where r0 = e2/(4πm) is the classic electron radius. This equation can be further simplified into the

Klein-Nishina cross-section, the differential cross-section per unit solid angle for Compton scattering off

an electron at rest, when the momentum of the incident electron is set to zero, i.e. p = (m, 0, 0, 0):

dσ
dΩ

=
r 2

0

4

(
ω′

ω

)2 (
ω

ω′
+
ω′

ω
− 2 + 4(ε · ε′)2

)
(2.32)

where now β = 0, γ = 1, k = mω, k′ = mω′ and Equation 2.11 reduces to:

ω′

ω
=

1
1 + (ω/m)(1 − cos θ)

. (2.33)

Rayleigh Scattering

Rayleigh scattering, or electron resonance scattering, is the elastic scattering process of photons off bound

atomic electrons described in the Feynman momentum space diagrams seen in Figure 2.2 [26, 45]. The

G4EMSP04 Rayleigh scattering model, G4LivermoreRayleighModel [94], follows the approach of Cullen

[19] that samples the angular distribution of Rayleigh scattered photons from a parameterised function

consisting of the production of the square of the Atomic Form Factor (AFF) and differential Thomson

cross-section per electron (DTC) [41, 94]:

dσ
dΩ

= AFF2(ω, θ,Z)DTC(θ) (2.34)

where ω is the energy of the incident photon, θ is the scattering angle of the photon and Z is the atomic

number of the target atom.

The AFF2 term approximates an effective coherent scattering amplitude, proportional to the atomic

number of the atom, of an incident photon wave packet off an isolated atom as a whole [42]. The AFF is

given by:

AFF(q,Z) =

Z∑
n=1

〈Ψ0| exp[iq · rn] |Ψ0〉 (2.35)

where q = 2ω sin(θ/2) is the momentum transfer vector and Ψ0 is the total radially symmetric ground-state

wavefunction of the target atom and rn is the radius vector from the nucleus to the nth electron [42].
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(a) (b)

Figure 2.2: The two lowest order single Rayleigh scattering Feynman diagrams in momentum space. A
photon of incident energy ω is absorbed by a bound atomic electron, represented by two solid parallel
lines, exciting it to a higher discrete level or the continuum. The electron then transitions back to its
original state, emitting a photon of the same energy ω.

Thomson scattering is the non-relativistic limit of Compton scattering where the energy of the incident

photon is considered small, ω � m [45]. In this elastic scattering system ω′ = ω, which simplifies

Equation 2.32 to:

dσ
dΩ

= r 2
0 |ε · ε

′|2 (2.36)

where ε and ε′ are the incident and outgoing photon polarisations, and r0 = e2/(4πm) is the classical

electron radius. In the unpolarised case, Equation 2.36 simplifies to the more commonly known version

for the DTC [26, 45]:

dσ
dΩ

= r 2
0

1 + cos2 θ

2
. (2.37)

Photoelectric Absorption

Photoelectric absorption is the total absorption process of a photon by a bound atomic electron [25]. The

momentum of this photon-electron interaction is conserved through the emission of the target electron, or

photo-electron, and the recoil of the residual atom [26]. This interaction process is only possible if the

incident photon energy ω is greater than the binding energy of the target electron EB [25]. G4EMSP04’s

photoelectric absorption model, G4LivermorePhotoElectricModel, utilises a parameterised version of the

Sauter-Gavrila K-Shell distribution [29], which is simplified to zero order in αZ [94], to sample the polar

ejection angle. Here α is the fine structure constant and Z is the atomic number of the target atom.
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Figure 2.3: The lowest order Photoelectric absorption Feynman diagram in momentum space. A photon
of incident energy ω is absorbed by a bound atomic electron, represented by two solid parallel lines,
exciting it to the continuum.

Photoelectric absorption can be represented in momentum space via the Feynman diagram seen in

Figure 2.3. The Sauter-Gavrila total relativistic K-shell differential cross-section for a hydrogen-like ion

of atomic number Z, in the Born approximation and correct to first order in αZ, may be expressed as the

sum of the two K-shell electrons and two possible spin directions of the final state photo-electron [29]:

dσ
dΩ

=
(2π)2α

κ

∑
σ1,σ2

|Ti→ f |
2 (2.38)

where the transition matrix (Ti→ f ) is given by:

Ti→ f =

∫
u2(p)sssu1(p − κκκ)d3 p (2.39)

for a photon of incident momentum κκκ, energy κ and polarisation s (where κκκ · s = 0, s2 = 1 and sss is the

four-component quantity (s, 0)), and a K-shell electron of:

• ground-state spinor wavefunction u1(p) with energy m(1 − α2Z2)
1
2 (m to first order), and

• final-state spinor wavefunction u2(p) of energy E, velocity β and asymptotic momentum k inside

the solid angle dΩ.

Here, the electron’s initial and final states, to first order in αZ, are related by:

E = m + κ, (2.40)

E =
m

(1 − β2)
1
2

, (2.41)
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k = Eβ, k2 + m2 = E2, k2 − κ2 = 2mκ, k2 + κ2 = 2Eκ. (2.42)

In the Born approximation to first order of αZ the ground-state spinor can be written as:

u1(p) =
1

(4π)
1
2

[
G(p) + iF(p)γ0γγγ ·

p
p

]
χ1 (2.43)

where γ0 and γγγ = (γ1, γ2, γ3) are gamma matrices in the Dirac representation, and χ1 is one of the constant

spinors (1, 0, 0, 0) or (0, 1, 0, 0) according to the ground-state’s magnetic quantum number of ±1/2 [29].

The functions G(p) and F(p) can be expressed in the following forms:

G(p) =

(
32(αZm)5

π

) 1
2 (

1 +
παZ
8m

p
) 1

(p2 + (αZm)2)2 , (2.44)

F(p) =

(
8(αZm)5

π

) 1
2 p

m
1

(p2 + (αZm)2)2 , (2.45)

accurate to first order in αZ [14, 29]. Substitution of these two functions into Equation 2.43 simplifies to:

u(p) = N1

[
1

(p2 + (αZm)2)2χ1 +
αZ
2π2φ(p)χ1 +

i
2m

1
(p2 + (αZm)2)2γ0γγγ · pχ1

]
, (2.46)

where:

N1 =
1
π

(8(αZm)5)
1
2 and φ(p) =

π3

4
p
m

1
(p2 + (αZm)2)2 . (2.47)

The final-state spinor wavefunction u2(p), which satisfies the Dirac equation in momentum space, can be

written:

u2(p)(ippp + m) = ie
∫

u2(p)AAA(q − p)d3q (2.48)

where ppp is the four-component quantity (p, E) and AAA is the potential four-vector (0, iA0). Application of

the Born approximation to this continuous spinor, i.e. the outgoing electron wavefunction, results in the

second-order expression [29]:

u2 = N∗2χ2(k)
[
δ(p − k) − ieAAA(k − p)

ippp − m
p2 − k2 − iε

+ (ie)2
∫

AAA(k − q)

×
iqqq − m

q2 − k2 − iε
AAA(q − p)d3q

ippp − m
p2 − k2 − iε

]
(2.49)

where χ2(k) is the momentum space spinor for a free electron of momentum k and a certain spin direction,

qqq is the four-component quantity (q, iE) and ε is a real positive infinitesimal quantity introduced to avoid

the poles during integration. N2 has been introduced due to the change in normalisation from k scale to

that of energy and solid angle, and its magnitude is independent of the existence of the external field, such

that:
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|N2|
2 = kE (2.50)

where k and E are related in Equation 2.42 . Now let the Columb potential in Equation 2.49 be replaced

with a screened potential, i.e.:

eA0(q) = −
αZ
2π2

1
q2 + µ2 (2.51)

such that the final-state spinor may be written in the form:

u2 = N∗2χ2(k)
[
δ(p − k) −

αZ
2π2

γ0

[(p − k)2 + µ2]
ippp − m

(p2 − k2 − iε)
+

(
αZ
2π2

)2

×

∫
γ0

[(q − k)2 + µ2]
iqqq − m

(q2 − k2 − iε)
γ0

[(q − p)2 + µ2]
d3q

ippp − m
(p2 − k2 − iε)

]
(2.52)

where µ is the magnetic permeability constant [29]. With Equations 2.47 and 2.52, and after simplification,

the transition matrix Ti→ f can be split into four terms:

Ti→ f = T0 i→ f + T1 i→ f + T2 i→ f + T3 i→ f (2.53)

where:

T0 i→ f = N1N∗2
χ2sss

[(k − κκκ)2 + (αZm)2]2

[
1 +

i
2m

(k − κκκ)γ0γγγ +
αZ
2π2φ(|k − κκκ|)

]
χ1, (2.54)

T1 i→ f = −
αZ
2π2 N1N∗2

(
χ2γ0Isssχ1

)
, (2.55)

T2 i→ f = −
αZ
2π2 N1N∗2

i
2m

(
χ2γ0Jsssγ0γγγχ1

)
, (2.56)

T3 i→ f =

(
αZ
2π2

)2
N1N∗2

(
χ2γ0Ksssχ1

)
, (2.57)

for which:

I =

∫
ippp − m

[(p − k)2 + µ2][(p − κκκ)2 + (αZm)2]2(p2 − k2 − iε)
d3 p, (2.58)

J =

∫
ippp − m

[(p − k)2 + µ2][(p − κκκ)2 + (αZm)2]2(p2 − k2 − iε)
(p − κκκ)d3 p (2.59)

and:

K =

∫ ∫
1

[(q − k)2 + µ2]
iqqq − m

(q2 − k2 − iε)
γ0

[(q − p)2 + µ2]

×
ippp − m

(p2 − k2 − iε)
1

[(p − κκκ)2 + (αZm)2]2 d3 pd3q. (2.60)
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Evaluation of Equations 2.53 to 2.60 for the summation of T0 i→ f over all possible transitions from the

K-shell to the continuum final-state of asymptotic momentum k yields:

∑
σ1,σ2

|T0 i→ f |
2 =
|N1N2|

2

Em
1

(k − κκκ)8

Θ0 +
αZ
π2 (k − κκκ)4Re

4∑
λ=1

Θλ

 (2.61)

to first order in αZ with:

Θ0 =
1
4

Tr
[
sssγ0(iaaa + b)(illl − m)γ0(ia′a′a′ − b)sss(ikkk − m)

]
, (2.62)

Θλ =
1
4

Tr
[
Rλ(illl − m)γ0(ia′a′a′ − b)sss(ikkk − m)

]
, (2.63)

where b, the four-component quantity aaa(a, ia0) and Rλ are given by:

a =
1

2m
(k − κκκ) +

(k − κκκ)2

4m2κ
κκκ, a0 =

(k − κκκ)2

4m2κ
E − 1, (2.64)

b =
(k − κκκ)2

4mκ
, (2.65)

R1 = sssφ(|k − κκκ|), R2 = −γ0I(0)sss,

R3 = −
i

2m
γ0J(0)sssγ0γγγ, R4 = −

1
4m2κ

γ0Lγ0(ittt − m)sss. (2.66)

Here, I(0) and J(0) are Equations 2.58 and 2.59 evaluated to zero order in αZm, kkk is the momentum four-

vector (k, ik0) of a free particle in motion (k0 = (k2 + m2)
1
2 = E), lll is the momentum four-vector of a free

particle at rest (0, im), ttt denotes the four-component quantity (κκκ, iE) and a′a′a′ denotes the four-component

quantity (a,−ia0) [29]. After the laborious task of evaluating the traces of Equations 2.62 and 2.63, and

in turn evaluating Equation 2.61 (see [29]), the differential K-shell photoelectric cross-section for the

K-Shell, correct to first order in αZ, can be given in the form:

dσ
dΩ

=
4

m2α
6Z5 β3(1 − β2)3

[1 − (1 − β)
1
2 ]5

[
P

(
1 −

παZ
β

)
+ παZQ

]
(2.67)

where:

P =
sin2 θ cos2 ϕ

(1 − β cos θ)4 −
1 − (1 − β2)

1
2

2(1 − β2)
sin2 θ cos2 ϕ

(1 − β cos θ)3

+
[1 − (1 − β2)

1
2 ]2

4(1 − β2)
3
2

sin2 θ

(1 − β cos θ)3 (2.68)
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Q =
[1 − (1 − β2)

1
2 ]

1
2

2
7
2 β2(1 − β cos θ)

5
2

[
4β2

(1 − β2)
1
2

sin2 θ cos2 ϕ

1 − β cos θ
+

4β
1 − β2 cos θ cos2 ϕ

− 4
1 − (1 − β2)

1
2

1 − β2 (1 + cos2 ϕ) − β2 1 − (1 − β2)
1
2

1 − β2

sin2 θ

1 − β cos θ

+ 4β2 1 − (1 − β2)
1
2

(1 − β2)
3
2

− 4β
[1 − (1 − β2)

1
2 ]2

(1 − β2)
3
2

cos θ
]

+
1 − (1 − β2)

1
2

4β2(1 − β cos θ)2

[
β

1 − β2 −
2

1 − β2 cos θ cos2 ϕ +
1 − (1 − β2)

1
2

(1 − β2)
3
2

cos θ

− β
1 − (1 − β2)

1
2

(1 − β2)
3
2

]
(2.69)

and θ and ϕ are the polar and azimuthal photo-electron ejection angles respectively [29].

Pair Production / Gamma Conversion

Pair production, often referred to as Gamma conversion, is the conversion process of a photon of minimum

energy 1.022 MeV, within the field of a charged particle, into an electron-positron pair [26]. In this

interaction, the sum of the rest mass and kinetic energies of the electron and positron, and the kinetic

energy of the recoil charged particle/nucleus, in which the field of the interaction occurred, is equal

to the incident photon energy (i.e. conservation of energy and momentum) [38]. G4EMSP04’s pair

production model, G4PenelopeGammaConversionModel, utilises a parameterised version of the Bethe-

Heitler formula to sample the solid angle of emission and energy of the electron-positron pair, created in

the field of a nucleus, with Coulomb corrections outlined in Davies et al. [21, 94].

Pair production in an external field, i.e. the field of an atomic nucleus, can be represented in momentum

space via the Feynman diagram shown in Figure 2.4. Here, the canonically quantised pair production

cross-section can be expressed as:

σ = (2π)2S f Siδ(ε+ + ε− − ω)| 〈 f | M̂ |i〉 |2 (2.70)

where:

• p− and p+ are the four-momentum of the outgoing electron and positron of mass m and velocities

β− and β+,

• k is the four-momentum of the incident photon with polarisation ε,

• ε+ = p 0
+ , ε− = p 0

− and ω = k0,

• S is the generalised summation symbol indicating the integration over momenta and summation

overs spins and polarisations, and

• 〈 f | M̂ |i〉 is the transition probability amplitude for the initial (i) to final ( f ) state of the system [45].
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(a)

(b)

Figure 2.4: The two lowest order external field pair production Feynman diagrams in momentum space.
A photon of incident energy ω undergoes conversion into an electron-positron pair of momentum p−
and p+ within an external field (denoted by the cross in each image).

Application of the Feynman rules of QED in momentum space to the two diagrams seen in Figure 2.4

result in an S-matrix (Ŝ f i), equal to the transition matrix δ(ε+ + ε− − ω) 〈 f | M̂ |i〉, of the form in [45]:

Ŝ f i = δ(ε+ + ε− − ω) 〈 f | M̂ |i〉

=
ie2

(2π)2

m
√
ε+ε−2ω

∫
u(p−)

[
/ε

i(/p− − /k) − m

(p− − k)2 + m2 /n + /n
i(/k − /p+

) − m

(k − p+)2 + m2 /ε

]
× u(p+)φ(q)δ(p+ + p− + q − k)d3q (2.71)

where u(p−) and u(p+) are the electron and positron field operators in momentum space, and n is a

time-like unit vector (i.e. n2 = −1). Here, the external field φ(q) is the Coulomb field of a nucleus of
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charge Z:

φ(q) =
Ze

(2π)
3
2

1
|q|2

(2.72)

in the first Born approximation, i.e. the lowest order of αZ, where q = k− p+ − p− [7, 45]. Substitution of

Equation 2.72 into Equation 2.71 and its integration after simplification via the momentum delta function

δ(p+ + p− + q − k), in combination with the identity α = e2/(4π), yields:

Ŝ f i = iα

√
αZ2

(2π)2 δ(ε+ + ε− − ω)
m

√
ε+ε−ω

1
|q|2

u(p−)
[
/ε

i(/p− − /k) − m
2p− · k

/n

+ /n
i(/k − /p+

) − m
2p+ · k

/ε

]
u(p+). (2.73)

Substitution of this result into Equation 2.70 after summation over the positron spin states (Si), summation

over the electron spin states (S f ), and integrating over the final energy-momentum space τ f gives:

σ = (2π)2αZ2

4π4 r 2
0

∫
m4

ε+ε−ω

1
|q|4

1
(2m)2 dτ f δ(ε+ + ε− − ω)X. (2.74)

Here, the trace X results from the summation over the electron and positron spin directions and can be

written:

X = (2m)2Tr[QΛ+(p+)QΛ−(p−)] (2.75)

where:

Q(p−, p+) = /ε
i(/p− − /k) − m
−2p− · k

/n + /n
i(/k − /p+

) − m
−2p+ · k

/ε (2.76)

and:

Λ±(p) =
1

2m
(m ± i/p). (2.77)

Evaluation of this trace can be simplified through the application of the special gauge ε0 = 0 and, after

some working, see [7, 38, 45], becomes:

X = −2
[ (

p− · ε
p− · k

)2

(4ε2
+ − q2) +

(
p+ · ε

p+ · k

)2

(4ε2
− − q2) + 2

p− · εp+ · ε

p− · kp+ · k

× (4ε+ε− + q2) +

(
2 −

q2

p− · kp+ · k
+

p+ · k
p− · k

+
p− · k
p+ · k

) ]
. (2.78)

With the trace above, it is now possible to evaluate Equation 2.70 for the differential cross-section for pair

production by a linear polarised photon in the Coulomb field of a nucleus of charge Z for the emission of

the electron into the solid angle dΩ− and positron into the solid angle dΩ+. To achieve this let:

dτ f = d3 p+d3 p− = |p+|ε+dε+dΩ+|p−|ε−dε−dΩ− (2.79)

such that Equation 2.70 becomes:

dσ = −
αZ2

(2π)2 r 2
0

∫
m2

|q|4
|p+||p−|
ω

XdΩ+dΩ−dε+dε−δ(ε+ + ε− − ω) (2.80)
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where |p+| = β+ε+ and |p−| = β−ε−. Application of Equation 2.27 to the integral over ε− simplifies

Equation 2.80 to:

dσ = −
αZ2

(2π)2 r 2
0

m2

|q|4
|p+||p−|
ω

XdΩ+dΩ−dε+ (2.81)

such that the substitution of Equation 2.78 yields the compact form of the Bethe-Heitler formula [7]:

dσ = −
αZ2

(2π)2 r 2
0

m2

|q|2
|p+||p−|
ω

2
[ (

2ε+
p− · ε
p− · k

+ 2ε−
p+ · ε

p+ · k

)2

− q2
(

p− · ε
p− · k

−
p+ · ε

p+ · k

)2

+

(
2 −

q2

p− · kp+ · k
+

p+ · k
p− · k

+
p− · k
p+ · k

) ]
dΩ+dΩ−dε+. (2.82)

2.3.2 Electron and Positron Physics Models

Single / Multiple Elastic Scattering

Elastic electron and positron scattering by an atom occurs, primarily, due to the electrostatic interaction of

the screened nuclear Coulomb field with the deflected particle [26, 58]. The G4EMSP04 single/multiple

electron/positron scattering model, G4UrbanMscModel [94], utilises Lewis’ condensed approach based

on the integro-differential diffusion equation for multiple scattering in a homogeneous medium [53, 102].

In Urban’s adaption of Lewis’ framework, the multiple scattering process can be completely described

by the transport mean free paths (λk):

1
λk

= 2πna

∫ 1

−1
[1 − Pk(cos θ)]

dσ
dΩ

d(cos θ) (2.83)

where dσ/dΩ is the differential scattering cross-section, Pk is the k-th Legendre polynomial, na is the

number of atoms per volume and λk are functions of particle energy in a given material. Here, the mean

property of multiple scattering depends only on the first and second moments of the mean free paths [102].

From Equation 2.83, the mean free value of the geometric path length z, in the first moment λ1, is given

by:

〈z〉 = λ1

[
1 − exp

(
−

t
λ1

)]
(2.84)

where t is the true path length determined by the particle type, energy, and interaction process [53]. At the

end of the true path length step t, the mean value of the scattering angle θ of the particle can be given, in

terms of cos θ, by:

〈cos θ〉 = exp
(
−

t
λ1

)
(2.85)

with variance of:

σ 2
var =

〈
cos2 θ

〉
−

〈
cos θ

〉2
=

1 + 2 exp(−2κτ)
3

− exp(−2τ) (2.86)
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Figure 2.5: The lowest order external field elastic electron/positron scattering Feynman diagram in
momentum space.

where τ = t/λ1, κ = λ1/λ2 and λ2 is the second moment of the transport mean free paths [33, 102].

Additionally, if the initial particle direction is parallel to the z axis, the square of the mean lateral

displacement is given by:

〈
x2 + y2

〉
=

4λ 2
1

3

[
τ −

κ + 1
κ

+
κ

κ − 1
exp(−τ) −

1
κ(κ − 1)

exp(−κτ)
]

(2.87)

with the correlation strength between the final lateral position and particle direction for the true path

length step t:

〈
xvx + yvy

〉
=

2λ1

3

[
1 −

κ

κ − 1
exp(−τ) +

1
κ(κ − 1)

exp(−κτ)
]

(2.88)

where vx and vy are the x − y components of the directional unit vector [102]. In the case of the elastic

scattering of electrons and positrons in Geant4, the differential scattering cross-section, dσ/dΩ, seen

in Equation 2.83, is the screened Rutherford differential cross-section in the first Born approximation

[54, 55, 102].

Elastic electron scattering in an external field, i.e. the field of an atomic nucleus, can be represented

in momentum space via the Feynman diagram seen in Figure 2.5. Here, the canonical quantised elastic

electron scattering cross-section can be expressed as:

σ = (2π)2 1
β

S f Siδ(ε′ − ε)| 〈 f | M̂ |i〉 |2 (2.89)

where:

• p and p′ are the four-momentum of the incoming and outgoing electron of mass m and velocity β,

• ε = p0 and ε′ = p′0,
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• S is the generalised summation symbol indicating the integration over momenta and summation

overs spins and polarisations, and

• 〈 f | M̂ |i〉 is the transition probability amplitude for the initial (i) to final ( f ) state of the system [45].

Application of the Feynman rules of QED in momentum space to the diagram seen in Figure 2.5 results in

a S-matrix (Ŝ f i), equal to the transition matrix δ(ε′ − ε) 〈 f | M̂ |i〉, of the form [45]:

Ŝ f i = δ(ε′ − ε) 〈 f | M̂ |i〉

= δ(ε′ − ε)
e
√

2π

√
m2

ε′ε

∫
u(p′)φ(q)u(p)δ(p′ − p − q)d4q (2.90)

where u(p) and u(p′) are the incoming and outgoing electron field operators in momentum space. In

Urban’s adaption of Lewis’ framework for electrons and positrons, the external field ϕµ(x) is the screened

Coulomb field of a nucleus of charge Z:

ϕµ(x) = nµ
Ze
4πr

exp(−λr) =
nµ

(2π)
3
2

∫
φ(q)δ(q0) exp(iq · x)d4q, (2.91)

where λ = mαZ1/3, α is the fine structure constant, n is a time-like unit vector (i.e. n2 = −1), and [54, 55]:

φ(q) =
Ze

(2π)
3
2
[
λ2 + |q|2

] . (2.92)

Substitution of φ(q) into Equation 2.90 and integration, after simplification via the momentum delta

function δ(p′ − p − q), yields [34]:

Ŝ f i = δ(ε′ − ε)
Ze2

(2π)2

m
√
ε′ε

1
λ2 + |p′ − p|2

u(p′)/nu(p). (2.93)

Insertion of this expression into Equation 2.83 in combination with the summation over the incoming (Si)

and outgoing (S f ) electron spin states, and integrating over the final energy-momentum space τ f gives1:

dσ =
Z2e4

4π2

m2

β

∫
1

√
ε′ε(|p′ − p|2 + λ2)2

|u(p′)/nu(p)|2δ(ε′ − ε)dτ f . (2.94)

With this result it is now possible to begin evaluating the relativistic electron elastic scattering differential

cross-section of an electron into the differential solid angle dΩ. In such a system the electron spins are not

observed, thus we sum over the final state spins such that:

1
2

∑
Spins

|u(p′)/nu(p)|2 = −2(nΛ_(p)nΛ_(p′))

=
1

2m
(2(n · p)2 + p · p′ + m2)

= γ2
(
1 − β2 sin2 θ

2

)
(2.95)

1At this point it is possible to switch to the calculation of the elastic scattering of positrons from a screened Coulomb
potential by replacing |u(p′)/nu(p)| with |v(p)/nv(p′)| where v(p′) and v(p) are the incoming and outgoing positron field operators
in momentum space [45].
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where θ is the scattering angle of the electron [45]. Additionally, for an electron scattered elastically at

angle θ [34]:

|p′ − p| = 2|p| sin
θ

2
. (2.96)

Now let:

dτ f = d3 p′ = |p′|ε′dε′dΩ (2.97)

and substitute Equations 2.95 and 2.96 into Equation 2.94 to give:

dσ
dΩ

=
Z2e4

4π2

m2

β

∫ 2γ2
(
1 − β2 sin2 θ

2

)
((

2|p| sin θ
2

)2
+ λ2

)2

|p′|ε′
√
ε′ε

dε′δ(ε′ − ε)

=
Z2e4

4π2

m2β′

β

∫ 2γ2
(
1 − β2 sin2 θ

2

)
((

2βε sin θ
2

)2
+ λ2

)2

ε′2
√
ε′ε

dε′δ(ε′ − ε) (2.98)

where |p′| = β′ε′ and |p| = βε. After application of the identity in Equation 2.27, in combination with the

fact that for an elastically scattered electron |p| = |p′|, β = β′, ε = ε′ and ε = γm, the screened Rutherford

scattering cross-section in the first Born approximation may be written:

dσ
dΩ

=
Z2e4

2π2

ε3
(
1 − β2 sin2 θ

2

)
(
4β2ε2 sin2 θ

2 + λ2
)2 . (2.99)

Bremsstrahlung Radiation

Bremsstrahlung radiation, or braking radiation, is the name given to the physical phenomenon of the

emission of a low energy photon during acceleration/deflection of a charged particle by another charged

particle or nucleus [38, 45]. G4EMSP04’s Bremsstrahlung model, G4SeltzerBergerModel, utilises two

different approaches to sample the single differential cross-section for the photon energy (dσ/dk) and

double differential cross-section for the emission direction relative to the incident momentum of the

electron/positron (dσ/[dkdΩ]) [94]. The single differential cross-section is constructed from the sum of

the contribution of Bremsstrahlung produced in the field of the atomic nucleus (dσn/dk) and field of the

Z atomic electrons (dσe/dk):

dσ
dk

=
dσn

dk
+ Z

dσe

dk
(2.100)

where dσn/dk and dσe/dk are constructed from interpolation of the published tables of Pratt et al.

[76] and Seltzer et al. [84]. For the double differential cross-section, a parameterised version of the

double differential cross-section reported by Tsai is utilised [97, 98]. All of the atomic nucleus and
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(a) (b)

(c) (d)

Figure 2.6: The four lowest order momentum space Bremsstrahlung electron-electron collision Feynman
diagrams. Two electrons of incident momentum p1 and p2 scatter off one another resulting in the emission
of a photon of energy ω.

atomic electron single/double differential Bremsstrahlung cross-sections have been developed from the

fundamental framework of Bethe and Heitler [7, 38, 83, 84, 97, 98, 99].

Bremsstrahlung emission from electron-electron collisions, i.e. electron atomic-electron scattering,

can be represented in momentum space via the Feynman diagrams seen in Figure 2.6. Here, the electron-

electron Bremsstrahlung cross-section can be expressed as:

σ = (2π)2 ε1ε2√
(p1 · p2)2 − m4

δ(p′1 + p′2 + k − p1 − p2)| 〈 f | M̂ |i〉 |2 (2.101)

where:
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• p1 and p′1 are the four-momentum of the first incoming and outgoing electron of mass m and

velocity β1,

• p2 and p′2 are the four-momentum of the second incoming and outgoing electron of mass m and

velocity β2,

• k is the outgoing four-momentum of the Bremsstrahlung photon of polarisation ε and energy ω = k0,

• ε1 = p 0
1 , ε′1 = p′ 0

1 , ε2 = p 0
2 and ε′2 = p′ 0

2 ,

• S is the generalised summation symbol indicating the integration over momenta and summation

overs spins and polarisations, and

• 〈 f | M̂ |i〉 is the transition probability amplitude for the initial (i) to final ( f ) state of the system [45].

Application of the Feynman rules of QED in momentum space to the diagrams seen in Figure 2.6 result in

a S-matrix (Ŝ f i), equal to the transition matrix δ(ε′ − ε) 〈 f | M̂ |i〉, of the form2 [45]:

Ŝ f i = δ(p′1 + p′2 + k − p1 − p2) 〈 f | M̂ |i〉

= δ(p′1 + p′2 + k − p1 − p2)
e3

(2π)
7
2

m2√
2ωε1ε

′
1ε2ε

′
2

×

[
u(p′2)γµu(p2)

1
(p′2 − p2)2 u(p1)Cµ(p′1, p1)u(p1)

− u(p′1)γµu(p2)
1

(p′1 − p2)2 u(p′2)Cµ(p′2, p1)u(p1)

− u(p′2)γµu(p1)
1

(p′2 − p1)2 u(p′1)Cµ(p′1, p2)u(p2)

+ u(p′1)γµu(p1)
1

(p′1 − p1)2 u(p′2)Cµ(p′2, p2)u(p2)
]

(2.102)

where:

Cµ(p′, p) = γµ
i(/p + /k) − m

(p + k)2 + m2 /ε + /ε
i(/p′ − /k) − m

(p′ − k)2 + m2γ
µ (2.103)

and γµ is a set of 4 by 4 gamma matrices [45]. Substitution of Equation 2.102 into Equation 2.101,

summation over final spin and polarisation states, and averaging over initial spin and polarisation states

yields:

dσ =
αr 2

0

(2π)2

β′1ε
′
1ωdω

ε′2

√
(p1 · p2)2 − m4

dε′1
d(ε′1 + ε′2 + ω)

XdΩ′1dΩk (2.104)

where integration over the delta function of momentum and energy eliminated p′2 and replaced d3 p′1 =

β′1ε
′2
1 dΩ′1 with:

2At this point it is possible to switch to the calculation of the Bremsstrahlung cross-section for positron-electron collisions
by replacing p2 → −p′+ and p′2 → −p+.
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β′1ε
′2
1 dΩ′1

dε′1
d(ε′1 + ε′2 + ω)

(2.105)

and:

X =

[
x(p′1 p1, p′1 p1)

[(p′1 − p1)2]2 +
x(p′2 p2, p′1 p1)

(p′2 − p2)2(p′1 − p1)2 −
x(p′1 p2, p′1 p1)

(p′1 − p2)2(p′1 − p1)2

−
x(p′2 p1, p′1 p1)

(p′2 − p1)2(p′1 − p′1)2 + (p1 ↔ p2)
]

+ (p′1 ↔ p′2). (2.106)

Here:

x(p′1 p1, p′1 p1) = Tr
[
γµΛ_(p1)γνΛ_(p′1)

]
× Tr

[
Cµ(p′2, p2)Λ_(p2)Cν(p′2, p2)Λ_(p′2)

]
,

x(p′2 p2, p′1 p1) = Tr
[
γµΛ_(p2)Cν(p′2, p2)Λ_(p′2)

]
× Tr

[
Cµ(p′1, p1)Λ_(p1)γνΛ_(p′1)

]
,

x(p′1 p2, p′1 p1) = Tr
[
γµΛ_(p2)Cν(p′2, p2)Λ_(p′2)Cµ(p′2, p1)Λ_(p1)γνΛ(p′1)

]
,

x(p′2 p1, p′1 p1) = Tr
[
γµΛ_(p′2)Cν(p2, p′2)Λ_(p2)Cµ(p2, p′1)Λ_(p′1)γνΛ(p1)

]
(2.107)

where the bar indicates that the gamma matrices in that expression are to be written in reverse order,

Λ_(p) = (m − i/p)/2m, and (p ↔ q) means the previous expression with p and q interchanged [45].

Evaluation of the general form of this dimensionless trace X, i.e. Equation 2.106, was first successfully

achieved by Votruba [106]. This is a lengthy task and will not be repeated in this thesis.

Bremsstrahlung produced in the field of the atomic nucleus can be represented in momentum space

via the Feynman diagrams seen in Figure 2.7. Here, the canonical quantised Bremsstrahlung cross-section

in the field of the atomic nucleus can be expressed as:

σ =
(2π)2

β
S f Siδ(ε′ + ω − ε)| 〈 f | M̂ |i〉 |2 (2.108)

where:

• p and p′ are the four-momentum of the incoming and outgoing electron of mass m and velocity β,

• k is the outgoing four-momentum of the Bremsstrahlung photon of polarisation ε and energy ω = k0,

• ε = p0 and ε′ = p′0

• S is the generalised summation symbol indicating the integration over momenta and summation

overs spins and polarisations, and
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(a) (b)

Figure 2.7: The two lowest order momentum space Feynman diagrams of Bremsstrahlung in an external
field. The path of an electron of incident momentum p is accelerated/deflected to p′ off an external
potential, indicated by the cross in each diagram, resulting in the emission of a photon of energy ω.

• 〈 f | M̂ |i〉 is the transition probability amplitude for the initial (i) to final ( f ) state of the system [45].

The momentum space diagrams for electron Bremsstrahlung in the field of an atomic nucleus (seen in

Figure 2.7) can be transformed into those for pair production in the field of an atomic nucleus, contained

in Figure 2.4, through the application of the substitution law [7, 45]. The substitution law states: “If two

diagrams M′ and M differ only in one external line, such that this line is an outgoing photon, electron, or

positron line in M′ and an ingoing photon, electron or positron line, respectively, in M, then the S-matrix

(Ŝ f i) elements associated with M′ and M are related as follows:

M′ M

k′ out k in k′ ↔ k e′ ↔ e

p′ out q in p′ ↔ −q u(p′)↔ v(q)

q′ out p in q′ ↔ −p v(q′)↔ u(p)

In case of circular polarisation: right-circular↔ left-circular polarisation” [45]. Thus, if the external

field is assumed to be the Coulomb field of a nucleus of charge Z (i.e. Equation 2.72), the pair production

cross-section seen in Equation 2.74 can be transformed though the substitution of k → −k, p− → p′ and

p+ → −p to give3:

dσ =
(2π)2

β

αZ2

4π4 r 2
0

∫
m4

ε′εω

1
|q|4

1
(2m)2

1
2

Xd3 p′d3kδ(ε′ + ω − ε) (2.109)

3At this point it is possible to switch to the calculation of the positron Bremsstrahlung cross-section in the field of an atomic
nucleus by replacing p→ −p′+ and p′ → −p+.
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and Equation 2.78 becomes:

X = 2
[ (

p′ · ε
p′ · k

)2

(4ε2 − q2) +

(
p · ε
p · k

)2

(4ε2 − q2) − 2
p′ · εp · ε
p′ · kp · k

× (4ε′ε − q2) +

(
2 +

q2

p′ · kp · k
−

p · k
p′ · k

−
p′ · k
p · k

) ]
(2.110)

where the Bremsstrahlung cross-section differs due to velocity of the incident particle, replacement of

−Λ+(p+) by Λ_(p), the density of the final states, and a factor of a half as the sum over the spins of the

positron p+ is replaced by an average of the spins of the electron p [7, 38, 45]. With some basic working,

almost identical to that of Equations 2.78 to 2.82, Equations 2.109 and 2.110 yield the compact form of

the Bethe-Heitler Bremsstrahlung cross-section (see Jauch and Rohrlich [45]):

dσ =
αZ2

(2π)2 r 2
0

m2

|q|4
|p′|
|p|

dω
ω

dΩ′dΩk

×

[ (
2εω

p′ · ε
p′ · k

− 2ε′ω
p · ε
p · k

)2

+ ω2q2
(

p′ · ε
p′ · k

−
p · ε
p · k

)2

+ ω2
(
2 +

q2

p′ · kp · k
−

p · k
p′ · k

−
p′ · k
p · k

) ]
. (2.111)

Electron-Positron Annihilation

Electron-positron annihilation is the process where an electron and positron, its anti-particle, collide and

emit two photons of total energy 2m = 1.022 MeV. In the simplest case, the momentum of the centre of

mass of the two-body system is zero and the two photon quanta are emitted back to back with the same

energy of m = 0.511 MeV [26]. G4EMSP04’s electron-positron annihilation model, G4eplusAnnihilation

[94], utilises Heitler’s in flight electron-positron annihilation differential cross-section model [38].

Electron-positron annihilation can be represented in momentum space via the Feynman diagrams

presented in Figure 2.8. Here, the electron-positron annihilation cross-section can be expressed as:

σ =
(2π)2ε+ε−√
(p · q)2 − m4

S f Siδ(k1 + k2 − p − q)| 〈 f | M̂ |i〉 |2 (2.112)

where:

• p = (ε−,p) and q = (ε+,q) are the momentum four-vectors of the incident electron and positron of

masses m and velocities β− and β+,

• k1 = (ω1,k1), ε1 and k2 = (ω2,k2), ε2 are the momentum and polarisation four-vectors of the

emerging photons,

• S is the generalised summation symbol indicating the integration over momenta and summation

overs spins and polarisations, and

• 〈 f | M̂ |i〉 is the transition probability amplitude for the initial (i) to final ( f ) state of the system [45].
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(a)

(b)

Figure 2.8: The two lowest order momentum space Feynman diagrams of electron-positron annihilation.
An electron of incident momentum p and a positron of incident momentum q collide resulting in their
annihilation and emission of two photons with momentum and polarisation k1, k2, and ε1 and ε2.

Application of the Feynman rules of QED in momentum space to the diagrams seen in Figure 2.8 result in

an S-matrix (Ŝ f i), equal to the transition matrix δ(k1 + k2 − p − q) 〈 f | M̂ |i〉, of the form [45]:

Ŝ f i = δ(k1 + k2 − p − q) 〈 f | M̂ |i〉

= δ(k1 + k2 − p − q)
−ie2

(2π)2

m
√
ε+ε−2ω1ω2

v(q)
[
/ε2(i/p − i /k1 − m) /ε1

2p · k1

+
/ε1(i/p − i /k2 − m) /ε2

2p · k2

]
u(p). (2.113)

Substitution of the result above into Equation 2.112 and averaging over the incident electron-positron
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spins yields:

dσ =
α2

4ω1ω2
√

(p · q)2 − m4

∫
dτ f Xδ(k1 + k2 − p − q) (2.114)

such that:

− X =
m2

κ 2
1

A +
m2

κ 2
2

B +
m2

κ1κ2
(C + D) (2.115)

and:

A = (ε2(ip − m − ik1)ε1Λ−(p)ε1(ip − m − ik1)ε2Λ+(q)), (2.116)

B = (ε1(ip − m − ik2)ε2Λ−(p)ε2(ip − m − ik2)ε1Λ+(q)), (2.117)

C = −(ε2(ip − m − ik1)ε1Λ−(p)ε2(ip − m − ik2)ε1Λ+(q)), (2.118)

D = −(ε1(ip − m − ik2)ε2Λ−(p)ε1(ip − m − ik1)ε2Λ+(q)), (2.119)

where −κ1 = p · k1, −κ2 = p · k2, Λ−(p) = (m− i/p)/2m and Λ+(q) = (m− i/q)/2m. The trace X, along with

A, B, C and D, resembles Equation 2.17, and Equations 2.18 to 2.21 respectively, that contains the trace

from the S-matrix for Compton scattering. In fact, under the substitutions:

p→ p, p′ → −q, ε→ ε1, ε
′ → ε2, k → −k1, k′ → k2 (2.120)

the expressions for A, B, C and D are identical. Thus with the appropriate substitutions of Equation 2.120

the trace X for polarised and X for unpolarised photons can be written:

X =
1
2

(
κ1

κ2
+
κ2

κ1

)
+ 1 − 2(ε1 · ε2)2 − 2

[
(ε1 · p)2(ε2 · q)2

κ 2
1

+
(ε2 · p)2(ε1 · q)2

κ 2
2

]
− 4

[ (
ε1 · pε2 · q

κ1
+
ε1 · qε2 · p

κ2

)
ε1 · ε2 +

ε1 · pε2 · pε1 · qε2 · q
κ1κ2

]
, (2.121)

X =
∑
pol

X = 2
(
κ1

κ2
+
κ2

κ1

)
+ 4

(
m2

κ1
+

m2

κ2

)
− 2

(
m2

κ1
+

m2

κ2

)2

. (2.122)

With these two traces it is now possible to evaluate the differential cross-section for positron annihilation

in flight. To achieve this let:

dτ f = d3k2d3k1 = d3k2ω
2

1 dω1dΩ1 (2.123)

and integrate Equation 2.114 over d3k2 replacing every instance of k2 by p + q − k1 to give [45]:
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dσ =
α2

4ω1ω2
√

(p · q)2 − m4

∫
ω 2

1 dω1δ(ε1 + ε2 − ω1 − ω2)XdΩ1. (2.124)

Application of the integral identity in Equation 2.27 further simplifies Equation 2.124 such that:

dσ =
α2ω1

4ω2
√

(p · q)2 − m4

dω1

d(ω1 + ω2)
XdΩ1. (2.125)

Here, ω2 is a function of ω1. Through the conservation of energy and momentum, we have:

ω 2
2 = p2 + q2 + ω 2

1 + 2[|p||q| cos φ − ω1(|p| cos θ′1 + |q| cos θ1)] (2.126)

where φ, θ, and θ′ are the angles between p and q, k1 and q, and k1 and p [45]. Projection of the momentum

parallel and perpendicular to k1 gives:

ω1 + ω2 cos Θ = |q| cos θ1 + |p| cos θ′1,

ω2 sin Θ = |q| sin θ1 + |p| sin θ′1 (2.127)

where Θ is the angle between k1 and k2. In a system where θ1, θ′1 and the initial state is constant, i.e. p, q
and φ are set, the derivative of Equation 2.126 in combination with Equation 2.127 gives:

d(ω1 + ω2)
dω1

= 1 − cos Θ. (2.128)

Substitution of this result into Equation 2.125 gives the differential cross-section for positron annihilation

in flight:

dσ =
1
4

r 2
0
ω1

ω2

m2XdΩ1√
(p · q)2 − m4(1 − cos Θ)

(2.129)

where X can be substituted with X for the unpolarised case.

2.4 Summary

This chapter has presented an introduction to the selected simulation test platform Geant4 and gives

an in-depth description of its high accuracy low energy photon, electron and positron transport models.

Particular care was taken to prove the fundamental validity of each of these low energy electromagnetic

physics models as their accuracy dictates the accuracy of the studies presented in Parts II and III. In fact, to

ensure the accuracy of Geant4 for the SPEI study into Advanced Compton Imaging in Part III, a new low

energy bound atomic electron Compton scattering model was developed. This new Compton scattering

model, the Monash University model, is presented in Chapter 3.
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a b s t r a c t

A two-body fully relativistic three-dimensional scattering framework has been utilised to develop an
alternative Compton scattering computational model to those adapted from Ribberfors’ work for Monte
Carlo modelling of Compton scattering. Using a theoretical foundation that ensures the conservation of
energy and momentum in the relativistic impulse approximation, this new model, the Monash University
Compton scattering model, develops energy and directional algorithms for both the scattered photon and
ejected Compton electron from first principles. The Monash University Compton scattering model was
developed to address the limitation of the Compton electron directionality algorithms of other computa-
tional models adapted from Ribberfors’ work. Here the development of the Monash University Compton
scattering model, including its implementation in a Geant4 low energy electromagnetic physics class,
G4LowEPComptonModel, is outlined. Assessment of the performance of G4LowEPComptonModel was
undertaken in two steps: (1) comparison with respect to the two standard Compton scattering classes
of Geant4 version 9.5, G4LivermoreComptonModel and G4PenelopeComptonModel, and (2) experimental
comparison with respect to Compton electron kinetic energy spectra obtained from the Compton scatter-
ing of 662 keV photons off the K-shell of gold. Both studies illustrate that the Monash University Compton
scattering model, and in turn G4LowEPComptonModel, is a viable replacement for the majority of
computational models that have been adapted from Ribberfors’ work. It was also shown that the Monash
University Compton scattering model is able to reproduce the Compton scattering triply differential
cross-section Compton electron kinetic energy spectra of 662 keV photons K-shell scattering off of gold
to within experimental uncertainty.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

The process of Compton scattering [1] is of interest in a large
number of different fields, ranging from c-ray astronomy [2–4] to
pre-clinical medical imaging [5–7]. Ribberfors’ Compton scattering
model, the Double Differential Compton scattering Cross-Section
(DDCS) in the Relativistic Impulse Approximation (RIA) [8], has
served as a basis for the majority of Monte Carlo Compton scatter-
ing models employed today [9–12]. Developed using a framework
based on Quantum Electrodynamics (QED), its accuracy has been
validated through the comparison of simulation and experiment
[9]. This framework was developed to include the effects of scatter-
ing off an atomic bound electron, binding energy and pre-collision

momentum of the target electron on the relationship of energy and
angle dependence of the scattered photon [8]. The Doppler broad-
ening of the scattered photon’s energy distribution as a function of
scattering angle contributes to noticeable differences between the
free-electron assumption and reality for photon energies below
5 MeV.

Of the available Monte Carlo radiation transport programs,
Geant4 [13,14], one of the most widely employed, has been
released since 2008 with a number of classes that account for
the effects of Doppler broadening in low energy Compton scatter-
ing [15]. These low energy Compton scattering classes, G4Liver-
moreComptonModel and G4PenelopeComptonModel, are based
on adaptions of Ribberfors’ Compton scattering model [9,12]. The
limitation of these computational models, and others adapted from
Ribberfors’ Compton scattering model in a similar way, is that only
the components of the pre-collision momentum of the electron
contained within the two-dimensional plane defined by the
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incident and scattered photon, termed the photon plane, are incor-
porated into their scattering frameworks. As a result, both compu-
tational models are forced to constrain the ejected direction of the
Compton electron into the photon plane. Each of the two Geant4
Compton scattering classes utilise different methods to estimate
the polar ejection angle of the Compton electron. G4Livermore-
ComptonModel utilises a free-electron assumption, and G4Penelo-
peComptonModel assumes that the Compton electron is emitted in
the direction of the photon’s momentum transfer vector in an
attempt to conserve energy and momentum of the system [11,12].

Alternative models to Ribberfors’ DDCS have been developed
and even expanded to the Triply Differential Compton scattering
Cross-Section (TDCS), including the dependence of the ejection
direction of the Compton electron [16–21]. These models have pri-
marily explored the numerical calculation of K-shell Compton scat-
tering cross-sections for numerous materials over an energy range
of a few keV [16,17,20] to 1 MeV [20]. Of the wide range of differ-
ent approaches in both the RIA and Independent Particle Approxi-
mation (IPA), one of the most promising is that described in the
seminal paper from Kaliman et al. [17]. This paper outlines the
development of a numerical framework for the TDCS calculation
in a full relativistic second-order S-matrix QED IPA which was
compared to experimental data for the K-shell Compton scattering
of 662 keV photons in gold. While this model was consistent with
the data to within experimental uncertainty [17], the present work
approaches Compton scattering from a simple first principles
framework in an attempt to limit the dependence on sampling
from interpolated n-dimensional pre-calculated datasets.

The present work outlines the development and testing of the
Monash University Compton scattering model. The model employs
a two-body fully relativistic three-dimensional scattering frame-
work, to avoid the previously discussed limitations of those com-
putational models adapted from Ribberfors’ Compton scattering
framework, to model the ejection direction of the Compton elec-
tron. The development of a relativistic three-dimensional two-
body scattering model and its implementation to a Geant4 low
energy electromagnetic physics class, G4LowEPComptonModel,
can be found in Section 2. Section 3 presents a comparison of
G4LowEPComptonModel to the two standard Compton scattering
classes of Geant4 version 9.5 for three different test elements over
an energy range of 10 keV to 10 MeV. Section 4 presents an exper-
imental comparison of G4LowEPComptonModel for calculation of
the TDCS for 662 keV photons Compton scattering off gold with
respect to the experimental data presented in Ljubičić et al. [22].
A discussion and an overall conclusion of the present work follows
in Sections 5 and 6 respectively.

2. The Monash University Compton scattering model

The development of the Monash University Compton scattering
model can be separated into two sections: the theoretical develop-
ment of a relativistic three dimensional two-body scattering
model, and its implementation to a Geant4 low energy electromag-
netic physics class, G4LowEPComptonModel. A preliminary version
of the Monash University Compton scattering model was originally
presented at the IEEE Nuclear Science Symposium and Medical
Imaging Conference in 2011 [23]. Since the submission of this pro-
ceeding, see [23], the physical framework has been redeveloped
from first principles and implemented as a Geant4 low energy
electromagnetic physics class.

2.1. Scattering model

The Monash University Compton scattering model utilises spe-
cial-relativistic transforms to incorporate the effects of an atomic

bound non-stationary electron in a formalism similar to unpolar-
ised inverse Compton scattering [24]. The scattering diagram seen
in Fig. 1 outlines the basic principles of Compton scattering with an
electron of non-zero pre-collision momentum.

Extension of the framework to Compton scattering off an
atomic bound electron is possible through the relativistic impulse
approximation [8,25]. Implementation of this approximation sim-
plifies the relationship between pre-collision and post-collision
momenta of the system to:

Pþ Q ¼ P0 þ Q 0 ð1Þ

where P, P0, Q and Q0 are the four-momenta for the incident photon,
scattered photon, target electron, and recoil electron respectively.
The four-momenta of the incident photon, target electron, scattered
photon and recoil electron can be expressed in spherical coordi-
nates as:

P ¼ �
c

1;1;0;0ð Þ; ð2Þ

Q ¼ cm c;u;a;bð Þ; ð3Þ

P0 ¼ �
0

c
1;1; h;0ð Þ; ð4Þ

Q 0 ¼ c0m c;u0;/;wð Þ; ð5Þ

Fig. 1. A scattering diagram of atomic bound electron Compton scattering. P is the
incident photon momentum, Q the electron pre-collision momentum, P0 the
scattered photon momentum and Q 0 the recoil electron momentum.
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where � is the energy of the incident photon, �0 is the energy of the
scattered photon, c is the speed of light, m is the rest mass of an elec-
tron, u is the speed of the target electron, u0 is the speed of the recoil

electron, c ¼ 1� u2=c2
� �� ��1=2 and c0 ¼ 1� u02=c2

� �� ��1=2
.

Monte Carlo modelling of Compton scattering in an atomic
bound electron system requires that the incident photon four-
momentum (P) and target atom be known. Using this information,
Probability Density Functions (PDFs) can be created from the scat-
tering function corrected Klein–Nishina formula and the target
atom’s Compton profile [10,26,27]. These PDFs then allow for the
recoil photon angle (h) and electron pre-collision four-momentum
(Q ) to be sampled. No orientation of the target atom is assumed,
thus the incident angles of the electron’s pre-collision four-
momentum into the scattering plane, a and b, are randomly sam-
pled within a uniform distribution. With these sampled values,
only the scattered photon energy and ejected Compton electron
kinetic energy and angles, / and w, remain unknown. Sections
2.1.1 and 2.1.2 derive an expression for the scattered photon
energy and recoil electron energy and direction within the
electromagnetic potential field of the atom respectively.

2.1.1. Scattered photon energy
An expression for �0 can be derived from Eq. (1). Following

Lightman et al. [28], the unwanted vector Q0 is isolated to one side
of the equation and squared:

Q 02 ¼ Pþ Q � P0
� �2

: ð6Þ

Since Q 2 ¼ Q 02 and P2 ¼ P02 ¼ 0, Eq. (6) yields:

P � P0 ¼ P � Q � P0 � Q ð7Þ

where:

P � P0 ¼ ��
0

c2 1� cos hð Þ; ð8Þ

P � Q ¼ cm�
c

c � u cos að Þ; ð9Þ

P0 � Q ¼ cm�0

c ðc � u cos h cos a
�u sin h sin a cos bÞ:

ð10Þ

Substitution of Eqs. (8)–(10) into Eq. (7) gives:

�0 ¼ cmc c � u cos að Þ
1� cos hþ cmc c�u cos h cos a�u sin h sin a cos bð Þ

�

ð11Þ

which is the three-dimensional Compton scattering formula, a
direct extension of the two-dimensional inverse Compton scatter-
ing formula (Eq. (33.8) in Rindler [24]).

2.1.2. Compton electron energy and direction
With information regarding the energy of the incident photon,

target electron, and now the scattered photon, the kinetic energy
of the recoil electron within the electromagnetic potential field
of the atom can be determined through the conservation of energy.
The scattering system’s energy pre- and post-collision obeys:

E0k ¼ �þ Ek � �0 ð12Þ

where Ek is the kinetic energy of the target electron, E0k is the kinetic
energy of the recoil electron and �0 is the energy of the scattered
photon.

From here on the present work moves away from what has pre-
viously been achieved with a relativistic three-dimensional scat-
tering framework, and derives two expressions for the recoil
electron direction in spherical coordinates, / and w, in the relativ-
istic impulse approximation. As in Section 2.1.1, an expression for

the recoil electron direction in spherical coordinates can be derived
through manipulation of Eq. (1). Utilising the Lightman et al.
method [28], the following two equations can be formed through
the isolation of Q and P and then squaring each equation:

Q 2 ¼ P0 þ Q 0 � P
� �2

; ð13Þ

P2 ¼ P0 þ Q 0 � Q
� �2

: ð14Þ

As Q 2 ¼ Q 02 and P2 ¼ P02 ¼ 0, Eqs. 13 and 14 simplify to:

P � P0 ¼ P0 � Q 0 � P � Q 0; ð15Þ

P0 � Q ¼ P0 � Q 0 þ Q 2 � Q � Q 0 ð16Þ

where:

P0 � Q 0 ¼ c0m�0
c ðc � u0 cos h cos /

�u0 sin h cos w cos /Þ;
ð17Þ

P � Q 0 ¼ c0m�
c

c � u0 cos /ð Þ; ð18Þ

Q � Q 0 ¼ cc0m2ðc2 � uu0 cos a cos /� uu0 sin b sina sin h sin /

�uu0cosb sina cos h sin /Þ:
ð19Þ

Substitution of Eqs. (8)–(10), (17)–(19) and Q 2 ¼ m2c2 into Eqs.
15 and 16 gives, after simplification:

c �0 � �ð Þ ¼ ��0
c0mc ð1� cos hÞ þ �0u0 sin h cos w sin /

þ �0u0 cos h� �u0ð Þ cos /;
ð20Þ

c0m�0 ¼ m2c2 cc0 � 1ð Þ � ðcc0m2uu0 cos a� c0m�0u0
c cos hÞ cos /

�ðcc0m2uu0 cos b sin a� c0m�0u0
c sin hÞ cos w sin /

þ cm�0

c ðc � u cos h cos a� u sin h cos b sin aÞ
�cc0m2uu0 sin b sina sin w sin /:

ð21Þ

Now let:

A ¼ �0u0 sin h; ð22Þ

B ¼ �0u0 cos h� �u0; ð23Þ

C ¼ c �0 � �ð Þ � ��0

c0mc
1� cos hð Þ; ð24Þ

D ¼ cm�0

c ðc � u cos h cos a� u sin h cos b sin aÞ
þm2c2 cc0 � 1ð Þ � c0m�0;

ð25Þ

E ¼ ðcc0m2uu0 cos a� c0m�0

c
u0 cos hÞ; ð26Þ

F ¼ ðcc0m2uu0 cos b sina� c0m�0u0

c
sin hÞ; ð27Þ

G ¼ cc0m2uu0 sin b sina; ð28Þ

then Eqs. 20 and 21 become:

cos w sin / ¼ C � B cos /
A

; ð29Þ

G sin w sin / ¼ H þ I cos /; ð30Þ

where H ¼ D� FC
A and I ¼ FB

A � E. Squaring Eq. (29), applying the trig-
onometric identity cos2 w ¼ 1� sin2 w, and then substituting the
result into the squared form of Eq. (30) yields:
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G2 1� C � B cos /
A sin /

� �2
 !

sin2 / ¼ ðH þ I cos /Þ2: ð31Þ

Further manipulation of Eq. (31), application of the trigonometric
identity sin2 / ¼ 1� cos2 / and letting x ¼ cos / yields the final
form of the equation:

Wx2 þ Yxþ Z ¼ 0 ð32Þ

where:

W ¼ FB� EAð Þ2 þ G2A2 þ G2B2; ð33Þ

Y ¼ 2 AD� FCð Þ FB� EAð Þ � G2BC
� �

; ð34Þ

Z ¼ AD� FCð Þ2 þ G2 C2 � A2
� �

: ð35Þ

The quadratic form of Eq. (32) means the polar angle of the recoil
electron, /, is given via:

cos / ¼ �Y �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Y2 � 4WZ

p
2W

ð36Þ

where either of the two solutions of cos / are possible if they satisfy
the requirement that j cos /j 6 1 . With a known value of polar
angle, /, the corresponding azimuthal angle, w, of the recoil electron
can be determined by:

cos w ¼ C � B cos /
A sin /

: ð37Þ

Treatment of the electromagnetic field potential of the atom’s
influence on the ejected Compton electron’s kinetic energy and
direction in the relativistic impulse approximation is a complicated
issue. At present, G4LowEPComptonModel utilises two assump-
tions, the same as those applied by G4LivermoreComptonModel
and G4PenelopeComptonModel, regarding the ejected Compton
electron’s kinetic energy and direction. First, the assumption is
made that the kinetic energy of the Compton electron can be sim-
plified to:

ECE ¼ �� �0 � EB ð38Þ

where ECE is the kinetic energy of the Compton electron and EB is the
binding energy of the target electron [11]. Second, assuming that
each atom is spherically symmetric, the influence of the electro-
magnetic field potential on the ejected Compton electron direction
is assumed to be minimal.

2.2. An overview of G4LowEPComptonModel

The G4LowEPComptonModel class was developed using the
guidelines outlined by the Geant4 Low Energy Electromagnetic
Physics Working Group. An outline of the computational process
of G4LowEPComptonModel is presented in Fig. 2. Previously
developed computational algorithms from G4LivermoreCompton-
Model were used in the first three flowchart steps of the compu-
tation process of the G4LowEPComptonModel to sample several
parameters:

1. Target atomic element in a composite material.
2. Photon scattering angle from the target element Klein–

Nishina cross-section.
3. Shell and momentum of an electron in the target element.

Step 4 (in Fig. 2) implements Eq. (11) in Section 2.1.2 to determine
the energy of the scattered photon. The remaining processes of
the G4LowEPComptonModel continue on to:

5. Check that the energy of the photon energy–momentum
transfer exceeds the target electron binding energy.

6. Calculate the Compton electron energy and ejection direc-
tion in spherical coordinates using Eqs. (36) and (37).

7. Alter the energy and direction of the scattered photon, to
those calculated in Step 4, and add the ejected Compton
electron to the particle list of the event.

If the condition outlined in Step 5 has not been met, the compu-
tational process resets to Step 3 and an iteration flag is increased.
As with G4LivermoreComptonModel, an upper limit of 1000 itera-
tions has been set. In the event that the number of iterations for a
single Compton scattering interaction exceeds this upper limit, the
interaction is aborted and the photon’s energy and direction are
unchanged.

3. Comparison of the Monash University Compton scattering
model to the two standard Compton scattering classes of
Geant4 version 9.5

Carbon (C), copper (Cu) and lead (Pb) were selected to compare
G4LowEPComptonModel to the two established Compton scatter-
ing classes of Geant4 version 9.5: G4LivermoreComptonModel,
and G4PenelopeComptonModel. From here on these three classes
will be referred to as Monash, Livermore and Penelope. The three
materials were selected as they occupy the 2nd, 4th and 6th rows
of the periodic table, sampling across the range of common terres-
trial elements. A simulation geometry of a mono-energetic pencil
beam of photons incident onto a slab of high density material
was employed. Photon energies were simulated over an energy
range of 10 keV to 10 MeV (see Table 1). Each simulation was
run until 10 million Compton scattering events of the incident pen-
cil beam were recorded. Analysis of these simulations has been
split into two sections: scattered photon and ejected Compton
electron kinetic energy spectra, and Compton electron

Fig. 2. Computational process of the G4LowEPComptonModel.
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directionality. Both sections utilised the Normalised Cross-Correla-
tion Coefficient (NCCC) to assess the difference between classes.
The NCCC is defined as:

NCCC ¼
Pn

i¼0S1ðiÞS2ðiÞ
		 		

Pn
i¼0ðS1ðiÞ2Þ

			 			1=2 Pn
i¼0ðS2ðiÞ2Þ

			 			1=2 ð39Þ

where S1ðiÞ and S2ðiÞ represent the two n-dimensional arrays under
comparison [30]. NCCC values of greater than 0.995, 0.999 and 1.0
indicate a fair, good and exact level of correlation between two n-
dimensional arrays [30].

3.1. Scattered photon and ejected Compton electron energy spectra

The scattered photon (solid lines) and ejected Compton electron
(dashed lines) energy spectra from each class for lowest energy
and 1000 keV photon simulations of C, Cu and Pb targets can be
seen in Figs. 3–5. For the lowest energy spectra, Figs. 3(a), 4(a)
and 5(a), the scattered photon spectra contain two distinct ‘‘horns’’
and the Compton electron energy spectra resemble an exponential
like drop off, from left to right, with a single ‘‘horn’’ on the right
hand side. Embedded within the far right of the scattered photon
spectra ‘‘horns’’ are a number of distinct steps. These steps are
due to the atomic electron binding potential and that, in bound
atomic electron Compton scattering, the energy transfer from the
incident photon to a target electron must be greater than its bind-
ing energy. In the 1000 keV spectra, Figs. 3(b), 4(b) and 5(b), the
aforementioned ‘‘horns’’ that were previously on the far right in
the scattered photon spectra have become incorporated into a
‘‘step-like’’ edge and the Compton electron energy spectra have
spread out with an additional distinct peak now present at the left
hand side of each spectrum. These new left hand side peaks in the
Compton electron energy spectra are also due to the impact of
atomic electron binding potential. With the exception of the Penel-
ope 10 keV scattered photon energy spectra for C, where a lower
continuum between the two ‘‘horns’’ is present (Fig. 3(a)), all three
classes display a high level of agreement with one another.

Fig. 6 contains the NCCC for the comparison of Monash vs Liv-
ermore, Monash vs Penelope and Livermore vs Penelope for the
scattered photon (red markers) and Compton electron (blue mark-
ers) energy spectra. With the exception of incident photon energies
below 50 keV in C, the NCCC of Livermore and Penelope indicates a
fair to good level of correlation for both the scattered photon and
Compton electron energy spectra. An identical result can be seen
for the NCCC of Monash and Penelope scattered photon and Comp-
ton electron energy spectra. Finally, the NCCC of both the Monash
and Livermore scattered photon and Compton electron energy
spectra fall within the good level of correlation range for all tested
energies and materials with the exception of incident photon ener-
gies below 50 keV in C.

All three classes have shown a fair to good level of correlation
between scattered photon and Compton electron energy spectra
with the exception of Penelope for photon energies below 50 keV

incident onto C. The observed good level of correlation between
Monash and Livermore in comparison to Penelope is due to the dif-
ferent method applied for sampling the pre-collision momentum
of atomic bound electrons. Both Monash and Livermore sample
the pre-collision momentum of the bound atomic electron from
interpolated Compton profiles calculated by Biggs et al. in 1975
[27,29]. Conversely, Penelope utilises the analytic Compton pro-
files outlined in [11].

3.2. Compton electron directionality

Figs. 7–9 contain the Compton electron polar (solid lines) and
azimuthal (dashed lines) ejection angle distributions from each
class for the lowest energy and 1000 keV photon simulations of
C, Cu and Pb targets. The azimuthal angle with respect to the pho-
ton plane is displayed and the range of the relative probability has
been constrained to maximise the resolution of features in the
ejected Compton electron polar angle distributions. Inspection of
the Compton electron polar and azimuthal angular distributions
yields the following observations:

� Livermore’s and Penelope’s polar distributions are constrained
to a region from 0 to p=2 radians.
� Monash’s polar angle distributions span 0 to p radians.

Table 1
Simulated photon energies over an energy range of 10 keV to 10 MeV for carbon (C),
copper (Cu) and lead (Pb).

Material Simulated photon energies (keV)

10, 25, 50, 75
Carbon (C) 100, 250, 500, 750

1000, 2500, 5000, 7500, 10,000
50, 75,

Copper (Cu) 100, 250, 500, 750
1000, 2500, 5000, 7500, 10,000

Lead (Pb) 125, 250, 500, 750
1000, 2500, 5000, 7500, 10,000

Fig. 3. Comparison of the scattered photon (solid lines) and Compton electron
(dashed lines) energy spectra from 10 keV (a) and 1000 keV (b) photons scattering
off carbon.
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� Livermore’s and Penelope’s azimuthal angle distributions are
constrained at 0 radians.
� Monash’s azimuthal angle distributions span 0 to p=2 radians.
� Monash’s Compton electron ejection direction distribution

becomes less forward focused with the increase of atomic
number.
� Monash’s Compton electron ejection direction distribution

becomes more forward focused with the increase of incident
photon energy.
� Livermore and Penelope’s polar and azimuthal angle distribu-

tions display a high level of agreement, with the exception of
Figs. 7(a), 9(a) and 9(b),
� At higher incident photon energies Monash’s Compton electron

ejection direction distributions approach those of Livermore
and Penelope.

Livermore and Penelope utilise different methods to estimate
the ejection direction of the Compton electron (see Section 1).
The observed difference between Livermore’s and Penelope’s polar
angle distributions is due to the performance of the free-electron
approximation in a bound electron scattering system. This approx-
imation leads to incorrect estimates of the Compton electron polar
ejection angle and artefacts such as the Pb K-shell peak seen
between 0.4 and 0.5 radians in Fig. 9(b). Penelope avoids artefacts

due to electron binding effects as it assumes that the Compton
electron is emitted in the direction of the photon’s momentum
transfer vector [11,12]. However, both approaches are restricted
adaptions of Ribberfors’ Compton scattering framework as they
then limit the ejected direction of the Compton electron to the
photon plane.

The relationship of the incident photon energy and atomic num-
ber on Monash’s Compton electron ejection direction distribution is
analogous to the influence of electron pre-collision momentum on
the energy broadening (Doppler broadening) of the scattered pho-
ton. Both of these phenomena are due to the interaction of the
pre-collision momentum of the electron and momentum transfer
of the photon. In the case of Doppler broadening, the energy broad-
ening of the scattered photon for a set photon scattering angle is
due to the projection of the pre-collision momentum vector of the
electron onto the photon scattering vector [8]. In the case of the
Compton electron ejection direction distribution, the narrowing
or broadening of the distribution is due to the addition of the elec-
tron pre-collision momentum component, perpendicular to the
photon plane, to the photon momentum transfer vector.

Quantification of the differences in polar (red markers) and azi-
muthal (blue markers) ejection angle distributions between Mon-
ash and Geant4’s two standard Compton scattering classes, for
the tested energies and elements outlined in Table 1, was

Fig. 4. Comparison of the scattered photon (solid lines) and Compton electron
(dashed lines) energy spectra from 50 keV (a) and 1000 keV (b) photons scattering
off copper.

Fig. 5. Comparison of the scattered photon (solid lines) and Compton electron
(dashed lines) energy spectra from 125 keV (a) and 1000 keV (b) photons scattering
off lead.
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undertaken using the NCCC. Fig. 10 contains the NCCC for the com-
parison of Monash vs Livermore, Monash vs Penelope and Liver-
more vs Penelope for the polar and azimuthal ejection angle

distributions. Inspection of Fig. 10 supports the previous observa-
tions from Figs. 7–9. As the incident photon energy increases for
all three tested elements, the polar angle distribution of Monash
approaches those of Livermore and Penelope. Also, as the atomic
number of the target element increases, the NCCC of Monash and
the two standard Geant4 Compton scattering classes’ azimuthal
angle distributions decreases. However, over the tested energy
range for each material, the NCCC of azimuthal angular distribu-
tions between Monash and the two standard Geant4 Compton
scattering classes does not approach unity.

4. Comparison of the Monash University Compton scattering
model with experiment data

Comparison of the Monash Compton scattering model with
experiment data was undertaken against TDCS measurements by
Ljubičić et al. [22]. Ljubičić et al. utilised a triple coincidence exper-
iment, see Fig. 11, to measure the K-shell TDCS Compton electron
kinetic energy spectra of gold for two unique scattered photon
and ejected Compton electron angle combinations. The experiment
was constructed of two NaI(Tl) scintillators, a Si(Li) semiconductor
detector, a highly collimated 662 keV 5 Ci photon beam and a 2 cm
by 2 cm 5 mg/cm2 gold foil, D1 and D2, D3, S, and T respectively in
Fig. 11. The two NaI(Tl) scintillator detectors, D1 and D2, act as the
scattered photon and K-shell X-ray fluorescence detectors respec-
tively. D1 was operated in spectroscopic mode with a Full Width
at Half Maximum (FWHM) energy resolution of 7% at 662 keV
and D2 was operated in counting mode. The Si(Li) semiconductor
detector, D3 in Fig. 11, was used to determine the kinetic energy

Fig. 6. NCCC of the scattered photon (red markers) and Compton electron (blue
markers) energy spectra across the tested energy range between all three classes for
carbon (a), copper (b) and lead (c). The dashed and dotted black lines represent the
fair and good level of correlation ranges respectively. (For interpretation of the
references to colour in this figure caption, the reader is referred to the web version
of this article.)

Fig. 7. Comparison of the polar (solid lines) and azimuthal (dashed lines) ejection
angle distributions from 10 keV (a) and 1000 keV (b) photons scattering off carbon.
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of the ejected Compton electron. The spectral binning of D3 was set
to the effective FWHM energy resolution of 20 keV. The two-
dimensional spectral data from D1 and D3, measured within a
coincidence timing window of 40 ns, was filtered utilising a
160 keV window centred around ECE þ �0 ¼ �� EBK , where EBK is
the K-shell electron binding energy of gold.

A Geant4 simulation of a beam of 1� 1012 662 keV photons
incident on a 1.0 mm thick gold plate (q ¼ 19:3 g=cm3) was con-
structed to emulate the triple coincidence experiment in Fig. 11.
For each 662 keV photon K-shell Compton scattering event, the
scattered photon and ejected Compton electron angles and ener-
gies were recorded. This data was run through a system response
algorithm which accounted for the detector energy blurring and
angular measurement uncertainties outlined in [22]. TDCS Comp-
ton electron kinetic energy spectra were generated from the fil-
tered data to match the two scattering situations [22], where
h ¼ 90�;/ ¼ 24�;w ¼ 180�, and h ¼ 60�;/ ¼ 37�;w ¼ 180�, and is
shown in comparison to the experimental data in Fig. 12.

Fig. 12(a) contains a comparison between the simulated and
experimental TDCS data for the scattering situation where
h ¼ 90�;/ ¼ 24� and w ¼ 180�. These two spectra each contain a sin-
gle photopeak at around 290 keV and show a high level of agreement
below 350 keV. The difference between these two spectra above
350 keV can be attributed to a combination of multiple scattered
photo and Compton electrons within the gold foil and detector
casing into D3, contributing to false coincidence events, that could

not be corrected for in Ljubičić et al. [22]. Fig. 12(b) shows the data
for the scattering situation where h ¼ 60�;/ ¼ 37� and w ¼ 180�.
Out of the two sets of spectra only the Monash spectra possess a clear
photopeak, centred at 180.5 keV, resulting in a minimal level of
agreement between the two. The high level of statistical fluctuation
observed in the experimental spectra was attributed to the method-
ology employed to compensate for the multiple scattering of photo
and Compton electrons [22]. As a result, drawing a direct compari-
son between the experimental data and the Monash University
Compton scattering model for this specific scattering situation is
not statistically significant.

Further examination of Fig. 12(b) shows that the maximum
cross-section is present at 230 keV and 180.5 keV for the experi-
mental and Monash spectra respectively. In this specific scattering
situation, where h ¼ 60�, a free-electron Compton scattering
framework [1] (after the subtraction of the K-shell binding energy
of gold) predicts that the ejected Compton electron would have a
kinetic energy of 179.5 keV indicated by the vertical dashed black
line in Fig. 12(b). While the Monash spectra’s maximum cross-sec-
tion corresponds to this value within 1 keV, a difference of 50 keV
is present with respect to the experimental spectrum. The spike
observed at 170 keV in the experimental cross-section data, which
is within one spectral bin width to the predicted Compton electron
ejection energy (20 keV), gives rise to the notion that the observed
counts above 200 keV are solely due to the combination of multiple
scattering of photo and Compton electrons within the gold foil and

Fig. 8. Comparison of the polar (solid lines) and azimuthal (dashed lines) ejection
angle distributions from 50 keV (a) and 1000 keV (b) photons scattering off copper.

Fig. 9. Comparison of the polar (solid lines) and azimuthal (dashed lines) ejection
angle distributions from 125 keV (a) and 1000 keV (b) photons scattering off lead.

84 J.M.C. Brown et al. / Nuclear Instruments and Methods in Physics Research B 338 (2014) 77–88

52 A Low Energy Bound Atomic Electron Compton ScatteringModel for Geant4



detector casing into D3. However, due to the significant experi-
mental uncertainties [17,22], the resultant spectra in Fig. 12 from
the Monash University Compton scattering model simulations
are consistent with the experimental data.

5. Discussion

A comparison of the Monash University Compton scattering
model was undertaken with respect to adapted computational ver-
sions of Ribberfors’ Compton scattering model. Over an energy
range of 10 to 10000 keV for three elements, C, Cu and Pb, Monash
was compared to the two standard Compton scattering classes of
Geant4 version 9.5, Livermore and Penelope, that have been
adapted from the photon scattering algorithms of Ribberfors’
framework [11,12,29]. Section 3 illustrated a fair to good level of
correlation between the photon scattering algorithms of all three
Compton scattering classes. All three classes also displayed a fair
to excellent level of correlation between Compton electron kinetic
energy distributions for all three elements for incident photon
energies above 25 keV. This was not the case for the polar and azi-
muthal angle distributions of the ejected Compton electron. As the
incident energy of the photon increased, the difference between
the polar and azimuthal angle distributions of the ejected Compton
electron of Monash in comparison to Livermore and Penelope
decreased. However, neither the polar or azimuthal angle distribu-
tion NCCCs approach a value indicating even a fair level of correla-
tion over the tested energy range.

The difference seen in Section 3 between the Compton electron
algorithms of Monash in comparison to Livermore and Penelope
was not unexpected. The Monash scattering model was developed
to avoid the limitations of computational Compton scattering mod-
els adapted from Ribberfors’ framework in simulating the ejection
direction of the Compton electron. An example of how ensuring the
conservation of energy and momentum in the relativistic impulse
approximation can affect the simulation of Compton scattering
can be seen in Fig. 13. This figure contains the two-dimensional
log intensity histograms of ejected Compton electron angles for
Pb at 125 keV of all three classes. Here, the Livermore (Fig. 13(b))

Fig. 10. NCCC of the polar (red markers) and azimuthal (blue markers) ejection
angle distributions across the tested energy range between all three classes for
carbon (a), copper (b) and lead (c). The dashed and dotted black lines represent the
fair and good level of correlation ranges respectively. (For interpretation of the
references to colour in this figure caption, the reader is referred to the web version
of this article.)

Fig. 11. A schematic of the triple coincidence experiment utilised by Ljubičić et al.
to measure the K-shell Compton scattering TDCS of 662 keV photons off of gold
[22].
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and Penelope (Fig. 13(c)) Compton electron ejection angle distribu-
tions are constrained to a slither along an azimuthal angle of 0
radians. The results reported in Section 3 showed that this trend
was constant regardless of target material or incident photon
energy. Inspection of Monash’s Compton electron ejection angle
distribution (Fig. 13(a)) shows that the ejection direction of the
Compton electron is not constrained to an azimuthal ejection angle
of 0 radians, but is distributed through a range of 0 to p=2 radians.
Section 3 reported that the distribution of the azimuthal ejection
angle of the Compton electron was dependent on the atomic num-
ber of the target atom and incident photon energy.

As stated in Section 4, the Monash University Compton scatter-
ing model is consistent with the experimental data from Ljubičić
et al. within experimental uncertainty [17,22]. This same experi-
mental data set was utilised by Kaliman et al. [17] to explore the
accuracy of one of the most promising Compton scattering models,

Fig. 12. Comparison of experimental K-shell Compton scattering TDCS Compton
electron kinetic energy spectra to simulations undertaken utilising the Monash
Compton scattering model. The two sets of spectra present the specific Compton
scattering situations where h ¼ 90�;/ ¼ 24�;w ¼ 180� , (a), and
h ¼ 60� ;/ ¼ 37�;w ¼ 180� , (b). A vertical dashed black line can be seen in each
set of spectra that indicates the predicted ejected Compton electron kinetic energy
from the free-electron Compton scattering framework [1].

Fig. 13. The Monash (a), Livermore (b) and Penelope (c) model two-dimensional log
intensity histograms of the ejected Compton electron angles for Pb at 125 keV.
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their full relativistic second-order S-matrix QED IPA TDCS model,
for K-shell scattering [17]. Fig. 14 contains a comparison of the
Monash Compton scattering model and Kaliman et al.’s full relativ-
istic second-order S-matrix QED IPA (SM-IPA) with respect to
experimental data from Ljubičić et al. Inspection of these two data
sets shows that for Fig. 14(a) the Monash model more accurately
reproduces the measured experimental spectra, while in
Fig. 14(b) it is the SM-IPA model that appears more accurate. Fur-
ther support for the Monash Compton scattering model is that in
each case the maximum cross-section of its spectrum falls within
1 keV of the free-electron Compton scattering frameworks pre-
dicted Compton electron ejection energy. A noticeable difference
between these values, indicated by a vertical dashed black line in
each spectrum, and the maximum cross-section of the SM-IPA
model is present in both sets of spectra. This difference is also pres-
ent in Fig. 7 of Kaliman et al. [17] from which the spectral data was
extracted. However, for each of these two data sets, both models

are consistent with the experimental data within uncertainty
[17,22].

The increased complexity of the G4LowEPComptonModel class
resulted in an inverse relationship between atomic number and
average CPU time per event. An increase in average CPU time per
event was observed which varied from 0% to 10% over the range
of simulated photon energies for each material. An approximate
5% increase in simulation time was also observed in the first imple-
mentation of the Livermore Compton scattering model (G4LECS) in
comparison to the standard Compton scattering models of Geant4
at the time of publication [29]. As in [29], this level of reduction in
simulation efficiency can be argued to be worth the increase in
overall accuracy for the simulation of low energy photon transport.

As of version 9.6 (released November 2012), the Monash Uni-
versity Compton scattering model, G4LowEPComptonModel,
became part of the Geant4 Monte Carlo radiation transport toolkit.
Over the next few years additional improvements to G4LowEP-
ComptonModel are planned:

� The addition of photon polarisation through the inclusion of
existing Geant4 algorithms.
� Updating Biggs’ electron momentum density functions and

Compton profiles using Dirac–Hartree–Fock wavefunctions
from GRASP2K [31,32].
� The development of algorithms to model the influence of the

atomic electromagnetic field potential in the relativistic
impulse approximation.

Further experimental validation of both the photon and Compton
electron energy and angular distributions as a function of incident
photon energy and target material is also planned utilising a similar
design to Ljubičić et al. [22] and Bell et al. [33].

6. Conclusion

A Geant4 low energy electromagnetic physics class, G4LowEP-
ComptonModel, was developed and compared to the two estab-
lished Compton scattering classes of Geant4 version 9.5:
G4LivermoreComptonModel, and G4PenelopeComptonModel. The
Monash scattering model was developed using a theoretical foun-
dation that ensured the conservation of energy and momentum in
the relativistic impulse approximation to avoid relying on approx-
imations employed by the two Geant4 established Compton scat-
tering classes utilised in modelling the ejection direction of the
Compton electron. Comparison of the scattered photon energy dis-
tributions of all three Compton scattering models has shown a fair
to good level of correlation over the tested energy range for the
three selected elements: carbon, copper and lead. In addition, a fair
to good level of correlation was also observed between the Comp-
ton electron energy spectra of all three classes for energies
> 50 keV. As expected, a difference was observed between the polar
and azimuthal ejection angle distributions of G4LowEPCompton-
Model in comparison to the two established Compton scattering
classes of Geant4 version 9.5 due to the breakdown of both Geant4
classes Compton electron ejection direction algorithms below
10 MeV. Further improvements to the Monash University Compton
scattering model and G4LowEPComptonModel, with rigorous
experimental validation, are currently underway.

The Monash University Compton scattering model was:

� Shown to be a viable alternative to those computational models
adapted from Ribberfors’ Compton scattering framework.
� Experimentally consistent with the triply differential Compton

scattering cross-section data presented in Ljubičić et al. [22].

Fig. 14. Comparison of the Monash Compton scattering model and Kaliman et al.
[17] full relativistic second-order S-matrix QED IPA (SM-IPA) with respect to
experimental K-shell Compton scattering TDCS Compton electron kinetic energy
spectra for 662 keV photons in gold. The two sets of spectra present the specific
Compton scattering situations where h ¼ 90� ;/ ¼ 24�;w ¼ 180� , (a), and
h ¼ 60� ;/ ¼ 37�;w ¼ 180� , (b). A vertical black can be seen in each set of spectra
that indicates the predicted ejected Compton electron kinetic energy from the free-
electron Compton scattering framework [1].
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[22] A. Ljubičić, et al., Proc. 1967 Symp. on Nucl. Beta Decay and Weak Interactions

Zagreb (Yugoslavia), 285–293, 1969.
[23] J.M.C. Brown, et al., IEEE NSS MIC Symp. Record, 1385–1389, 2011.
[24] W. Rindler, Introduction to Special Relativity, 2nd Ed., Oxford Univ. Press,

Oxford UK, 1991.
[25] J.W.M. Du Mond, Phys. Rev. 33 (1929) 643–658.
[26] O. Klein, Y. Nishina, Z. Phys. 52 (1929) 853–869.
[27] F. Biggs et al., At. Data Nucl. Data Tables 16 (1975) 201–309.
[28] A.P. Lightman et al., Problem Book in Relativity and Gravitation, Princeton

University Press, Princeton, New Jersey USA, 1975.
[29] R.M. Kippen, New Astron. Rev. 48 (2004) 221–225.
[30] J. Hernández-Andrés et al., J. Opt. Soc. Am. A 18 (2001) 412–420.
[31] P. Jönsson et al., Comput. Phys. Commun. 177 (2007) 597–622.
[32] I.P. Grant, Relativistic Quantum Theory of Atoms and Molecules, Springer

Science, Oxford UK, 2007.
[33] F. Bell et al., J. Phys. B: At. Mol. Opt. Phys. 24 (1991) L533–L538.

88 J.M.C. Brown et al. / Nuclear Instruments and Methods in Physics Research B 338 (2014) 77–88

56 A Low Energy Bound Atomic Electron Compton ScatteringModel for Geant4



Part II

Development of a Hybrid Single Photon
Emission Imaging System

57





A Pixelated Emission Detector for
RadiOisotopes (PEDRO)

4

A Pixelated Emission Detector for RadiOisotopes (PEDRO)

M. R. Dimmock, J. E. Gillam, T. E. Beveridge, J. M. C. Brown, R. A. Lewis and C. J. Hall

Published in Nuclear Instruments and Methods in Physics Research A, Volume 612, Pages 133–137, 2009

DOI: 10.1016/j.nima.2009.10.050

Reproduced here with kind permission from Elsevier Inc.

59



60 A Pixelated Emission Detector for RadiOisotopes (PEDRO)

Declaration for Thesis Chapter 4

Declaration by candidate
In the case of Chapter 4, the nature and extent of my contribution to the work was the following:

Nature of Contribution Extent of
Contribution (%)

Co-developed the Geant4 application, assisted with simulations and analy-
sis, and proofread the paper

20 %

The following co-authors contributed to the work. If co-authors are students at Monash University, the

extent of their contribution in percentage terms is stated:

Name Nature of Contribution Extent of
Contribution (%)

M. R. Dimmock Lead development of the Geant4 application, co-
ordinated the simulations and analysis, and wrote
up the paper

J. E. Gillam Co-developed the Geant4 application, assisted with
simulations and analysis, and proofread the paper

T. E. Beveridge Co-developed the Geant4 application and proofread
the paper

R. A. Lewis Aided proofreading and drafting

C. J. Hall Provided supervisory advice, aided proofreading and
drafting

The undersigned hereby certify that the above declaration correctly reflects the nature and extent of the

candidate’s and co-authors’ contributions to this work.

Candidate’s Signature: Date: / /

Project Leader’s Signature: Date: / /

Main Supervisor’s Signature: Date: / /



A Pixelated Emission Detector for RadiOisotopes (PEDRO)

M.R. Dimmock a,b,�, J.E. Gillam a,b,�, T.E. Beveridge a,b, J.M.C. Brown a,b, R.A. Lewis a,b, C.J. Hall a,b

a School of Physics, Bldg. 19, Monash University, Victoria 3800, Australia
b Monash Center for Synchrotron Science, Bldg. 220, Monash University, Victoria 3800, Australia

a r t i c l e i n f o

Article history:

Received 15 May 2009

Received in revised form

9 September 2009

Accepted 6 October 2009
Available online 17 October 2009

Keywords:

Compton camera

PEDRO

SPECT

a b s t r a c t

The Pixelated Emission Detector for RadiOisotopes (PEDRO) is a hybrid imager designed for the

measurement of single photon emission from small animals. The proof-of-principle device currently

under development consists of a Compton-camera situated behind a mechanical modulator. The

combination of mechanical and electronic (hybrid) collimation should provide optimal detection

characteristics over a broad spectral range ð30 keVrEgr511 keVÞ, through a reduction in the

sensitivity-resolution trade-off, inherent in conventional mechanically collimated configurations.

This paper presents GEANT4 simulation results from the PEDRO geometry operated only as a

Compton camera in order to gauge its advantage when used in concert with mechanical

collimation—regardless of the collimation pattern. The optimization of multiple detector spacing and

resolution parameters is performed utilizing the Median Distance of Closest Approach (MDCA) and has

been shown to result in an optimum distance, beyond which only a loss in sensitivity occurs.

& 2009 Elsevier B.V. All rights reserved.

1. Introduction

Single Photon Emission Imaging (SPEI) of small animal models
[1] requires a detector configuration that provides both high
spatial resolution and high sensitivity to emitted radiation in
order to optimize the signal to noise ratio in the reconstructed
image. However, the trade-off between spatial resolution and
measurement statistics inherent in techniques such as pinhole
imaging [2] renders the optimization of the design a difficult task.
In an attempt to decouple this relationship, a number of novel
detection schemes have been developed:

� Multiplexing and coded-aperture measurement [3,4].
� Synthetic collimation [5].
� Compton-kinematic imaging [6].

Systems which employ such approaches to collimation have been
shown to improve the quality of the resulting image. Multiplexing
collimation can provide enhanced sensitivity without affecting
the resolution, particularly at photon energies r50 keV. Also at
these low energies, a multi-resolution detector has been shown to
allow implementation of the synthetic collimator approach [7],
enhancing the reconstruction. Compton collimation allows
increased sensitivity at high energies ðEgZ400 keVÞ as well
as a greater degree of multi-energy imaging [8]. Simulations

investigating the combination of more than one of these methods
show that further gains may also be achievable [9,10], however,
these techniques are yet to be validated by experiment.

The Pixelated Emission Detector for RadiOisotopes (PEDRO)
is a proof of principle hybrid imager being developed to
investigate the combination of mechanical and electronic (hybrid)
collimation for incident gamma rays in the energy range
30 keVrEgr511 keV. It consists of an interchangeable aperture
array in front of a stack of Silicon (Si) detectors and a Cadmium
Telluride (CdTe) detector. The aperture array has been designed to
accommodate pinholes, slats or open-areas, as the optimal
mechanical modulation for hybrid imaging between the above
spectral extents is unclear.

The ability to maximize the system sensitivity at no loss to
resolution will require the use of data for which each photon has
interacted multiple times in the active detection volume. The
response to such measurement is a cone-surface, the information
from which is combined with that of the mechanical collimator
for image reconstruction. Collimators with large open fractions
(such as a slat collimator) will serve to truncate the cone-surface
response of the Compton camera, while for smaller open-fraction
collimators (such as multi-pinhole systems) the cone-surface will
reduce the open area through which the photon must have
passed. In either case, the use of Compton information reflects the
sensitivity increase while the mechanical collimator governs the
system resolution [11].

This investigation utilized a parallelized Geant4 Monte Carlo
model [12] to investigate the detector stack as a Compton imager,
by measuring the median spatial accuracy of the Compton

ARTICLE IN PRESS

Contents lists available at ScienceDirect

journal homepage: www.elsevier.com/locate/nima

Nuclear Instruments and Methods in
Physics Research A

0168-9002/$ - see front matter & 2009 Elsevier B.V. All rights reserved.

doi:10.1016/j.nima.2009.10.050

� Corresponding authors at: School of Physics, Bldg. 19, Monash University,

Victoria 3800, Australia. Tel.: +613 9902 9757; fax: +613 9902 9817.

E-mail address: (M.R. Dimmock).

Nuclear Instruments and Methods in Physics Research A 612 (2009) 133–137

61



ARTICLE IN PRESS

cone-surface response at a specific location. The result is a
measure of both the resolving power and aperture de-multi-
plexing capacity of Compton information applied to an aperture
array such as a multi-pinhole collimator placed at this location.

When a gamma ray of incident energy ðE0Þ Compton scatters,
the measured angle of scatter ðyMÞ can be calculated from

cosðyMÞ ¼ 1þmc2 1

E0
�

1

E0 � ES

� �
ð1Þ

where mc2 is the rest mass of the electron and ES is the kinetic
energy of the recoil electron in the scatter detector. The effect of
the angular uncertainty, the difference between the True scatter
angle ðyT Þ and yM , can be quantified at the source location by a
Cartesian distance function. This Distance of Closest Approach
(DCA) [13] is independent of any image processing algorithm and
given as

DCA¼ Js� pJ � sinðyT � yMÞ ð2Þ

where s2p is the vector between the scatter ðsÞ and source ðpÞ
locations

In order to quantify the distance functions for different
geometries, the DCA is calculated on a per event basis and a
histogram is produced for each PEDRO configuration. As the DCA
may be non-Gaussian, especially when dominated by Doppler
broadening, the standard deviation is inappropriate as a measure
of distribution width. Instead, the median of the DCA (MDCA) was
calculated. As well as enabling inter-comparison of the different
geometries, the MDCA can be used as an estimate of the ability to
perform aperture de-multiplexing, as it is the distance within
which 50% of the data is guaranteed to lie.

2. Detector model and simulation

The simulation of a Si scattering element and CdTe absorber
has recently been shown to yield good results as a dual head
Compton camera [14] for 140 keV incident gamma rays. The
Compton cross-section for Si makes it an ideal scattering material
[15]. The ratio of the Compton to total interaction is 94% at
140 keV and 99.7% at 511 keV. Between 1 and 17 mm of Si are
required for optimal scattering at these respective energies. As the
current operational thickness of each individual wafer is limited
to approximately 2.0 mm [16], a modular stack of Si detectors
must be utilized. While thick Si increases the interaction
probability, the parallax error, governed by the depth of interac-
tion resolution, also increases.

A Geant4 model has been developed that allows the user to
optimize a modular detector geometry that consists of a number
of Si Double Sided Strip Detectors (Si-DSSDs) and a pixelated CdTe
detector. The free parameters include the strip widths, thicknesses
and relative positioning of the Si-DSSDs and the pixelation and
thickness of the CdTe. The source distribution, source energy and
incident flux are similarly changeable. A variable multi-aperture
array has also been included in the model. A schematic of this
geometry including five Si-DSSD wafers is shown in Fig. 1. The
centers along the x axis of the source (P), collimator (C), Si
scatterers ðS1 � S5Þ and CdTe absorber (A) are indicated by the
broken lines.

In the model the timestamp, energy and position information
generated from each interaction are stored in the hit collection
(one for each detector component) for post processing. To
simulate pixelation, the model bins the locations of each
interaction stored in the hit collections to a user defined pixel
size (in the y=z plane of Fig. 1) and half-thickness location (x in Fig.
1). The combined hit collection is then analyzed to determine if
multiple interactions occurred within a single pixel. If this has

occurred, the energy deposited is summed and one of the hits
removed. The energy can be determined with or without Doppler
broadening and noise from the electronics response function can
also be applied to the perfect measurements.

3. Preliminary simulation results

In this investigation, the open parameters of the experimental
PEDRO as a Compton camera have been explored (the collimator
was made transparent) to assess its advantage when used in
concert with mechanical collimation—regardless of the collima-
tion pattern. The dimensions of each of the Si-DSSDs were fixed at
60� 60� 0:25 mm3 with 0.2 mm strip pitch. This allowed the
detector spacing and energy resolution effects to be investigated
without the MDCA being dominated by the position resolution.
The CdTe back detector was modelled as a 60� 60� 2:0 mm3

volume, with 0.2 mm pixelation. The source simulated was an
isotropic, non-attenuating, 140 keV gamma-ray emitter ð99mTcÞ
placed 50.0 mm from the front of the first Si wafer
(S1 � ðTS=2Þ � P¼ 50:0 mm, where TS is the Si thickness). For each
simulation, 1:5� 108 photons were tracked. If the combined hits
collection from an event was Z2, the cone surface generated was
analyzed by calculating the MDCA.

The two main spatial degrees of freedom that affect the
performance of the stack geometry are:

1. The distance between the front of the CdTe and the rear of the
Si stack ðDSAÞ, defined as

DSA ¼ S5A ¼ A� S5 �
ðTAþTSÞ

2
ð3Þ

where TA is the CdTe thickness. DSA was varied from 0.25 to
10 mm in 0.25 mm steps.

2. The distance from the center of one Si wafer to the center of
the next wafer ðDSÞ, defined as

DS¼ SxSxþ1 ¼ Sxþ1 � Sx � TS: ð4Þ

DS was also varied from 0.25 to 10 mm in 0.25 mm steps.

When DSA was scanned, DS was kept constant at 1.0 mm. When DS

was scanned, DSA was kept constant at 1.00 cm.
Fig. 2a presents the raw MDCA for all multiple interaction events

as a function of DSA and DS, without the inclusion of Doppler
broadening or electronic noise in the model. The MDCA is large and

Fig. 1. A schematic representation of the PEDRO detector configuration described

in the Geant4 simulation.
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shown to get worse as DSA or DS increases. This appears counter
intuitive as the accuracy with which the cone of response can be
reconstructed should improve with separation between interactions.

Fig. 2 b shows the cause of the large MDCA. Gamma rays that
interact first in the CdTe (termed fiCdTe events herein) produce an
almost flat distance function and a large MDCA. Whereas, the
distance function for those in which the primary interaction
occurs in the Si (termed fiSi events herein) is much steeper and
gives rise to a small MDCA. This result suggests that the majority
of gamma-rays that interact in the CdTe first, travel a short
distance before interacting in the CdTe a second time. Also there
are a large number of fiCdTe events that contain poor information
in the data set.

As DSA or DS vary, so too do the source-to-primary ðR1Þ and
primary-to-secondary ðR2Þ interaction distances, resulting in
several competing factors. Firstly, the angular resolution is
proportional to the inverse square of R1 and R2 [17]. Secondly,
for a given constant angular uncertainty, the DCA increases
linearly with R1Fan effect transferred to the MDCA.

For fiCdTe events the linear increase, combined with the large
angular uncertainty from the small R2 dominates over the
improvement in angular resolution. Therefore, most fiCdTe
interactions should not be used for cone-surface formation. The
possible exceptions are fiCdTe events that involve back scatter
from the CdTe into one of the Si wafers. Experimentally, at 140 keV
such interaction ordering is achieved through analysis of
individual energy deposits. The scatter and recoil energy are well
separated at both low ðr200 keVÞ and high ðZ1 MeVÞ energies,
while between these limits there is an ordering ambiguity for
single scatter events.

In order to investigate these competing factors, the events that
contributed to the MDCA distributions were split according to the
Si detector in which the first interaction occurred, excluding
fiCdTe events. Figs. 3a–d and e–h show these MDCA distributions
as a function of increasing DS and DSA, respectively. The sets of
distributions are presented as pairs where:

� Fig. 3 a,e—The effects of Doppler broadening and electronic
noise are excluded.
� Fig. 3 b,f—Doppler broadening is included through the Low

Energy Compton Scattering (G4LECS) package in Geant4.
� Fig. 3 c,g—Electronic noise is approximated as a Gaussian

distribution with 4.0 keV FWHM that is randomly sampled. For
this energy and material the electronic noise can be considered
as constant over the spectral range.
� Fig. 3 d,h—Both of the above contributions to energy resolu-

tion are incorporated.

In Fig. 3 a the Si-source distance for each layer is fixed while
DSA (Si-CdTe) is increased. This is equivalent to increasing R2 (the

average over all R2 values) while R1 remains unchanged, resulting
in a reduction of the angular uncertainty and hence MDCA. As the
spectral resolution worsens (Figs. 3 b–d) the difference between Si
layer distributions is reduced and they plateau faster due to an
increase in the minimum angular uncertainty.

In Fig. 3 e both R1 (Si-source) and R2 (Si-CdTe) increase with DS

for detectors S22S4. However, for S1, R1 remains constant while R2

increases, analogous to Fig. 3 a. Conversely, for S5, R2 remains
constant while R1 increases. Events that scatter in S1 are shown to
result in an MDCA that improves as DS increases. Events that
scatter in S5 show decreased resolution at the source location. The
distributions for detectors S22S4 lie between these limits but
follow the same general trend. As the spectral resolution worsens
(Figs. 3 f–h), the gradient of the S1 distribution, governed by the
angular uncertainty, becomes positive and the magnitude increases
with DS. The effect of a 5.1 keV ð3sÞ threshold associated with the
4.0 keV electronic noise was also investigated. The thresholding
increased the MDCA proportionally by � 4% in all circumstances
so the shapes of MDCA distributions in Figs. 3 d,h were unchanged
yet the absolute values were seen to become worse.

The absolute sensitivities as a function of DS and DSA are shown
in Figs. 4a and b, respectively. All events with Z2 interaction
pixels were considered but split according to whether they were
fiSi or fiCdTe. Each figure also shows the distributions following
the inclusion of the 5.1 keV threshold (fiSithresh and fiCdTethresh).
The sensitivity is shown to decrease as DS and DSA increase, as
expected. The 5.1 keV threshold results in a systematic drop in
sensitivity of � 18% for both fiSi or fiCdTe as a function of DS and
of � 13% and � 20% for fiSi or fiCdTe as a function of DSA. The
intrinsic efficiency of the geometry to fiSi events is � 2:0%.
However, it should be noted that the solid angle subtended by the
closest Si wafer detectors is only 11% of 4p.

From these simulations, a number of preliminary conclusions
can be drawn:

1. Cones reconstructed from fiCdTe events should not be used in
imaging if considering Compton information.

2. Doppler broadening and electronic noise were accounted for
and were shown to have comparable effects on the MDCA
distributions.

3. The application of a 5.1 keV threshold at 140 keV resulted in a
proportionate increase in MDCA, due to the rejection of small
angle scatters ðr303

Þ, for this stack geometry.
4. Analysis of the MDCA over multiple parameters shows there is

an upper separation ðDSAÞ, beyond which purely a loss of
efficiency occurs. For the position and energy resolution
parameters presented, this value was shown to occur at 2.5 mm.

4. Experimental verification

Many variations of the detector geometry and collimator
design are currently being simulated. However, to be useful these
results must be validated experimentally. In order to conduct this
validation, a version of the PEDRO imager is currently being
constructed (Fig. 5a). The Si-DSSD-CdTe stack (Fig. 5 e) will be
operated in an environment that can be cooled to�20 3C. It will be
housed inside an RF-shielded case (Fig. 5 d) with a thin entrance
window. This in turn will be mounted inside an insulated box
(Fig. 5 b) that will be purged with dry-Nitrogen gas to prevent
condensation. The coolant is pumped through a pipe network held
by the support stand (Fig. 5 c). The collimator will be mounted
externally in a conduit through the insulated box wall. The
RF-case, collimator and source-block will be positioned by guide
rods that allow them to move independently from one another in
the 7x direction.

Fig. 2. (a) The MDCA for all multiple interaction events as a function of DSA and DS.

(b) The distance function from multiple-interaction events categorized for events

where the primary interaction occurs in the Si of the CdTe.
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The scatter detectors are being constructed from seven layers
of Si-DSSDs manufactured by Centro Nacional de Microelectronica
(CNM), Barcelona. The n-type wafers are made from high
resistivity ð � 15 kO cmÞ material and have an active volume of
32:0� 32:0� 0:8 mm3. The contacts are segmented into 64
orthogonal strips with a 0.5 mm pitch and 0.1 mm inter-strip
gaps, allowing the interaction positions of incident photons to be
localized to the center of 0:4� 0:4� 0:8 mm3 voxels. Each Si-DSSD

will be mounted on a motherboard and DC coupled to two Ideas
VA64TA1 ASICs in a configuration similar to that described in Ref.
[18]. The bias will be applied by operating the ASICs with a voltage
gap corresponding to the bias potential (� 150 V on the n-side).

The Hybrid Pixel Detector (HPD) [19] currently being devel-
oped by the Cooperative Research Center for Biomedical Imaging
Development (CRC-BID) consists of a 51:2� 51:2� 2:0 mm3 CdTe
crystal with a 256� 256 pixelated anode. The crystal will be

Fig. 3. MDCA distributions indexed by the Si detector in which the first interaction occurred. (a–d) The MDCA as a function of DSA with no energy resolution, Doppler

broadening, 4.0 keV electronic noise and both Doppler broadening and electronic noise included, respectively. (e–h) The MDCA as a function of DS with no energy

resolution, Doppler broadening, 4.0 keV electronic noise and both Doppler broadening and electronic noise included, respectively.

Fig. 4. (a) and (b) show the absolute sensitivities as a function of DS and DSA , respectively. The events are split according to whether they are fiSi or fiCdTe. Each figure also

shows the distributions following the inclusion of the 5.1 keV threshold (fiSithresh and fiCdTethresh).
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bump-bonded to the 0.2 mm pitch ASIC. Each ASIC channel
comprises a pre-amp, shaping amp, analogue-to-digital converter
(ADC), histogramming memory, a controller and compensation
network to modify amplifier gains.

The multiplexed outputs from both the VA64TA1 and HPD
ASICs will be read out and controlled through the Generic Data
AcQuisition (GDAQ) system, also developed by CRC-BID. The
GDAQ PCI card can hold up to three daughter cards, each of which
contain two 12-bit 200 Msps ADCs. For the PEDRO-GDAQ
implementation, the Altera Cyclone II FPGA on the GDAQ card
will provide local interfaces and buffering and software (Jetpack),
which has been developed in-house, will enable precise control
and readout functionality for synchronized read out of coin-
cidence events. Although this detector-readout configuration will
yield optimal energy resolution results, the slow shaper and
multiplexed readout of the VA64TA1 ASICs will limit the count
rate to � 200 kHz.

Calculation of the aperture geometry requires the considera-
tion of many experimental factors including the incident gamma
ray energy ðEgÞ and the material properties such as the mass-
attenuation coefficient and K-edge. The PEDRO imager has been
designed for 30 keVrEgr511 keV and it is therefore not
practicable to utilize a single geometry over this energy range.
For initial validation an interchangeable aperture mounting
structure has been constructed (Fig. 6). The maximum thickness
of the holding structure, Fig. 6 a, supports 1.50 cm of Tungsten
inserts, sufficient to yield a transmission o3%ð3sÞ at 511 keV. Up

to nine apertures, consisting of pinholes, slats or open spaces
(Fig. 6 c) can be mounted as inserts in the volume of the inner
frame (Fig. 6 b). The final collimator (Fig. 6 c) is constructed from
two identical structures, the upper and lower halves (Fig. 6 d).
This versatile design will allow a full validation of the simulation.

5. Conclusion

A model has been generated that can be used for the
optimization of PEDRO using the MDCA. The MDCA provides a
measure of both the point spread function of a Compton camera
and the ability of Compton information to distinguish between
multiple pinholes in a coded-aperture device (given the central
collimator position is coincident with the simulated source
location). In a coded-aperture pinhole imager that does not use
Compton information the level of image overlap increases with
the distance between the collimator and the image-plane. Should
a Compton camera be substituted as the detector in this situation
then the MDCA is similarly dependant on the distance to the
scatter-plane ðR1 Þ. The MDCA reflects the ability to truncate the
area (and hence pinhole-set) through which an incident photon
must have passed. This provides a measure of the ability to de-
multiplex an arbitrary aperture array at a given location.

From this investigation into the PEDRO Compton camera it was
concluded that cones reconstructed from fiCdTe events should not
be used for single scatter imaging. The inclusion of Doppler
broadening and electronic noise were investigated and were
shown to have comparable effects on the MDCA distributions.
Analysis of the MDCA over multiple parameters shows there is an
optimum DSA, beyond which only a loss of efficiency occurs. For
the position and energy resolution parameters presented, this
value was shown to occur at 2.5 mm.

Due to fabrication cost the proof-of-principle detector configura-
tion will have worse spatial resolution (0.8 mm thick Si and 0.4 mm
strip width) than the simulation presented in this paper. This will
change the gradient of the MDCA curves, yet an optimum separation
ðDSAÞ is still expected. This paper presents a method by which an
arbitrary geometry may be optimized for hybrid-collimation
imaging, to be verified by trials with the experimental system.
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Towards Optimal Collimator Design for the PEDRO
Hybrid Imaging System

Chuong V. Nguyen, John E. Gillam, Jeremy M. C. Brown, David V. Martin, Dmitri A. Nikulin, and
Matthew R. Dimmock

Abstract—The Pixelated Emission Detector for RadiOisotopes
(PEDRO) is a hybrid imaging system designed for the measure-
ment of single photon emission from small animal models. The
proof-of-principle device consists of a Compton-camera situated
behind a mechanical collimator and is intended to provide optimal
detection characteristics over a broad spectral range, from 30 to
511 keV. An automated routine has been developed for the op-
timization of large-area slits in the outer regions of a collimator
which has a central region allocated for pinholes. The optimization
was tested with a GEANT4 model of the experimental prototype.
The data were blurred with the expected position and energy res-
olution parameters and a Bayesian interaction ordering algorithm
was applied. Images were reconstructed using cone back-projec-
tion. The results show that the optimization technique allows the
large-area slits to both sample fully and extend the primary field
of view (FoV) determined by the pinholes. The slits were found
to provide truncation of the back-projected cones of response and
also an increase in the success rate of the interaction ordering al-
gorithm. These factors resulted in an increase in the contrast and
signal-to-noise ratio of the reconstructed image estimates. Of the
two configurations tested, the cylindrical geometry outperformed
the square geometry, primarily because of a decrease in artifacts.
This was due to isotropic modulation of the cone surfaces, that can
be achieved with a circular shape. Also, the cylindrical geometry
provided increased sampling of the FoV due to more optimal posi-
tioning of the slits. The use of the cylindrical collimator and appli-
cation of the transmission function in the reconstruction was found
to improve the resolution of the system by a factor of 20, as com-
pared to the uncollimated Compton camera. Although this system
is designed for small animal imaging, the technique can be applied
to any application of single photon imaging.

Index Terms—Compton scattering enhancement, multiple pin-
hole, PEDRO.

I. INTRODUCTION

S INGLE photon emission imaging devices are typically
based on either mechanical [1]–[3] or electronic (Compton)

[4] collimation. Mechanical collimators are composed of high
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Z materials that modulate the photon flux incident on the de-
tector. This allows a high resolution estimate of the radio-tracer
distribution to be obtained at the expense of system sensitivity.

Electronic collimation requires no physical modulation of the
incidentflux.However, theresolutionoftheimageestimateis lim-
ited by the detector position and energy resolutions and Doppler
broadening. Typically, highly pixelated semiconductor detectors
are utilized as they provide superior energy resolution over con-
ventional scintillation detectors. Following a Compton scattered
event an additional tracking or interaction ordering step is per-
formed to determine the first and second interactions that define
the cone of response (CoR). The subsequent back-projection of
CoRs from many such events yields a high sensitivity, but gener-
ally low resolution, estimate of the radioisotope distribution.

The Pixelated Emission Detector for RadiOisotopes
(PEDRO) [5] is a proof of principle hybrid imaging system
being developed to investigate the combination of mechan-
ical and electronic (hybrid) collimation [6]–[9]. The intended
energy range for operation is from 30 to 511 keV. The optimiza-
tion of this hybrid system should yield image estimates with
both high resolution and high sensitivity. This will be achieved
through reconstruction of both lines of response (LoRs) from
well-defined pinholes in the center of the collimator and modu-
lated CoRs from large-area apertures in the outer-regions. The
aim of such an optimization is to increase the number of pho-
tons which impinge on the detector stack without polluting the
pinhole projection data. It is expected that the modulated CoRs
should complement the pinhole data, extending the field of
view (FoV) and improve the iterative reconstructions. In order
to achieve this goal, several constraints must be considered in
the design of the large-area slits:

• The apertures must be able to focus the incident photons at
pre-determined regions of the detector stack.

• The photons should be directed in a manner which maxi-
mizes the probability of a Compton scatter being the pri-
mary interaction mechanism.

• The overlap between the pinhole FoV and the large-area
slit FoV should be maximized in order that the resulting
images can be combined and/or quantitatively compared.

This paper focuses on collimator optimization for photons
with an incident energy . The experimental pro-
totype that is currently being tested is introduced in Section II.
The 2D-optimization of slit geometries and the extension to 3D
are described in Section III. This section also details the opti-
mization procedure and the Compton reconstruction algorithm.
Quantified results from Monte-Carlo simulations of the experi-
mental prototype are presented in Sections IV and V. Finally, the
results and directions for future work are provided in Section VI.

0018-9499/$26.00 © 2011 IEEE
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Fig. 1. (a) A schematic representation of the PEDRO experimental prototype. (b) A schematic illustration of the collimated Compton camera with an incoherent
scatter with energy deposits � and � at two interaction locations � and � . The left-most layer is the collimator shown with dashed lines to represent any
arbitrary aperture configuration. The next 5 layers are Si detectors. The final layer is a CdTe detector.

II. EXPERIMENTAL PEDRO

The experimental prototype (shown schematically in Fig. 1(a)
being developed consists of an interchangeable aperture array
positioned in front of a Compton camera. The Compton camera
is composed of a stack of Silicon double-sided strip-detectors
(Si-DSSDs) and a Cadmium Telluride (CdTe) hybrid-pixel de-
tector (HPD). The aperture array has been designed to accom-
modate pinholes, slits and open-areas as the optimal configura-
tion is as yet undetermined. Ideally, to maximise the detection
efficiency of the PEDRO, many detector layers would be incor-
porated. However, due to the limit imposed by the budget for
the project, only 5 Si-DSSDs and 1 HPD are used in the system.

Each of the 5 Si-DSSDs that comprises the stack was fab-
ricated by Centro Nacional de Microelectronica. The active
volume of each is , which is segmented
into 64 orthogonal strips on each side. The strips each have a
width of and gap of . The detectors are bonded
to GM-IDEAS VA64TA Application Specific Integrated Cir-
cuits (ASICs) and are operated in a DC coupled configuration.

The HPD [10] is currently being developed at the Monash
Centre for Synchrotron Science (MCSS), as part of a project
being conducted by MCSS as a participant of the Cooperative
Research Centre for Biomedical Imaging Development (CR-
CBID). It consists of a CdTe crystal with
a 256 256 pixelated anode. The crystal will be bump-bonded
to the 0.2 mm pitch custom-designed ASIC.

The full-width-half-maximum (FWHM) of the detector en-
ergy resolution is dependent on the detector material, applied
bias and incident energy. The FWHM is of the form ,
where is the deposited energy in keV, and and are mate-
rial-dependent parameters. In this work, the values of and are
chosen to be 0.01 and 2.0 for Si detectors, and 0.015 and 4.0 for
CdTe detector. These values were approximated from the distri-
butions expected from the experimental prototype detectors.

The multiplexed outputs from both the VA64TA1 and HPD
ASICs will be read out and controlled through the Generic Data
AcQuisition (GDAQ) system [11], also developed at MCSS.
Software (DAX) has been developed in-house to enable precise
control and readout functionality for synchronized coincidence
data collection.

III. COLLIMATOR DESIGN OPTIMIZATION

The predominant interaction mechanism through which
gamma rays interact in the detectors varies significantly with

the source energy and detector material. For incident photons
where photoelectric absorption occurs primarily
in the Si-DSSDs, minimizing the flux incident on the HPD. For

, photons that interact in the Si-DSSDs
will undergo either incoherent (Compton) scattering or pho-
toelectric absorption, while those that interact in the CdTe
will be predominantly photoelectrically absorbed. Therefore,
the experimental configuration is optimal when operated as
a multi-resolution Single Photon Emission Imaging (SPEI)
device. For this mode of operation, small apertures (pinholes)
are required to reconstruct a high-resolution estimate of the
source by back-projection of LoRs into the imaging volume.
The resolution of the reconstructed image depends on the size
of the pinhole(s) and detector pixels, assuming full energy
deposition. To increase the sensitivity of the system, many
pinholes may be utilized. This typically results in the degree
of multiplexing of the projection data increasing with distance
from the collimator.

For incident photons with energies , the
probability of incoherent (Compton) scattering becomes dom-
inant in the Si-DSSDs and the data consists of events where
the primary interaction is either photo-electric absorption or
Compton scattering. For the latter, Compton data can be used
to help restrict the number of pinholes through which the in-
cident photon may have passed via de-multiplexing [12]. As
well as increasing the number or density of pinholes, the sen-
sitivity can also be increased by the introduction of large-area
apertures. This is only feasible if the primary interaction mech-
anism for photons that pass through these apertures is Compton
scattering. The resulting CoRs measured are modulated by the
aperture, limiting the range of possible incident photon trajecto-
ries and making each cone surface more informative. If a photon
passes through a large-area aperture and a single interaction
is recorded (due to the process of photoelectric absorption or
the gamma ray scattering out of the stack), only an LoR can
be back-projected. The axis of the line is defined between the
center of the pixel and the aperture. The uncertainty of the line
will be dominated by the size of the aperture and will be sig-
nificantly more blurred than an equivalent LoR back-projected
through a well-defined pinhole. The LoRs from pinholes give
rise to high-resolution, low-sensitivity measurements while the
large-area aperture CoRs yield higher-sensitivity, lower-resolu-
tion measurements in comparison. It should be noted that the ad-
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dition of large-area apertures within the collimator needs careful
consideration so that the high resolution pinhole data is not con-
taminated, but instead enhanced when combined with the CoRs.

For photons where , the photoelectric absorp-
tion cross-section is insignificant compared to that for Compton
scattering and the optimization of the collimator becomes am-
biguous. At these energies, it is likely that the inclusion of a
collimator would degrade the image estimate as the edges of the
apertures become transparent to the gamma rays and the colli-
mator serves only as a scattering target.

Calculation of each aperture geometry is governed by many
experimental factors, including and the material properties
suchas themass-attenuationcoefficientandK-edgelocation.The
systemwillbeoperatedoverabroadenergyrange, so it isnotprac-
tical to utilize a single geometry over this range as the level of
scatter and penetration into the collimator increases with energy.
Toaddress this issue,aninterchangeableaperturemountingstruc-
ture has been constructed which is able to support a maximum
thickness of 1.50 cm of Tungsten inserts, sufficient to limit the
transmissionat511keVto .Uptonineaperturearrays,
consisting of pinholes, slats or open spaces, can be mounted as
inserts in the volume. The work presented here assumes that the
central regionof thecollimator is reservedforanarbitrarynumber
of pinholes for forming a high resolution image. The optimiza-
tion then determines the number, shape and position of large-area
slits to be added to the outer collimator regions that maximize
the system sensitivity or FoV. As stated previously, the quality
of the image estimate generated from the detector data depends
on the interaction sequence of each event. For the optimization of
large-area slits, the most informative data can be obtained from
photons that Compton scatter where both the primary and sec-
ondary interaction sites can be resolved. Events for which any of
the first two interactions are not recorded and or resolved will de-
crease the signal-to-noise ratio (SNR) in the image estimate, un-
less appropriately weighted. This is because the back-projection
axis from an unresolved Compton event would be oriented in the
wrong direction, while the back-projected LoR from a photoelec-
tric-absorption event would have a large uncertainty determined
by the open-area of the slit. The two event categories described
above will be referred to as resolved and unresolved measure-
ments.

Optimisation parameters can include the FoV, sensitivity and
ultimately the overall image quality. For the investigations pre-
sented herein, the openings of the slits were adjusted so that the
following criteria were met:

• The FoV of the slit-set was constrained to at least fully
sample the extents of the FoV of the pinholes. This crite-
rion was selected in order that in future investigations, the
difference in imaging performance between the slits and
pinholes may be assessed.

• Provided criterion one held, the sensitivity of the detector
array was maximized.

For the 3D realization of the collimator, the resultant image
quality was also quantified.

A. Two-Dimensional Collimator Design

The first step towards developing an optimization routine was
to generate a 2D ray-tracing version of the model illustrated

in Fig. 2(a). This was utilized to investigate the 2D geometric
constraints of the experimental PEDRO configuration. The op-
timization then followed a multi-step procedure:

1) Geometric configuration. The geometries and locations of
the source, detector stack and collimator are fixed. The
values that were chosen to describe the experimental pro-
totype are presented in Table I. For this investigation, the
three pinholes were positioned at the corners of an equi-
lateral triangle with side-length of 6.0 mm. In 2D, the
pinhole dimensions were calculated from the projection
onto the y-axis. This configuration then allowed the source
projections to be determined. It should be noted that in
all of the following discussion, the pinholes were used as
place-holders. However, they were not made transparent
to the incident photons. The source was a uniform circular
distribution on the y-z plane. In 2D, this distribution was a
projection onto the y-axis. The y-z dimensions of the HPD
were fixed to be the same as the size of the pinhole-source
projection at the x-location of the detector. To maintain the
directionality of the collimator, a minimum thickness of
Tungsten through which any ray-traced photon tra-
jectory must pass is defined by the user. For this investiga-
tion, was fixed at 1.02 mm for which 95% (or ) of
140 keV incident photons are stopped in the collimator.

2) Upper limit of FoV. A line from location H (Fig. 2(a)) at
the top edge of the HPD is chosen to connect to the upper
edge of the FoV (source). The line intersects the collimator
walls at A and B. Locations A and B mark the limits of
the upper and lower sides of the slit through which gamma
rays can pass without impinging on the HPD. This loca-
tion is chosen as photons that pass through the large-area
slits and are incident on the HPD are likely to undergo
photo-electric absorption. Such photons result in an unre-
solved event-type and contaminate the pinhole projection.
Locations C and D lying on the vector AB are then selected
at a distance from A and B equal to as AC and BD be-
come the edges of the slit.

3) Lower limit of FoV. Location G is the position of the top
edge of the first Si-DSSD. Two vectors are then defined
that connect G to C and D and intersect with the collimator
walls at E and F. The geometry of the slit is now defined
by locations A, B, C, D, E and F. This slit is the primary
large-area aperture that maximizes the ratio of resolved to
unresolved event types without polluting the pinhole pro-
jection data. The FoV of the aperture is defined by the vec-
tors HA and GE.

4) Utilization of remaining space.More slits can be added to
the remaining section of the collimator by starting new
lines from location H. The addition of subsequent slits
must not violate the condition that the minimum thickness
of any ray-traced from the source and crossing the HPD is
greater than .

5) Refinement of slit locations. The locations of A or B of
the slits can be adjusted for the desired final FoV of the
source. Currently the locations are chosen by considering
the slit-to-slit and slit-to-pinhole distances and selecting
the set that produces the greatest transmission within the
FoV of the source.
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Fig. 2. (a) A schematic representation of the 2D ray-tracing collimator optimization. This was performed for a single large-area slit with 3 pinholes in an equilateral
triangle configuration around the collimator center. The geometry of the slit is now defined by locations A, B, C, D, E and F, determined from the optimisation.
Inset is a zoomed view of the geometry of the slit and the ray tracing to form the slit. The limit-case lines connecting any point within the slit to G and H mark the
regions of the detectors for which photons incident on the collimator can interact. Events for which the primary interaction of a Compton scatter sequence occurs
in these regions are used for Compton back-projection. The oblique dashed lines show the projection of the source through one of the 3 pinholes on the collimator.
The projections of the source through the 3 pinholes partially overlap in the centre region of the HPD. This is the reason why the lower end of the pinhole projection
on the HPD goes below the centre line in this figure. (b) The extension of the optimization to show multiple large-area slits above and below the central region,
pre-allocated for the pinholes.

TABLE I
THE GEOMETRIES OF EXPERIMENTAL COMPONENTS (SEE FIG. 2(a) AND (b))

Fig. 2(b) shows the extension of the design to a collimator
with 3 slits on each of the upper and lower sides. The limiting
cases of the ray tracing are shown on the upper part of the col-
limator. At each slit, two vectors that define the range of the
FoV are defined between locations G and H and the upper and
lower edges of the slit. The limit-case lines connecting any point
within the slit to G and H mark the regions of the detectors for
which photons incident on the collimator can interact. Events for
which the primary interaction of a Compton scatter sequence oc-
curs in these regions are used for Compton back-projection. The
oblique dashed lines show the projection of the source through
one of the 3 pinholes on the collimator. The projections of the
source through the 3 pinholes partially overlap in the centre re-
gion of the HPD. This is the reason why the lower end of the
pinhole projection on the HPD goes below the centre line in this
figure.

The effective transmission as a function of emission lo-
cation y and angle (angle of photon emission from the source
plane) of the optimized large-area slits, can be calculated from,

(1)

where is the total depth of Tungsten that the ray inter-
sects with the collimator, and is the total linear attenuation
coefficient for Tungsten at the source energy. For 140 keV pho-
tons, . In the following discussions, will
always refer to the linear attenuation coefficient. The effective

transmission outside the bounds of the collimator is neglected.
The mean effective transmission (ET) from each emission loca-
tion in y is given by,

(2)

After traversing the collimator, the modulated photon flux im-
pinges on the Si-DSSD stack. The effective attenuation (EA) of
the stack is given by,

(3)

where is the total depth of Si and is the total linear
attenuation coefficient of Si. For 140 keV, .
The effective sensitivity (ES) of the system is proportional to
the product of the collimator transmission and the attenuation
in the Si-DSSD stack, given by,

(4)

If the sampled emission angles are binned (discretized), (2)
and (4) become,

(5)

(6)

where , is the number of angular bins and
.

Fig. 3(a) presents an example of rays emitted from a point at
the center of the source distribution ( ). The limits of the
ray vectors show the range in of the trajectories utilized to
calculate the effective transmission at this location. All the rays
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Fig. 3. (a) Illustration of ray tracing for 500 photons emitted from location � � �. All the rays with an effective transmission below 5% are visualized as being
stopped in the collimator. (b) Line-plots of the calculated effective transmission (upper) and system effective sensitivity (lower). Solid and dashed lines represent
the distributions for the collimators with one and three slits, respectively. Note that the y-range in (b) is larger than that in (a). The FoV of the system for both
the one and three slit geometries extends beyond the range of the distributed source. The magnitude and range of the sensitivity function is significantly larger for
three slits with respect to the one slit geometry.

Fig. 4. (a) A 3D representation of the triple slit square collimator configuration. (b) A 3D representation of the triple slit cylindrical collimator configuration. The
dots in front of the collimator represent the image voxels where the transmission � � �. The shades of the dots represent the values of CoR at the voxels. The
transparent squares represent the detector layers. The short straight line shows the recoil photon trajectory connecting the first (shown as solid dot) and second
interactions forming the CoR.

with below 5% are shown to be stopped in the collimator.

Fig. 3(b) shows the distributions of and as
the number of slits included is increased. The distribution was
calculated in 1.0 mm increments along the y-axis. At each lo-
cation, 5000 photons were uniformly emitted within an angular
range of . When there are no slits in the collimator,
and are negligible. When changing from one slit to
three slits, and are significantly increased as
expected. The FoV is also significantly increased with the ex-
tension to three slits.

B. Three-Dimensional Collimator Model in GEANT4

The optimized collimator, described in the previous section,
was extended to 3D and modelled in GEANT4 [13]. The
simulations incorporated all of the experimental components:
detectors; motherboards; housing; RF-shielding; the collimator

and the source. In GEANT4, the collimator was constructed
from two parts, an inner section reserved for pinholes and
an outer part containing slits. The slits in the outer sections
were formed using the G4BREPSolidPolyhedra class objects
to avoid repeating solid subtractions that can cause errors in
GEANT4 ray-tracing. This object class also made the extension
from square to cylindrical configurations trivial as the input just
required an increase in the number of sides of each polyhedron.
Fig. 4(a) and (b) show the two 3D configurations modelled in
GEANT4. The first collimator design was composed of three
concentric square slits that were matched to the geometry of
the Cartesian detector stack. The second was a cylindrical
geometry, which better used the space surrounding the central
pinhole region. In reality, the individual parts of the collimators
need extra mechanical supports to be held together in place. A
solution is to fill in slit spaces with a low density rigid plastic
foam [15].
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Fig. 5. The triple intensity planar phantom source distributions. The three cir-
cles (radius = 15.0, 6.0, and 4.0 mm) have relative intensities of 1:10:50. Region
B is the background of the phantom with zero intensity. The source is on y-z
plane.

To study the performance of both collimator configurations,
simulations were performed with a distributed source of

shown in Fig. 5. The source distribution was a triple
intensity planar phantom consisting of three circular distribu-
tions I1, I2 and I3. The outer circle (I1) had a radius of 15.0
mm and the two inner circles had radii of 6.0 mm and 4.0 mm.
The smallest radius of the circles was approximately 2 times the
average gap of the slits, to account for the expected size of the
point-spread-function (PSF). The three distributions had rela-
tive intensities of 1:10:50.

An additional study was performed to investigate the system
PSF. A point-source which emitted 140 keV photons was posi-
tioned at the center of the FoV for geometries that included the
Compton camera stack both with and without a physical colli-
mator.

The reconstruction algorithm used for both the distributed and
point source investigations is described in Section III-C.

C. Compton Reconstruction

Estimates of the source distributions were formed utilizing
Compton-cone reconstruction with consideration of the trans-
mission properties of the collimator. For an incident gamma ray
emitted from location , with energy , the Compton scatter
angle at the first interaction is related to the energy deposited

(see Fig. 1(b)) by,

(7)

where is the energy carried by the recoil photon
after the interaction. For an ideal system, the scattering angle
defines a CoR on which the photon emission location originated.
For a finite imaging volume in a realistic system the intersection
of the CoR with the imaging volume gives a probability distri-
bution of the likelihood that the photon was emitted from each
voxel in the volume. The probability density function of the
CoR can be generally expressed as:

(8)

where is the location of an arbitrary voxel inside the imaging
volume, is the vector from to the cone apex , is
the collimator transmission function, is the probability that
the gamma ray from reaches the interaction location given
it traverses the collimator, is the probability that a Compton
scatter occurs at , is the probability that the photon reaches
the second interaction location , is the probability of an

interaction at and is the probability of the
emission at Compton scattering at an angle resulting in a
measured energy . denotes cone surface. The last of these
probabilities is the double differential cross section, which can
be approximated by,

(9)

where is the angle between and the vector of the cone
axis , is the scattering function and is the
CoR with angular uncertainty. The probability density function
(PDF) of CoR can be approximated by [14],

(10)

where is chosen to be . It should be noted that (10) is
an approximation, both in the shape and the width of the func-
tion. This approximation is reasonable as long as Doppler broad-
ening is the dominant factor in .

In this study, image reconstruction is performed by CoR back-
projection. In order to preserve the intensity, the sum of the con-
tributions of all voxels for each CoR was normalized to 1.0.
This implies that the source is contained by the image volume.
Additional detailed description of the implementation of the
Compton back-projection can be found in the Appendix.

IV. CONTRAST AND SIGNAL-TO-NOISE RESULTS

A. GEANT4 Simulation Results

The simulations were performed on the Nimrod/G computing
cluster at Monash University [16]. The data were filtered to re-
move the histories for Rayleigh scatters and interactions that
occurred in the collimator or housing as no a-priori knowl-
edge of this information can be recorded experimentally. A total
of events were generated from the triple-intensity
phantom. To provide realistic measurement data, uncertainties
due to the nominal spatial and energy resolutions of the experi-
mental detectors were added to the ideal data. The Compton in-
teraction sequences were then randomized and re-ordered using
a version of Bayesian reconstruction [17] where the source lo-
cation was assumed to be at negative infinity on the x-axis.

Fig. 6(a) shows the statistics for Compton events as a func-
tion of event fold (the number of interactions in an event) for
the square and cylindrical geometries. The cylindrical colli-
mator yielded increases of 14.9% and 19.0% in the numbers
of total and successfully ordered events, respectively, in com-
parison with the square collimator. An increase was achieved
even though the open-fraction of the square collimator is
greater. The percentage of successfully tracked events for the
cylindrical geometry was 66.0%, compared to 63.7% for the
square geometry. Although these rates were less than perfect,
the majority of the unsuccessfully ordered events were not
included in the image estimate as they were attenuated in
transmission correction. Improved ordering could be achieved
by incorporating the collimator geometry into the ordering
algorithm, however it would be extremely computationally
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Fig. 6. (a) A plot showing the number of events as a function of the number of interactions in the event for the two collimator configurations. (b) A 2D histogram in
log-scale showing the photon emission positions, at the source plane, for events that passed through the cylindrical collimator and interacted in the detector-stack.

Fig. 7. 2D histograms of the positions at which the photon emission vectors intersect the collimator plane for all detected Compton scattered events for (a) the
square and (b) the cylindrical geometries, respectively. The complex variation in intensity shown between (a) and (b) is due to the combination of the change in
the number of emitted photons that intersect the different regions of the collimators as a function of distance from the center of the FoV and the asymmetric source
distribution.

intensive to test every permutation and so this extension was
not included. For the result shown in Fig. 6(a), the realistic
resolved/unresolved ratios are 0.143 and 0.161 for squared- and
cylindrical collimators, respectively. From a comparable simu-
lation, where the outer region of the collimator was completely
open, the mean resolved/unresolved ratio was calculated to be
0.190. The lower resolved/unresolved ratios can be attributed to
multiple scatter events being clustered into single pixels and the
inclusion of housing interactions in the collimator data set but
not in the comparable simulation one. Fig. 6(b) shows the 2D
event histogram of the photon emission positions, at the source
plane, for events that passed through the cylindrical collimator
and interacted in the detector-stack. The distribution closely
resembles the phantom shown in Fig. 5, and shows that the FoV
of the slits covers the entire distributed planar phantom. The
equivalent distribution for the events that passed through the
square-slit collimator is very similar and is therefore not shown.

Fig. 7(a) and (b) show 2D histograms of the positions at which
the photon emission vectors intersect the collimator plane for
all detected Compton scattered events for the square and cylin-

drical geometries, respectively. The narrow distributions closely
reproduce the precise outlines of the collimator apertures. This
agreement demonstrates the effectiveness of the design at mini-
mizing the number of unresolved events—events for which the
primary scatter occurs in the collimator—that compose the data
set. The variation in intensity shown in Fig. 7(a) and (b) is due
to the combination of several geometrically varying parameters.
These parameters include the source emission in spherical co-
ordinates, the “Cartesian nature” of the detector stack and the
asymmetric source distribution. In addition, for the cylindrical
slit geometry, the intensity of the histogram is maximum in the
regions of corners of the squared detectors where there is greater
intersection of the rays with the detector stack. From these dis-
tributions, the cylindrical collimator has been shown to outper-
form the square collimator.

B. Reconstruction Results

The event data described in Section IV-A were reconstructed
utilizing the technique described in Section III-C. The in-
tersection of each back-projected CoR with each voxel in
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the imaging volume was calculated and summed. In order to
reduce the computation time, , and were set to 1.0.
Although these terms will ultimately effect the final image,
their contribution is small compared to the other parameters
that describe the . Also, they will have a similar
effect on both the ideal (excluding energy and spatial uncertain-
ties) and realistic (including energy and spatial uncertainties)
images reconstructed for each test case. Therefore setting these
three parameters to unity was deemed to have a minimal effect
on the study of the collimator performance. For each case,
both the ideal and realistic image estimates were reconstructed
to investigate the subsequent change in performance. The
effects of the collimator on the image reconstruction were also
investigated by performing back-projections with and without
the collimator transmission function. It should be noted that
while the GEANT4 data was blurred with the expected levels
of experimental position and energy resolutions and Bayesian
interaction ordering, no attempt has yet been made to estimate
the performance of the code with time uncertainty that would
result in pile-up and random coincidence.

Fig. 8(a) and (b) show the image estimates, at the depth where
the source was located , for data collected with
the square collimator and without inclusion of the collimator
transmission function (i.e., cone-surface back-projection). The
back-projection results from ideal data are shown on the left,
while those using realistic experimental factors are shown on the
right. The source appears as a single unresolved distribution in
both cases and the size of this distribution is shown to increase
significantly with the application of the experimental factors.
Under these conditions, the data from the cylindrical collimator
also resulted in similar distributions and so is not presented.

Fig. 8(c) and (d) show image estimates from the same data as
is presented in Fig. 8(a) and (b), however, the collimator trans-
mission function has also been included in each back-projec-
tion. The resulting reconstructions have a significant reduction
in the level of overall blur and the high intensity source dis-
tribution is now visible above the background. However, there
are still significant artifacts in the horizontal and vertical direc-
tions, caused by preferential modulation of the back-projected
CoRs. Fig. 8(e) and (f) show equivalent representations to those
in Fig. 8(c) and (d), however the simulated data were generated
with a cylindrical shaped collimator. The resulting back-pro-
jections for this configuration enable isotropic modulation of
the CoRs which results in a substantial reduction in image arti-
facts. The high intensity profile can easily be differentiated from
the other features and the intermediate intensity distribution can
also be observed. Additionally, There is a reduction of about 2
times in image intensity from ideal back-projection (left) to re-
alistic back-projection (right) in Fig. 8. This is because of the
effect of the additional spatial and energy uncertainties on blur-
ring of the back-projected PDF of each CoR and decreasing the
success rate of the Bayesian tracking algorithm. The noise in
the images shows that the image quality can be improved with
more event data.

In order to quantify the quality of different image estimates
the contrast and noise properties for the three features and the
background were measured by overlaying the exact phantom.
The labelled regions I1, I2, I3 and B on the phantom shown in

Fig. 5 are used as the template for the calculations, i.e., those
regions are masked off when calculating the various contribu-
tions to contrast and SNR. As an example of the calculation,
the contrast between regions I3 and I1 was obtained by dividing
the difference of the mean intensities of regions I3 and I1 by
the sum of the mean intensities, or .
Table II shows the contrast for each of the regions of the images
reconstructed from data collected using the square collimator,
with and without the inclusion of the collimator transmission
function, and the cylindrical collimator with the inclusion of the
transmission correction. In the table, B denotes the mean back-
ground level. For both the ideal and realistic data, the contrast
between the intermediate intensity circle (I2) and the low inten-
sity circle (I1) is completely dominated by the criss-cross arti-
facts. However, the contrast of I3:I1, I2:I1 and I1:B increase sig-
nificantly with the inclusion of the transmission function. When
the cylindrical collimator is used, the contrast further increases
in all cases for both the ideal and realistic data.

Table III shows the signal-to-noise-ratio (SNR). The SNR
was calculated as for each distribution. In this in-
stance the “signal” refers to mean intensities of the image re-
gions where an emission was produced, when overlaying the
exact phantom. Whereas the “noise” refers to the mean intensity
of the image region from where no emissions were generated.
For both collimator geometries, the SNR increases significantly
with the inclusion of the transmission correction. The improve-
ment in the SNR for the square collimator with the transmission
function was 126%, on average. By moving from the square ge-
ometry to a cylindrical geometry, a further average increase of
31% was obtained. Repeat data sets were produced and the SNR
values of calculated. The variations in SNR between the data
sets was shown to be less than 10%.

V. SYSTEM POINT-SPREAD-FUNCTION (PSF)

A single point source was positioned in the center of the FoV
in order to assess the affect of including large-area-apertures
on the resolution of the system. Two configurations were con-
sidered, the Compton camera stack both with and without the
cylindrical collimator. GEANT4 simulations were performed
for which event histories were generated. The total
number of detected events were and , re-
spectively. This means that the slit openings on the collimator
enabled 3.0% of all possible events to be detected, however it
should be remembered that the central region of the collimator
was reserved for pinholes. If this central region were allocated
further large-area-slits, this fraction would be much greater. In
fact the number of events that would pass through the three cen-
tral pinholes is only 2.3% of the data that passes through the slits
in the outer regions.

Fig. 9(a) and (c) show the image estimate and slice at
for the system without a mechanical collimator. As with all the
data presented in this work, all detected events were included
and there was no minimum threshold applied to the acceptance
angle or distance between scatters. The FWHM of the PSF was
estimated to be at least 42.0 mm. Clearly, no modulation can
be applied to the back-projected CoRs. Fig. 9(b) and (d) shown
the image estimate and slice at for the system with
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Fig. 8. Image estimates at the volume slice where the source was located. (a)-(d) were generated with data from the square collimator and (e)-(f) with data from the
cylindrical collimator. The left column shows image estimates reconstructed from ideal data. The right column shows image estimates from data with experimental
factors applied. (c) and (d) show the improvement achieved with the inclusion of the transmission function, with respect to (a) and (b). (e) and (f) show the further
gains achieved through moving from a square to cylindrical geometry.

the cylindrical collimator. The modulation transmission func-
tion was applied to each CoR in back-projection. The FWHM of
the realistic PSF in Fig. 9(d) is shown to be reduced to 2.0 mm,
or by a factor of 20 with respect to the bare Compton camera.
However, tails resulting from asymmetric modulation across the
three concentric large-area-slits results in a broadening at the
base of the distribution.

VI. CONCLUSION

The design of a hybrid collimator for the PEDRO prototype
detector has been investigated. The aim was to find a realistic
geometry that would enable optimized large-area slits to be in-
cluded in the outer regions of a collimator to improve the sensi-
tivity and increase the FoV. The constraints were to ensure that
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Fig. 9. Image estimates of the single point source obtained without any collimator (left) and with the cylindrical collimator (right). (a)-(b) are back-projection
image estimates with realistic conditions. (c)-(d) are the distributions across the image estimates at y = 0, with both ideal and realistic conditions. With the cylindrical
collimator, the FWHM of the realistic PSF in (d) is at least 20 times smaller than without the collimator.

TABLE II
IMAGE CONTRAST FOR THE SQUARE AND CYLINDRICAL COLLIMATORS.

TABLE III
SNR FOR THE SQUARE AND CYLINDRICAL COLLIMATORS.

the additional slits did not affect the image estimate that could
be collected with the multi-pinhole configuration in the center
of the aperture array.

It has been shown that the optimization technique developed
allowed the large-area slits to not only fully sample the primary

FoV, but also to extend this to enable region-of-interest analysis.
The algorithm also enables the user to adjust the optimized slits
to trade-off the FoV and sensitivity.

Square- and cylindrical-slit geometries were tested and the ef-
fect of accounting for the collimator transmission functions was
also investigated. For both geometries, the results have shown
that the collimator transmission function modulated the back-
projected CoRs into the imaging volume and significantly im-
proved the image quality quantified by contrast and SNR. It was
also found that a cylindrical geometry collimator outperformed
a square geometry collimator. The isotropic modulation of the
cone surfaces resulted in less artefacts and more highly resolved
image estimates. Also, the cylindrical geometry provided in-
creased sampling of the FoV due to more optimal positioning
of the slits. From data collected with the cylindrical collimator
and a single point source in the center of the FoV, the resolu-
tion of the system was improved by a factor of 20, as compared
to the uncollimated Compton camera. Although a resolution of

is not sufficient for small animal imaging, it is ex-
pected that this high statistics data will be utilized to compliment
the high resolution pinhole data and improve the reconstruction.
It is also likely that further gains are possible. Also, techniques
where resolutions of the order of can be obtained
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with relatively high statistics data sets are useful in other appli-
cations of SPEI.

Future work will involve both comparing and combining
the pinhole data and large-area aperture Compton data in the
framework of a maximum likelihood expectation maximization
(ML-EM) reconstruction. A more realistic phantom for small
animals, such as the Derenzo phantom, will be used to inves-
tigate the limits of image resolution and contrast that can be
achieved for clusters of small features.

APPENDIX

Collimator Transmission Function: The slits on the col-
limator limit the cone back-projections as only certain gamma
ray trajectories have a significant probability of traversing the
Tungsten. The collimator transmission is given by,

(11)

where is the length that intersects with the colli-
mator material. The collimator transmission function has values

, depending on the thickness of Tungsten tra-
versed. To obtain , a 3D ray-tracing algorithm was im-
plemented. Currently, to simplify the calculation, was
set to zero for . The effect of the collimator
transmission function is demonstrated in Fig. 4(a) and (b). The
transmission function truncates the cone surface and therefore
reduces the number of possible locations from which the source
emission may have occurred. It was also found to improve the
accuracy of the gamma-ray tracking algorithms as the majority
of the false interaction orderings cannot be traced back through
the collimator.

Detector Interaction Probabilities: The probability that a
Compton scatter occurs in a detector is given by [18],

(12)

where is the incoherent scattering linear attenuation
coefficient and is the total attenuation coefficient.
For a stack geometry such as PEDRO, the probability that the
photon traversed all other detectors between the source and
can also be included. This probability is given by,

(13)

Following the initial scatter, the photon must then escape the
primary interaction detector and traverse all other material in-
tersected along . This probability is given by,

(14)

Finally the photon must undergo a second interaction at ,
with probability,

(15)

where and are the linear attenuation and
depth of intersection of the detector, either Si or HPD, at the
second interaction.

Scattering Distribution Function: Given a Compton
scatter is recorded, the angular probability for unpolarized
incident photons is governed by , the scattering corrected
Klein-Nishina cross section [19], [20], given by,

(16)

where is a normalization factor so that ,
is incoherent scattering function with

and . is material de-
pendent and its functional dependence can be found in [21],

is Klein-Nishina cross section at given by,

(17)

where is the classical
electron radius.

Angular Uncertainty Function: For an arbitrary gamma
ray, has a magnitude . Similarly, the first and second in-
teraction positions and define a vector with magnitude

. The angular uncertainty due to detector spatial resolution is
described in [22] as,

(18)

where , , and are the
spatial resolutions of the detectors in which the first and second
interactions occurred (see Table I).

The angular uncertainty due to energy resolution can be ob-
tained from the derivative of (7) with respect to the energy of
the scattered photon [23]. The uncertainty is expressed as,

(19)

where is the total energy uncertainty caused by Doppler
Broadening and detector energy resolution . The
energy uncertainty due to Doppler Broadening can be approxi-
mated according to [24], [25] ,

(20)

where is the dimensionless FWHM of the Compton
profile. From [26] and [24], for Si and CdTe are equal
to and , respectively.

Combined with the FWHM of the detector energy resolution
, the total energy uncertainty becomes,

(21)

and the total angular uncertainty is:

(22)
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Laplacian Erosion: An Image Deblurring Technique
for Multi-Plane Gamma-Cameras

Jeremy M. C. Brown, John E. Gillam, David M. Paganin, and Matthew R. Dimmock

Abstract—Laplacian Erosion, an image deblurring technique
for multi-plane Gamma-cameras, has been developed and tested
for planar imaging using a GEANT4 Monte Carlo model of the
Pixelated Emission Detector for RadioisOtopes (PEDRO) as a test
platform. A contrast and Derenzo-like phantom composed of
were both employed to investigate the dependence of detection
plane and pinhole geometry on the performance of Laplacian
Erosion. Three different pinhole geometries were tested. It was
found that, for the test system, the performance of Laplacian
Erosion was inversely proportional to the detection plane offset,
and directly proportional to the pinhole diameter. All tested
pinhole geometries saw a reduction in the level of image blurring
associated with the pinhole geometry. However, the reduction
in image blurring came at the cost of signal to noise ratio in the
image. The application of Laplacian Erosion was shown to reduce
the level of image blurring associated with pinhole geometry and
improve recovered image quality in multi-plane Gamma-cameras
for the targeted radiotracer .

Index Terms—Image deblurring, mechanical collimation, single
photon emission imaging.

I. INTRODUCTION

S INGLE Photon Emission Imaging (SPEI) is the process of
constructing an image to estimate the geometry and charac-

teristics of an object from its emitted x- and/or -ray radiation.
Mechanical SPEI, the predominant collimation method in SPEI,
employs a direct or coded aperture to restrict the solid angle of
radiation incident upon the surface of a position-and-energy-re-
solving radiation detector [1]. The restriction of the solid angle
allows for the incident trajectory of a detected photon to be esti-
mated. The accuracy of the estimated incident trajectory and the
fraction of emitted radiation allowed to pass through an aperture
are inversely proportional [2]. The result is a trade off between
spatial resolution and sensitivity, the limiting factor of mechan-
ically collimated SPEI [3].
Two approaches have been explored in an attempt to address

this trade off: increasing the number of Gamma cameras aimed
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at the target Field Of View (FOV) [4], [5] and multiplexing of
apertures in the mechanical collimator [6]. The cost associated
with the first of these two approaches is substantial due to the
required number and size of detector modules, processing elec-
tronics and computer hardware. The second approach utilises
overlapping projections of two or more apertures to increase the
sensitivity of an individual radiation detector while retaining the
same spatial resolution [7]. For events that interact within the
regions of overlapping aperture projections, a number of pos-
sible lines of response may be indicated, thereby reducing the
individual event information in that region [8]. Any increase in
sensitivity comes at a cost of the average level of information
that a single measurement carries [9].
The need for a more effective way to demultiplex overlap-

ping projections led to the development of synthetic collimation
[10]. Synthetic collimation utilises multiple detection planes be-
hind a coded aperture in combination with an application-spe-
cific version of the maximum likelihood-expectation maximi-
sation (ML-EM) algorithm [10]. To maximise the performance
of these systems, the geometrical optimisation of detector de-
signs and system geometry is required [11]. In the case of a
two-detection-plane system, the first detection plane in the stack
is placed close enough to the coded aperture so that no multi-
plexing is present. However, finite thickness (poor depth of in-
teraction measurement), electronic read out time of the radiation
detector and image distortion associated with the geometry of
the pinhole at close distances can result in an increase in image
blurring. Two of the three limiting effects, finite thickness and
electronic read out time, can be minimised through replacing the
single radiation detector with a number of thinner devices.
The present work explores the development of a physically

motivated image deblurring technique, Laplacian Erosion, to
address the image distortion associated with the pinhole geom-
etry for synthetically collimated multi-plane Gamma-cameras
that utilise a number of thin radiation detectors in the non-mul-
tiplexing region. The mathematical development of the Lapla-
cian Erosion algorithm can be found in Section II. Section III de-
scribes the Monte Carlo radiation transport model, planar image
recovery methods and assessment metrics employed to assess
the dependence of the developed algorithm on target detection
plane and pinhole geometry using the Pixelated Emission De-
tector for RadioisOtopes (PEDRO) [12] as a test system. The
results of the algorithm’s testing, a discussion and an overall
conclusion of the present work follows in Sections IV, V and VI
respectively.

II. LAPLACIAN EROSION

Every SPEI system exhibits some level of image blurring as-
sociated with themethod of collimation. For a mechanically col-
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limated SPEI system, the image blurring can be approximated
as a symmetric Point Spread Function (PSF) incorporating the
blurring factors associated with the pinhole geometry, source
distribution in the imager’s FOV, the offset of the detection
plane from the collimator and the spatial resolution at the de-
tection plane [13], [14].
The image data measured at a detection plane

can be expressed as:

(1)

where is the projection of the source distribution in
the FOV onto plane , is a rotationally symmetric
PSF that models the image blurring at plane and denotes
two-dimensional convolution.
Laplacian Erosion is a physically motivated method of image

deblurring for multi-plane Gamma-cameras, conceptually sim-
ilar to unsharp masking, used to reduce the blurring associated
with the effects of pinhole geometry. Unlike techniques such as
unsharp masking, Laplacian Erosion utilises measured quanti-
ties rather than purely mathematical processing methods to re-
move image blurring. The development of this physically moti-
vated image deblurring technique starts from the common form
of the unsharp masking algorithm [15]:

(2)

where is the transverse Laplacian and is a
real-valued free parameter that allows the degree of sharpening
to be tuned. The multiple-plane nature of multi-plane Gamma-
cameras enables the Laplacian of the image data measured at
plane to be estimated experimentally from the multiple image-
planes collected simultaneously. As the rotationally symmetric
PSF is a function of the distance between the collimator and
detection plane, the multiple planes within the system record
images that have been blurred to different extents.
The following proof illustrates how the Laplacian of the first

detection plane in a two-detection-plane system can be esti-
mated through a weighted subtraction. The measured images

and are given by:

(3)

(4)

Here is the ideal image of the radiotracer distribution in
the FOV and and denote the rotation-
ally symmetric PSFs at each detection plane. The PSFs can be
modelled as Gaussian functions:

(5)

where . The weighted difference between the two nor-
malised images is:

(6)

where and are real numbers. Fourier transformation of
(6) leads to:

(7)

after application of the convolution theorem. A second order
Taylor series approximation to the Gaussian then yields:

(8)

Now let and , hence:

(9)

The Fourier derivative theorem [16] is then applied in reverse
to give:

(10)

where taking the inverse Fourier transform then yields:

(11)

If and are set to 1 and we let , then:

(12)

where is a normalisation constant. Therefore the Laplacian of
the data at plane can be estimated by:

(13)
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where is the image plane under consideration and are nor-
malisation and image resampling operators which normalise the
total sum of image intensity data to one. Both sets of
image data are resampled and mapped to the same size and spa-
tial resolution in image space, where the first plane, , is the
plane with the largest amount of image blurring. The index in-
creases plane by plane towards the plane with the least blurring.
A threshold operator may now be introduced into (13) to

isolate the values of the positive components of the summand
associated with the width increase of the object upon blurring.
Removal of the negative components of the summand has a sec-
ondary effect of reducing the impact of amplifying statistical
noise due to the intensity differences. Thus, with the definition:

if ,
if ,

(14)

Equation (13) becomes:

(15)

Equation (15) gives an experimentally informed estimate of
the Laplacian of , which may be contrasted with the
numerical methods employed in unsharp masking, that isolates
the positive components associated with the width increase of
the object upon blurring. For a system of detection planes,
the targeted Laplacian estimate of the width increase of the ob-
ject upon blurring between detection planes can be estimated for
each plane up to . The summation of these planes gives
an experimental estimate of the transformation of the image
data with respect to the image with the lowest level of
image blurring, , due to the rotationally symmetric
PSF of the imaging system. This summation of experimental
estimates of each set of image data represents a higher-order es-
timate of the Laplacian of the image data from to

. This summation can be given by:

(16)

The substitution of (16) into (2), including and normalising
terms to rescale the image, yields:

(17)

where is the ideal image measured at plane and
normalises the sum of to match the sum of the

events in planes to .
The signal-to-noise limited nature of multi-plane pinhole

SPEI significantly affects the estimation of the Laplacian via
(16). The random nature of radioactive decay and the reduction
of radiation flux incident on each plane as a function of depth

in the detection stack increase the influence of Poisson noise
on the measured image data. The increase in noise degrades
the accuracy to which the Laplacian of the image at each plane
can be estimated, reducing the quality of the estimate of the

ideal image . To measure this a standard error metric,
the Root Mean Square Difference (RMSD), was utilised (see
Section III-C). Each time a new plane is included into the
calculation, increasing by 1, the RMSD is calculated
between the current estimate of and the previous
estimate . The index is increased until the rate of
change of the RMSD changes sign; at this point Poisson noise
will start to dominate the estimated Laplacian. The index is the
maximum number ( ) of detection planes that should be
used to estimate the Laplacian before noise degradation occurs.
The substitution of for in (17) results in the final
form of the Laplacian Erosion algorithm:

(18)

III. METHOD

The Monte Carlo radiation transport modelling toolkit
GEANT4 [17] was used to investigate the performance of
the Laplacian Erosion algorithm for a single-pinhole colli-
mator. Previously, a GEANT4 application was developed for
optimising design and aiding in development of novel image
reconstruction methods for hybrid SPEI with PEDRO [12],
[18]. This GEANT4 application was employed to undertake
two investigations: 1) to illustrate the performance of Laplacian
Erosion as a function of the target detection plane in the test
imaging system and 2) exploration of the effect of pinhole
geometry on the performance of the algorithm.

A. System Model

A variant of PEDRO, with geometry shown in Fig. 1, was
constructed specifically to assess the performance of Lapla-
cian Erosion using the GEANT4 application. The PEDRO
variant contains a stack of five Si Double Sided Strip Detectors
(DSSDs) with a separation of 1.0 mm centred 10.5 mm behind
a 2.0 mm thick single pinhole tungsten collimator. Each Si
DSSD is 1.0 mm thick with a surface area of 32 mm by 32 mm,
grid size of 0.1 mm and an energy resolution of 5% Full Width
of Half Maximum (FWHM).
A contrast and Derenzo-like phantom, shown in Fig. 2, were

selected to assess the effect of the Laplacian Erosion algorithm
on the contrast and resolution, respectively. Each phantom was
composed of an ideal radiotracer emitting 30 keV photons.
The phantoms were centred 24.0 mm from the front of the col-
limator, filling the FOV of the rear detection plane. To avoid
wasted event processing, the emission direction of the photons
was confined to the same isotropically distributed cone at every
position. The opening angle of the cone was set to 15 to suffi-
ciently cover the total open cross-section of the largest pinhole
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Fig. 1. The geometry of the GEANT4 Monte Carlo model of the PEDRO
variant.

Fig. 2. The two phantoms, a contrast (a) and Derenzo like (b), employed to test
the performance of Laplacian Erosion using the test multi-plane Gamma-camera
PEDRO.

TABLE I
THE RELATIVE INTENSITY RATIOS, POSITION/RADIAL SEPARATION CENTRE TO
CENTRE AND RADII OF EACH FEATURE WITHIN THE PHANTOMS SEEN IN FIG. 2

aperture at the edges of each phantom. At each emission location
the axis of the cone was aligned with the centre of the pinhole;
if a sampled emission direction did not fall within this cone the
position and emission direction of the event were resampled. A
total of photons were emitted in this directional cone
during each run. 240 runs were performed for each geometry
and the data histograms were combined prior to the analysis out-
lined in Section III-C. The specifications of each feature within
the two phantoms are shown in Table I.
In total, three different pinhole geometries were investigated.

The geometries of the three pinholes, outer to inner diameter,
are as follows: 1) 4.5 mm to 1.5 mm, 2) 3.0 mm to 1.0 mm and
3) 1.5 mm to 0.5 mm. For each pinhole geometry three simu-
lations were executed; one for each phantom and a
planar source (for the sensitivity correction). The simulations

of the planar source were used to calculate the sensitivity func-
tions for each detection plane from a total of
photons. These sensitivity functions were blurred with a two-di-
mensional Gaussian, with three pixel standard deviation, to sup-
press Poisson noise and then used to correct the images mea-
sured at each detection plane.

B. Image Recovery

The image recovery process of the PEDRO variant was based
on a planar energy gated pinhole projection algorithm. A single
10% energy window was applied around the centre of the 30
keV full-energy peak. An individual image representing each
detector histogram was recovered, corrected for sensitivity and
resampled to the same spatial resolution at the object plane.
These data were used to form a set of Laplacian Eroded im-
ages, one for each plane, and two additional images: a stan-
dard and a processed summation image. The standard imagewas
constructed from the summation of all five planes into a single
image, the processed image from the sum of the five resultant
images after application of the Laplacian Erosion algorithm.

C. Assessment of Reconstructed Image Quality

The two phantoms were selected to investigate the influence
of Laplacian Erosion on contrast, signal to noise and spatial
resolution of the reconstructed images. Procedures employed
to assess the reconstructed image quality were unique to each
phantom. Assessment of the Derenzo-like phantom were based
on spatial resolution and required the use of line profiles along
the centre of the outer triangle of each group of disks and vi-
sual assessment of the reconstructed images. For the contrast
phantom three Figures of Merit (FoMs) were utilised as well
as visual assessment of an image formed from the difference of
each recovered image with the simulated phantom. The three
FoMs were selected to assess the influence of: the ratio of mea-
sured to ideal contrast between features, Signal to Nose Ratio
(SNR) and the RMSD between the recovered image and the sim-
ulated phantom. Each measure is defined below.
Contrast is defined as:

(19)

where and are the mean value of the area of higher inten-
sity and local background respectively. The contrast of the fea-
tures within the images were determined to their background

and compared to that of the known contrast of the true
phantom as the ratio .
Signal to Noise Ratio (SNR) assesses the noise of a feature in

an image. The SNR is defined as:

(20)

where and are the mean and standard deviation of the pixel
values in the feature. The SNRwas assessed in the central region
of each of the three features in the contrast phantom.
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Fig. 3. The standard (left-hand side) and Laplacian Eroded (right-hand side)
images recovered from the first (top), third (middle) and fifth (bottom) detection
plane of the Derenzo-like phantom. An image scale indicator can be seen in the
bottom left-hand side of each image, and for all images from here on.

Root Mean Square Difference (RMSD) quantifies the differ-
ence between the estimate of an object and the known object.
The RMSD is defined as:

(21)

where is a normalised image of the known object and
is a normalised image estimate of the object.

IV. RESULTS

A. Detection Plane Dependence

1) Derenzo-Like Phantom: The standard and processed im-
ages recovered from the first, third and fifth detection plane of
the Derenzo-like phantom can be seen in Fig. 3. Four observa-
tions can be made through the visual comparison of the standard
and Laplacian Eroded images of each plane:

• the application of Laplacian Erosion enables the 0.75 mm
disks in feature 2 (see Fig. 2(b)) of the phantom to be re-
solved in the first detection plane;

• the average level of image blurring has been reduced for
the first and third detection plane;

• complicated artefacts are present in the 0.5 mm and 0.375
mm disk features of the recovered images;

• the eroded image at the fifth detection plane remains un-
changed.

A comparison of the line profiles of the four different fea-
tures of the Derenzo-like phantom Fig. 2(b) is shown in Fig. 4.
Inspection of the line profiles for the 0.75 mm disk feature from
the first detection plane, top set of profiles in Fig. 4(b), shows
a clear reduction of local minima and increase of local maxima
in the Laplacian Eroded profile, corresponding accurately with
the features of the Derenzo-like phantom, that are not present in
the standard recovered image. However, this reduction in local
minima and increase of local maxima of the Laplacian Eroded
profile in comparison to the Derenzo-like phantom is not iso-
lated to the 0.75 mm disk feature of the first detection plane,
with the top set of profiles in Fig. 4(a), corresponding to the
1.0 mm feature, showing a similar trend.
Comparison of the line profiles of the four different features of

the phantom to the standard and Laplacian Eroded images from
the third detection plane, as shown in Fig. 4, also show the trend
observed in the first detection plane. However, the difference be-
tween the standard and Laplacian Eroded line profiles in the 1.0
mm disk feature is only minimal in comparison to the results of
the first detection plane. This reduction and increase in signal
in regions coinciding with zero and maximum intensity of the
phantomis theprimarygoalof this imagedeblurring technique.
In all six images of Fig. 3 determination of the location of

the disks within features 3 and 4 of the Derenzo-like phantom
is counter intuitive (see Fig. 2(b)). The interplay of the PSF of
each disk within their respective features creates a region that re-
sembles a number of low activity disks in a high activity back-
ground. The centre location of each disk within its respective
feature is at the centre of these low signal regions. This phe-
nomenon is a result of the geometry of the phantom, its dis-
tance from the collimator and the geometrical configuration of
PEDRO. Further occurrences of this artefact will be referred to
as “contrast inversion blurring” and an expanded explanation
of this phenomenon can be found in Appendix A.
As outlined in Section II, the process of image deblurring em-

ployed through Laplacian Erosion is based on the subtraction of
an experimentally estimated Laplacian from a target image. The
accuracy to which the Laplacian can be estimated via the cur-
rent technique is limited by the spatial resolution of the detec-
tors, system geometry and the location of each detection plane
in the stack. Within the current system’s geometry, the con-
tribution of image blurring at each detection plane decreases
with distance from the collimator. As the fifth detection plane
records the highest image spatial resolution, corresponding to
the smallest level of image blurring, it sets the fundamental per-
formance limit of Laplacian Erosion on the measured data. Thus
the closer the detection plane to the collimator, the greater the
improvement in image quality from Laplacian Erosion as the
estimated Laplacian is of higher quality.
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Fig. 4. A comparison of the standard and Laplacian Eroded image line profiles
to the simulated phantom for the first (top) and third (bottom) detection planes.
The disk radii of each feature’s line profiles from top to bottom: 1.0 mm (a),
0.75 mm (b), 0.5 mm (c) and 0.375 mm (d).

2) Contrast Phantom: The difference images of standard and
Laplacian Eroded images recovered from the first, third and fifth

Fig. 5. The standard (left-hand side) and Laplacian Eroded (right-hand side)
difference images recovered from the the first (top), third (middle) and fifth
(bottom) detection planes of the contrast phantom.

detection planes to the simulated contrast phantom can be seen
in Fig. 5. Visual inspection of these images yields two observa-
tions:
• reduction of the “halo” around the edge of each feature was
observed;

• a higher contribution of Poisson noise was seen in the
Laplacian Eroded difference images.

The reduction of the “halo” around the edge of each of the
features from the standard to Laplacian Eroded image indicate
a reduction in image blurring. Similar to the results from the
Derenzo-like phantom, the reduction of the “halo” width in the
third detection plane images are notably less than the first. Again
the standard and Laplacian Eroded images from the fifth detec-
tion plane are identical.
Quantification of the contrast phantom for the first, third

and fifth detection planes using the , SNR and RMSD
FOMs outlined in Section III-C can be found in Table II. It
can be seen that the lower SNR of all three features within
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TABLE II
THE SNR, AND RMSD OF THE FIRST, THIRD AND FIFTH DETECTION
PLANE FOR BOTH THE STANDARD AND LAPLACIAN ERODED IMAGES OF THE

CONTRAST PHANTOM

the contrast phantom, for the first and third detection plane,
supported the visual observation that a higher contribution of
Poisson noise was present in the Laplacian Eroded images. Ex-
amination of the relative image contrast ratios, , of the
standard and Laplacian Eroded images indicated that while the
reduction of image blurring decreased the SNR of the image,
the relative contrast between features remains unchanged. Fi-
nally, the lower RMSD values for the Laplacian Eroded images
of the first and third detection plane indicates that there was a
net improvement after removal of image blurring regardless of
the observed decrease in SNR.

B. Pinhole Geometry Dependence

1) Derenzo-Like Phantom: The standard and Laplacian
Eroded summation images for the three different pinhole ge-
ometries are shown in Fig. 6. Visual inspection and comparison
of the recovered images yields two observations:
• all three pinhole geometries see a reduction in image blur-
ring;

• through the application of Laplacian Erosion it is possible
to observe feature structure not apparent in the standard
images.

A comparison of the line profile of each feature of the sim-
ulated phantom to those of the standard and Laplacian Eroded
images is shown in Fig. 7. Each sub-figure contains three sets of
profiles for the large, 4.5 mm to 1.5 mm, medium, 3.0 mm to 1.0
mm, and small, 1.5 mm to 0.5mm, diameter pinhole geometries.
Inspection of the line profiles shows that for all three pinhole
geometries, each feature in the Laplacian Eroded images either:
more closely resembles the simulated phantom’s line profiles,
remains unchanged, or remains predominantly unchanged with
an increased level of statistical variation.
Comparison of the standard and Laplacian Eroded images

from the large diameter pinhole, see Fig. 6 (top), demonstrates
the ability of Laplacian Erosion to improve the spatial resolution
of multi-plane Gamma-cameras. Initially the 1.0 mm disk fea-
ture is indistinguishable for the large diameter pinhole image.
Application of Laplacian Erosion improves the presentation of
image information, enabling the location of individual features
to be estimated. Inspection of the 1.0 mm disk feature line pro-
files, Fig. 7(a), shows that in the standard image no information
regarding the location of the 1.0 mm disks can be obtained. This
line profile exhibits the same characteristics as contrast inver-
sion blurred features seen in Fig. 3. Inspection of the Laplacian
Eroded line profile of the same features shows a reduction in the

Fig. 6. The standard (left-hand side) and Laplacian Eroded (right-hand side)
summation images recovered from the large, 4.5 mm to 1.5 mm, (top), medium,
3.0 mm to 1.0 mm, (middle) and small, 1.5 mm to 0.5mm, (bottom) diameter
pinholes of the Derenzo-like phantom.

local minima and increase of local maxima corresponding with
the respective features of the Derenzo-like phantom.
2) Contrast Phantom: The difference images of the standard

and Laplacian Eroded images to the simulated contrast phantom
for the large, medium and small diameter pinholes are shown in
Fig. 8. Two observations can be made from visual inspection
and quantitative analysis (see Table III) of these images:
• all three pinhole geometries see a reduction in image blur-
ring from Laplacian Erosion;

• the performance of Laplacian Erosion is dependent on pin-
hole diameter.

After application of Laplacian Erosion, the width of the
“halo” around the edge of each feature is reduced. This obser-
vation, in combination with the lower SNR of all three features
for the Laplacian Eroded images, supports the conclusion that
image deblurring though the use of Laplacian Erosion comes
at the cost of image SNR. With the exception of the small
diameter pinhole, the reduction in SNR does not degrade the
contrast between features in the Laplacian Eroded image.
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Fig. 7. A comparison of the standard and Laplacian Eroded summation image
line profiles to the simulated phantom for the large, 4.5 mm to 1.5 mm, (top),
medium, 3.0 mm to 1.0 mm, (middle) and small, 1.5 mm to 0.5 mm, (bottom) di-
ameter pinholes. The disk radii of each feature’s line profiles from top to bottom:
1.0 mm (a), 0.75 mm (b), 0.5 mm (c) and 0.375 mm (d).

The RMSD of the standard and Laplacian Eroded images for
all three geometries can be seen in Table III. A direct relation-

Fig. 8. The standard (left-hand side) and Laplacian Eroded (right-hand side)
summation difference images recovered from the large, 4.5mm to 1.5mm, (top),
medium, 3.0 mm to 1.0 mm, (middle) and small, 1.5 mm to 0.5 mm, (bottom)
diameter pinholes of the contrast phantom.

TABLE III
THE SNR, AND RMSD OF THE LARGE (Lrg), 4.5 mm TO 1.5 mm,
MEDIUM (Med), 3.0 mm TO 1.0 mm, AND SMALL (Sm), 1.5 mm TO 0.5 mm,
DIAMETER PINHOLE FOR BOTH THE STANDARD AND LAPLACIAN ERODED

IMAGES OF THE CONTRAST PHANTOM

ship between the pinhole diameter and performance of Lapla-
cian Erosion can be observed. After the application of Lapla-
cian Erosion, the RMSDs of the images improve (decrease) by
4.8%, 3.8% and 0.0% for the large, medium and small diam-
eter pinholes respectively. Reduction in pinhole diameter has
two effects which lead to the reduction in the performance of
Laplacian Erosion: 1) a lower level of image blurring in mea-
sured data and 2) reduced open cross-section of the collimator
restricts the amount of radiation incident on the detector stack.
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These effects combine to increase the influence of Poisson noise
relative to the true phantom signal measured on each detection
plane in the test system. The method employed to estimate the
Laplacian of each image then amplifies this noise and increases
the variation in the image, reducing the SNR and damaging rel-
ative image contrast. However, the quality of the image, as as-
sessed through the RMSD, remains unchanged.

V. DISCUSSION

Two investigations were undertaken to assess the perfor-
mance of Laplacian Erosion as a function of detection plane
and pinhole geometry. The first investigation showed that
the integration of Laplacian Erosion into the image recovery
process can reduce image blurring and recover a more accurate
representation of the object for the majority of the detection
planes within the test system. However, the detection plane
with the highest resolution image and lowest level of image
blurring will see little improvement, or degradation, due to
Laplacian Erosion.
The investigation into the influence of pinhole diameter on

the performance of Laplacian Erosion found that there is a di-
rect relationship to pinhole diameter. As the pinhole diameter
increased, so did the enhancement provided by Laplacian Ero-
sion. For both test phantoms, all three pinhole geometries saw
a reduction in image blurring after the application of Laplacian
Erosion. As with the investigation into performance as a func-
tion of detection plane, the reduction in image blurring came
at the cost of SNR. However, in the case of the small diameter
pinhole the decrease in SNR resulted in a loss of image contrast
and constant RMSD was observed. Depending on the specific
imaging task, the reduction of image blurring at the cost of SNR
and image contrast may be an acceptable trade off.
Both investigations have utilised high-statistics data sets to

explore the performance of Laplacian Erosion as a function of
detection plane and pinhole geometry without the influence of
noise degrading the recovered images. Fig. 9 shows the respec-
tive RMSD values of the standard and Laplacian Eroded sum-
mation images of the contrast phantom for the 3.0 mm to 1.0
mm diameter pinhole geometry as a function of the fraction of
total detected events. Out of the simulated events, a
total of , , , and
were detected by detection planes 1 to 5. As the total fraction of
detected events increases the RMSD of the standard and Lapla-
cian Eroded summation images with respect to the simulated
phantom decreases as expected. From the crossing point of the
two curves in Fig. 9, it can be seen that the gains offered by
Laplacian Erosion are eliminated when only 15.0% of total sim-
ulated data are utilised.
The present work has shown the ability of Laplacian Erosion

to reduce the image blurring associated with the pinhole geom-
etry and improve edge definition of objects for single-pinhole
multi-plane Gamma-cameras. The most striking illustration of
the potential of Laplacian Erosion is the observed removal of
“contrast inversion blurring” from the Derenzo-like phantom
seen in Figs. 3 and 6. Laplacian Erosion’s ability to recover
edge definition and reverse the inverted contrast of images adds
additional functionality to multi-plane Gamma-cameras. Multi-

Fig. 9. RMSD values of the standard and Laplacian Eroded summation images
of the contrast phantom, with respect to the ideal phantom, for the 3.0 mm to
1.0 mm diameter pinhole geometry as a function of the fraction of total detected
events.

plane Gamma-cameras that apply the technique of Laplacian
Erosion would be capable of choosing between two different
imaging modes: SNR maximisation and improved edge defini-
tion. SNR maximisation would see the statistics of each plane
included in the image reconstruction algorithm of the system
without the application of Laplacian Erosion. Improved edge
detection would see each plane being Laplacian Eroded before
application of the system’s reconstruction algorithm. The choice
of imaging mode, noise or resolution optimised, could then be
selected depending on the specific imaging task. Further investi-
gation is under way to determine the best method of integrating
the technique into multi-pinhole Gamma-cameras such as Sil-
iSPECT [11] and PEDRO. Other imaging specific applications
of Laplacian Erosion are also being investigated.

VI. CONCLUSION

Laplacian Erosion, a physically motivated image deblurring
technique for multi-plane Gamma-cameras, has been developed
and tested using a Monte Carlo radiation transport model of the
prototype SPEI system PEDRO. All tested pinhole geometries
saw a reduction in the level of image blurring associated with
pinhole geometry. It was found that, for the test system, the
performance of Laplacian Erosion was inversely and directly
proportional to the detection plane offset from the collimator
and pinhole diameter respectively.
The findings of the present work highlight the ability of

Laplacian Erosion to reduce the level of image blurring asso-
ciated with pinhole geometry in multi-plane Gamma-cameras.
Further investigations are currently being undertaken to inte-
grate this technique into the image reconstruction process of
multi-plane Gamma-cameras, and explore possible application
to edge detection of tumours in nuclear medicine.

APPENDIX
CONTRAST INVERSION BLURRING

The phenomenon of contrast inversion blurring can be ex-
plained using the set of images in Fig. 10. For this example
a phantom of three circles of radii , separation and inten-
sity is placed at each corner of a triangle (Fig. 10(a)). In this
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Fig. 10. A graphical description of contrast inversion blurring. (a) contains
three ideal circles of radii , separation and intensity , (b) the projection
of each individual circle onto the detection plane of a Gamma camera, and (c)
their superposition resulting in contrast inversion blurring.

example the phantom is centred 20 mm from a single detec-
tion plane, single pinhole Gamma camera. The projection of
each of the three circles onto the detection plane can be seen in
Fig. 10(b). The summation of the intensity of the three circles,
i.e., what would be measured at the detection plane, can be seen
in Fig. 10(c). Inspection of Fig. 10(c) shows that the contrast at
the centre of the circles now appears as if it is the location of
a single hot lesion circle, with the location of the three circles
appearing as colder lesion areas.
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7

7.1 Introduction

As stated in Section 1.2, Advanced Compton Imaging Systems (ACISs) utilise information derived from

measurement of the Compton electron to restrict the azimuthal range of a Cone of Response (CoR) centred

around a plane defined by the scattered photon and Compton electron ejection vector. The extent to which

the azimuthal range can be restricted is directly proportional to the measurement accuracy of the Compton

electron ejection vector [2, 90, 108]. First generation ACISs, i.e. the Tracking and Imaging Gamma

Ray Instrument (TIGRE) [100] and Medium Energy Gamma-ray Astronomy telescope (MEGA) [47],

were composed of a tracker, a low Z multi-detector stack that was optimised for Compton scattering and

measurement of Compton electron trajectories, and a calorimeter, a high Z detection block optimised

to absorb the scattered photon [47, 67]. These systems were optimised such that the thickness of each

position and energy resolving radiation detector in the tracker was thin enough that if a photon Compton

scatters within it, the ejected Compton electron would travel through multiple detectors [47, 66]. The

coordinates and energy deposited at each intersected detection element could then be utilised to determine

the Compton electron ejection vector and kinetic energy [47, 66]. This approach, taken due to the limit of

detection technology at the time, resulted in a minimum incident photon energy for tracking to be feasible

of approximately 2 MeV [47, 66].

Recent advancements in radiation detection technology at Lawrence Berkeley National Laboratory

(LBNL) (U.S.A) [105] and Kyoto University (Japan) [93] have resulted in novel radiation detectors that

are capable of tracking recoil electrons in-situ (i.e. through the volume of a single position and energy

resolving detector). These novel radiation detectors serve as the foundation for two second generation

ACISs, one from each institution, which, in their current form, follow the same basic design as the first

generation. The difference between the generations is that their tracker is composed of either a single or

multiple stack of in-situ recoil electron tracking radiation detectors [61, 75].

LBNL’s second generation ACIS is presently comprised of a 650 μm thick, fully-depleted Silicon

scientific-grade Charge Coupled Device (CCD) with 1454 x 726 pixels of pitch 10.5μm [40], oriented in

front of a Germanium double sided strip detector [104, 105]. So far, the LBNL group has developed and

experimentally benchmarked a novel in-situ recoil electron tracking algorithm to estimate two angles, α
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and β, which represent the azimuthal and polar angle of the the Compton electron ejection vector with

respect to the CCD pixel plane [74, 75]. During experimental testing of this tracking algorithm with

the primary γ-ray line of 137Cs, 662 keV, a Gaussian-like response was observed for both α and β with

approximate Full Width at Half Maximums (FWHMs) of 50◦ and 70◦ respectively [75]. This initial work

is the first step in LBNL’s goal of creating a multiple detector tracker from several CCD layers that would

be able to track the Compton electron both in-situ and across several CCD layers on a event-by-event

basis [105].

Kyoto University’s second generation ACIS program has been developed based around novel micro-

Time Projection Chamber (μ-TPC) technology capable of measuring the three dimensional tracks of

charged particles with sub-millimeter accuracy [60, 64]. These μ-TPCs, which are composed of a gas

drift chamber coupled to a micro-Pixel Chamber (μ-PIC) [65], are typically located in front of, or encased

in, a scintillation pixel detector array to construct an ACIS [46, 61, 92, 93, 101]. This program has, so far,

developed and experimentally tested ACISs for medical imaging and γ-ray astronomy with promising

results [46, 91]. Of these systems, the most advanced, SMILE-II, intended for γ-ray astronomy, has been

shown to be able to track recoil electrons to within an accuracy of 200◦ FWHM and possesses an image

space angular spatial resolution of 5.3◦ with a minimal background in laboratory tests at 662 keV [61].

Both radiation detector types discussed above have the potential to improve the tracking accuracy of

Compton electrons and lower the minimal incident photon energy that can be tracked to around a few

hundred keV [93, 105]. The following chapter presents a preliminary study of the possible improvement

that can be achieved with recoil electron tracking in comparison to a standard CIS over the energy range

of 250 keV to 2 MeV. A single, idealised 3D position and energy resolving radiation detector capable

of in-situ recoil electron tracking, with interchangeable detection material, was implemented as the test

ACIS. Four commonly employed detection materials in SPEI, High Purity Silicon (HPSi), Gaseous Argon

(GAr), High Purity Germanium (HPGe) and Gaseous Xenon (GXe), were tested. Three of these materials,

HPSi, GAr and GXe, correspond to those that have been utilised in the tracker detectors of the ACISs at

LBNL [105] and Kyoto University [47]. For each detection material, ten different Full Width at Tenth

Maximum (FWTM) recoil electron tracking accuracies over a range of 5◦ to 180◦, assuming a normally

(Gaussian) distributed tracking algorithm similar to those discussed above [61, 75], were tested.

7.2 Advanced Compton Imager Simulation, Image Recovery and

Performance Assessment

Electron tracking allows for the azimuthal arc length restriction of the standard CIS cone-surface. The

focus of this investigation was to quantify how electron tracking accuracy impacts overall imaging

performance and point source convergence rate. To quantify these two properties, a custom Geant4

application was constructed, outlined in Section 7.2.1, of an idealised volumetric radiation detector with

perfect spatial and energy resolution. Section 7.2.2 outlines the two simple cone-surface backprojection
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frameworks, standard and truncated, that were utilised to recover estimates of the source distribution

in image space from simulations performed with this Geant4 application. Perfect measurements were

degraded directly in order to decouple imaging performance and point source convergence rate from

measurement uncertainty due to detector electrode geometry and the signal processing chain. Simple

backprojection allowed assessment to be performed without reference to any specific image reconstruction

algorithm.

7.2.1 Geant4 Application and Simulation Description

Geant4 version 10.0 was utilised to construct a custom application of a simple point source and detector

geometry in vacuum. The application comprised a point source 10 meters in front of a 100 × 100 × 100

mm3 idealised volumetric detector. Four different material variations of this detection system, HPSi (ρ =

2.33 g cm−3), GAr (ρ = 1.78×10−3 g cm−3), HPGe (ρ = 5.32 g cm−3) and GXe (ρ = 5.90×10−3 g cm−3),

were simulated with perfect spatial resolution and electronic response of the signal processing chain.

Measurement of the ejected Compton electron direction vector was modelled utilising an idealised tracking

algorithm. This algorithm sampled, on an interaction by interaction basis, a new ejection direction vector

such that the angle between the two would fall within a normal (Gaussian) distribution of variable FWTM.

Perfect gamma tracking, ordering of the interaction sequence of a single photon through the detection

volume [109], was also implemented.

A total of 88 datasets of 10,000 events were generated for each material using the application described

above. 80 of these datasets were generated by varying the incident photon energy and FWTM of the

idealised tracking algorithm over the range of values outlined in Table 7.1. The remaining 8 data sets

did not include recoil electron tracked data and served as the basis for the recovered standard CI images.

The physics list G4EMSP04 was implemented as the application’s default physics list as it contains the

Monash University Compton scattering model, outlined in Chapter 3, that was specifically developed

to simulate the ejection direction of Compton electrons in a Monte Carlo framework to a high level of

precision.

7.2.2 Image Recovery

The following framework served as the basis for both the standard and truncated cone-surface backprojec-

tion algorithms. The difference between the two approaches was that the truncated algorithm implemented

an additional top-hat function in azimuthal space to modulate the backprojected cone-surface. This top-hat

function was centred at the intersection of the cone-surface with the negative tracked recoil electron

Parameter Tested Value (keV and Degrees)
Energy 250, 500, 750, 1000, 1250, 1500, 1750, 2000

Angular Uncertainty (FWTM) 5, 10, 15, 30, 45, 60, 90, 120, 150, 180

Table 7.1: Tested incident photon energy and electron tracking uncertainty.
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(a) (b)

Figure 7.1: Two-dimensional spherical polar image space, polar (a) and azimuthal (b). A full polar and
azimuthal angular range, 0 to 180◦ and 0 to 360◦, is utilised for all images.

ejection vector (see Figure 1.5 in Chapter 1), and possessed an azimuthal angular width proportional to the

idealised tracking algorithm’s FWTM. Matching this width to the FWTM ensures that there is a greater

than 99.9% chance that the true intersection plane falls within the restricted azimuthal angular range.

To remove the dependence of the recovered image quality on the source-to-detector distance, a two-

dimensional spherical polar image space (Figure 7.1) was utilised. Each cone of response was constructed

using the first two interaction locations to form the axis and the cone opening half-angle θ was estimated

via Compton kinematics:

cos θ = 1 + mc2
(

1
E0
−

1
E0 − ES

)
, (7.1)

where E0 is the incident photon energy, ES is the energy deposited during the first photon interaction and

mc2 is the rest-mass energy of the electron [81]. A simple cone-surface response model was implemented

comprised of a single Gaussian function, i.e.:

f (θ) = exp
(
−θ2

2σ2

)
(7.2)

where θ is the normal radial distance in the image plane from the cone-surface, and σ is the sum of angular

uncertainties of the estimated cone opening half-angle from finite spatial and energy measurements of

the CIS [68, 69]. Due to the idealised response model of the volumetric detector, the only source of

uncertainty in estimating the cone opening half-angle θ, and in turn the width of each backprojected

cone-surface, is the effect of the variation in the number of electron-hole/ion pairs generated through the

effect of Fano noise [27].

The variation in the number of electron-hole/ion pairs generated due to Fano noise is dependent on the

energy deposited and detection material, similar to the effect of Doppler broadening [70]. This variation,
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Material Fano Factor Electron-Hole /

Ion Pair Energy (eV)
HPSi 0.1 3.76
GAr 0.17 26.2

HPGe 0.1 2.96
GXe 0.17 21.5

Table 7.2: Fano factors and electron-hole/ion pair ionisation energy for for all four tested materials.
Values were taken from Knoll [50].

(a) (b)

Figure 7.2: Example cone-surfaces of response for each of the cone-surface back-projection techniques,
standard (a) and truncated (b). Each image space has been limited to a polar range of 0 to 20◦, with the
photon origin located at the direct centre of the image space.

which influences the energy response of the idealised detector, for a given detection material, can be

modelled as a Gaussian-like distribution with FWHM:

∆EFWHM = 2
√

2loge(2)FES EI (7.3)

where F is the Fano factor and EI is the electron-hole/ion-pair ionisation energy for a given material

[27, 50]. The values for each of the four tested materials can be found in Table 7.2. Thus the angular

standard deviation of the cone-surface of response in Equation 7.2, i.e. the uncertainty in the cone opening

half-angle θ estimate (Equation 7.1), can be expressed as [68]:

σ =
m0c2∆EFWHM

2
√

2loge(2)(E0 − ES )2 sin θ
. (7.4)

Examples of a cone-surface of response for each of the two backprojection algorithms for the same event

sequence can be seen in Figure 7.2.
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7.2.3 Assessment of Recovered Image Quality and Point Source Convergence

Two Figures of Merit (FoMs) were selected to quantify the influence of increased electron tracking

accuracy on recovered image quality through the assessment of the point source radial profile: the Half

Width at Half Maximum (HWHM) and Half Width at Tenth Maximum (HWTM). These two FoMs define

the Point Response Function (PRF) of the imaging system, assuming isotropy and homogeneity, which is

a measure of the system spatial resolution and performance [5].

A single FoM was developed to quantify how electron tracking affects the rate at which, or how

quickly, the simulated position and energy resolving radiation detector was able to estimate the point

source’s location utilising the Root Mean Square Difference (RMSD) metric, i.e.:

RMSD =

√∑n
i=1 |Pi − Ri|

2∑n
i=1 |Pi|

2 (7.5)

where Pi and Ri are the “ideal” and recovered image radial profiles of n elements respectively. Starting

from a blank image space, each trial continued to backproject randomly sampled cone-surfaces, from a

pool of 10,000 events, until the RMSD between successive radial profiles of the image space, treating

the earlier one as the “ideal source distribution”, varied by less than 0.001. An RMSD of less than

0.001 indicates a high level of correlation between the two radial profiles and that, in turn, the simulated

point source location and distribution can be determined to a high level of confidence. The convergence

FoM evaluates the mean number of cone-surfaces required to reach this RMSD value from a batch of

10,000 trials for each combination of detection material, incident photon energy and electron tracking

accuracy. For clarity, all three FoMs have been presented as normalised differences (∆FoMNorm) between

the standard (FoMStandard) and truncated (FoMTruncated) recovered image sets, i.e.:

∆FoMNorm =
FoMStandard − FoMTruncated

FoMStandard
(7.6)

such that a reduction, indicating an improvement in either image quality or point source convergence, due

to electron tracking, will correspond to a positive fractional difference.

7.3 Results

7.3.1 Recovered Image Quality

The FoMs for all recovered image estimates can be found in Figures 7.3 to 7.5. The standard PRF HWHM,

and HWTM data as a function of detector material and incident photon energy is displayed in Figure

7.3. Figure 7.3 illustrates a proportional decrease in HWHM and HWTM with respect to the increase

in incident photon energy for all four detection materials. Of the four materials, HPSi exhibits the best

imaging performance, indicated by the lowest PRF HWHM and HWTM, across the simulated incident

photon energy range. This is due to HPSi possessing a lower average bound atomic electron pre-collision
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(a) (b)

Figure 7.3: HWHM (a) and HWTM (b) values of the standard recovered image estimates for all four
materials over the tested energy range.

momentum and, in turn, the impact of Doppler broadening is minimal in comparison to the other three

tested materials [70, 110].

Figures 7.4 and 7.5 contain the PRF HWHM and HWTM FoM fractional differences of the truncated

recovered radial profile estimates with respect to their equivalent material and incident photon energy

standard, i.e. no electron tracking employed, values (see Figure 7.3). In each image the solid black line

indicates the region, from right to left, where the fractional difference is greater than 0.1. The successive

solid white lines from right to left indicate regions of parameter space of linearly increasing FoM fractional

difference in steps of 0.1, i.e. 0.2, 0.3, etc. All four materials display a noticeable fractional difference in

both the PRF HWHM and HWTM of greater than 0.1 across the tested energy range for electron tracking

accuracy values below 10◦ and 45◦ respectively. For incident photon energies below 750 keV in GAr,

HPGe and GXe, the observed solid line distributions are shifted outwards such that the black lines lie

approximately at 15◦ and 90◦ for the PRF HWHM and HWTM FoMs respectively. An inverse relationship

between the fractional differences of these two FoMs and electron tracking accuracy can be observed

below these angular limits for all four materials. Additionally, an inverse relationship between fractional

difference and incident photon energy is present in both FoMs for all four materials.

Figure 7.6 shows example recovered images for 500 keV photons incident on the simulated idealised

HPSi and GXe detectors. In this figure three individual images, per material, are shown for electron

tracking accuracies of 360◦ (Standard), 45◦ and 5◦. A mirrored radial profile of the point source located at

the centre of the image has been overlaid with its HWHM and HWTM, marked by a solid and dotted line

respectively. Each radial profile has been plotted on a relative log10 normalised scale for each detector

material. Inspection of these images show that, as calculated, the PRF HWHM and HWTM decrease

with electron tracking accuracy in both materials. As the electron tracking accuracy decreases, the point

source distributions compress and become more localised around the location defined in the simulation.
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(a) (b)

(c) (d)

Figure 7.4: Fractional difference of PRF HWHM for HPSi (a), GAr (b), HPGe (c) and GXe (d) over the
tested energy and electron tracking accuracy ranges outlined in Table 7.1. The areas bounded between
the energy axis and successive solid black/white lines, from right to left, indicate fractional difference
regions of greater than 0.1 and 0.2.

This compression reduces the impact of the Lorentzian tail that can be observed in each radial profile,

increasing the maximum intensity at the centre of each image, and, in turn, lowering the image background

corresponding with the reduction in PRF HWTM.
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(a) (b)

(c) (d)

Figure 7.5: Fractional difference of PRF HWTM for HPSi (a), GAr (b), HPGe (c) and GXe (d) over the
tested energy and electron tracking accuracy ranges outlined in Table 7.1. The areas bounded between
the energy axis and successive solid black/white lines, from right to left, indicate fractional difference
regions of greater than 0.1, 0.2, 0.3, 0.4, 0.5 and 0.6.
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(a) (b)

(c) (d)

(e) (f)

Figure 7.6: Recovered images, mirrored radial profiles, and HWHM and HWTM FoMs for 500 keV
photons with electron tracking accuracies of 360◦ (Standard) (top row), 45◦ (middle row) and 5◦ (bottom
row) for HPSi (left column) and GXe (right column).
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(a) (b)

(c) (d)

Figure 7.7: Fractional difference in radial profile convergence rate for HPSi (a), GAr (b), HPGe (c) and
GXe over the tested energy and electron tracking accuracy ranges outlined in Table 7.1.

7.3.2 Point Source Convergence

Figure 7.7 shows the radial profile convergence FoM for each combination of detection material, incident

photon energy and electron tracking accuracy contained in Table 7.1. All four materials display a minimum

fractional difference of 0.4 in the mean number of events required for convergence, regardless of incident

photon energy or electron tracking accuracy. Each figure has a bold solid white line overlaid enclosing

the region, from top to bottom, in which the fractional difference in the convergence FoM is greater than

0.7. The successive solid white lines, from top to bottom, denote further regions of 0.05 reduction in the

convergence FoM fractional difference with respect to the value of this region, i.e. 0.65, 0.6, 0.55, 0.5 and

0.45. Comparison of these regions illustrates that, with the exception of the enclosed 0.55 region, no clear

correlation is present between detection materials. Additionally, no simple relationship with respect to the

incident photon or electron tracking accuracy can be formulated due to the unique regions of increased

fractional difference presented in the lower left hand area of each distribution. However, one general trend

can be extracted from these distributions: an electron tracking accuracy of 45◦ to 60◦ will yield the fastest
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point source radial profile convergence rate in all four materials for incident photon energies above 500

keV (see Figure 7.7).

7.4 Discussion

A preliminary investigation was undertaken to assess the impact of electron tracking accuracy on recovered

image quality and point source convergence in Compton imaging. Two FoMs were implemented to assess

the impact on recovered image quality: the HWHM and HWTM of each recovered image’s radial profile.

For the implemented simulation and image recovery frameworks, both FoMs showed that regardless of

the electron tracking accuracy an increase in recovered image quality was possible. Additionally, a single

FoM was used to assess the mean number of events required to estimate the simulated source distribution.

No clear, simple relationship between incident photon or electron tracking accuracy and point source

convergence rate was observed. However, it was discovered that for incident photon energies above 500

keV the optimal recoil electron tracking accuracy to maximise point source convergence lies between 45◦

to 60◦, and that convergence rate increased with incident photon energy in all four materials.

The work presented in this chapter is the first step towards a larger, more detailed, study. To complete

this study, both the simulation and image recovery frameworks outlined in Section 7.2 require expansion.

With the assistance of Dr Andreas Zoglauer (Space Sciences Laboratory, University of California, Berkeley,

USA), three extensions to these frameworks have been identified1. These extensions are required in

order to assess the validity of this investigation’s observed trends. These identified extensions and their

anticipated effect on the observed trends are outlined below:

1. Inclusion of the simulation of Compton electron transport throughout the active volume of the

detection system and implementation of a realistic electron tracking algorithm (similar to that

reported in [74, 75]). In this investigation the Compton electron ejection direction vector from the

target atom was input directly into the idealised electron tracking algorithm, effectively neglecting

the associated effects of small angle electron scattering on the presented results. It has been

previously documented that small angle electron scattering is a major limitation in correctly

determining the ejected Compton electron direction vector at low incident photon energies, i.e.

below 2 MeV, and its impact is inversely proportional to ejected Compton electron kinetic energy

[108]. Inclusion of these two factors is anticipated to reverse the inverse relationships between the

HWHM and HWTM fractional differences and incident photon energy observed in Figures 7.4

and 7.5. It is also anticipated that the unique regions of increased point source convergence rate

fractional difference observed in the lower left hand area of each distribution of Figure 7.7 will

disappear.

2. Upgrading the implemented detection system model to be more realistic. This will require the

addition of a number of physical factors such as: material dependent detector geometry, electrode
1The author would like to thank Dr Andreas Zoglauer for his advice and input with respect to these outlined extensions.
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layout, effective spatial resolution, strip capacitance, avalanche effects, charge collection efficiency,

electronic noise and minimal energy measurement thresholds. The addition of these physical factors

will further decrease the accuracy to which a recoil electron could be tracked and introduce an

energy threshold below which it would be impossible for an electron to be tracked. It is anticipated

that, in combination with the first set of proposed extensions, ACI will become impossible below

200 to 300 keV due to the inability to track recoil electrons from Compton scattering interactions.

Additionally, the inclusion of these factors will ensure that the anticipated outcomes discussed

above with respect to the observed trends in Figures 7.4, 7.5 and 7.7 occurs.

3. Expansion of the physical effects factored into the implemented event backprojection algorithms

and implementation of a realistic gamma-tracking algorithm in the image recovery framework. A

number of measures will need to be included into the event backprojection algorithms to incorporate

the increased complexity of the simulation framework outlined above. The most important of

these measures will be the substitution of the top-hat function in azimuthal space to modulate

the backprojected cone-surface, utilised in this preliminary investigation, with a more physically

relevant one based on the implemented realistic electron tracking algorithm performance. Whilst

this is anticipated to have a noticeable effect on image contrast and point source convergence rate,

the exact extent is unknown.

These three proposed extensions to the simulation and image recovery frameworks are anticipated to have

a significant effect on the trends reported in Section 7.3. However, the author hypothesizes that the two

following general trends will be confirmed after further investigation: 1) that increased image performance

and point source convergence will be observed regardless of recoil electron tracking accuracy, and 2) the

rate of point source convergence will be maximised for electron tracking accuracies of 45◦ to 60◦ FWTM

for photons of incident energy greater than 500 keV.

7.5 Conclusion

A preliminary study of recoil electron tracking enhanced Compton imaging for an idealised 3D position

and energy resolving radiation detector for photon energies below 2 MeV was undertaken. A custom

Geant4 application was implemented and four different detection materials, HPSi, GAr, HPGe and GXe,

were tested over an energy range of 250 keV to 2 MeV with electron tracking resolutions of 5◦ to 180◦

FWTM, assuming a radial Gaussian uncertainty distribution. A point source was placed in the centre of

each system’s FoV and an image of its distribution recovered for each combination of detection material,

incident photon energy and electron tracking accuracy. Increased image performance and point source

convergence was observed with respect to standard Compton imaging regardless of recoil electron tracking

accuracy. Additionally, the rate of point source convergence with respect to standard Compton imaging

was discovered to be maximised for electron tracking accuracies of 45◦ to 60◦ FWTM for photons of
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incident energy greater than 500 keV. Further study with more detailed simulation and image recovery

frameworks is required to assess the validity of these observed trends.



Concluding Remarks 8

This thesis has presented a total of five studies relating to the field of Single Photon Emission Imaging.

These studies make significant contributions to the fields of Monte Carlo radiation transport modelling

(Part I), Hybrid SPEI (Part II) and Advanced Compton Imaging (Part III).

In Part I, Chapter 3 outlined the development of an alternative Compton scattering computational

model for Monte Carlo radiation transport modelling and its integration into the Monte Carlo radiation

transport modelling tookit Geant4. Using a theoretical foundation that ensured the conservation of energy

and momentum in the relativistic impulse approximation, this new model, the Monash University Compton

scattering model, developed energy and directional algorithms for both the scattered photon and ejected

Compton electron from first principles. Assessment of the performance of G4LowEPComptonModel was

undertaken in two steps: 1) comparison with respect to the two standard Compton scattering classes of

Geant4 version 9.5, G4LivermoreComptonModel and G4PenelopeComptonModel, and 2) experimental

comparison with respect to Compton electron kinetic energy spectra obtained from the Compton scattering

of 662 keV photons off the K-shell of gold. Both studies illustrated that the Monash University Compton

scattering model, and in turn G4LowEPComptonModel, is a viable replacement for the majority of

computational models that have been adapted from Ribberfors’ work. It was also shown that the Monash

University Compton scattering model is able to reproduce the Compton scattering triply differential

cross-section Compton electron kinetic energy spectra of 662 keV photons K-shell scattering off of gold to

within experimental uncertainty. This model now serves as the default high accuracy low energy Compton

scattering model of Geant4 as part of the G4EmStandardPhysics_option4 physics constructor.

Part II presented three studies relating to the development of the Pixelated Emission Detector for

RadiOisotopes (PEDRO). The first study, Chapter 4, outlined the development of a Geant4 application

to be used for optimisation of PEDRO with a robust metric, the Median Distance of Closest Approach

(MDCA). An initial trial was undertaken with this MDCA-Geant4 computation framework to optimise

the inter-detector spacing of PEDRO operating only as a Compton imager without the coded mask at 140

keV. As the effects of energy resolution, Doppler broadening and electronic noise were added the MDCA

of each isolated detector interaction event sequence increased. Furthermore, it was also determined that

event sequences where the first interaction occurred in the CdTe absorption detector should be not be
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reconstructed as they would lower imaging performance. These findings and the developed MDCA-Geant4

computional framework served as the basis for the two following investigations in Part II.

The second PEDRO study presented in Chapter 5 outlined the development of an automated routine

for the optimisation of large-area slits in the outer regions of a coded mask which has a central region

allocated for pinholes. This was undertaken with a refined version of the Geant4 application developed

in Chapter 4 at 140 keV. Simulation results were blurred with realistic position and energy resolution

parameters and a Bayesian interaction ordering algorithm was applied to recover a number of image

estimates using cone-surface backprojection. This automatic routine was shown to allow for the large-area

slits to both sample fully and extend the primary field of view (FoV) determined by the pinholes. These

optimised slits enabled the truncation of the backprojected cones of response and also an increase in

the success rate of the interaction ordering algorithm. Of the two configurations tested, the cylindrical

geometry outperformed the square geometry, primarily because of a decrease in artifacts. Also, the

cylindrical geometry provided increased sampling of the FoV due to more optimal positioning of the slits.

The use of the cylindrical collimator and application of a transmission function in the reconstruction was

found to improve the resolution of the system by a factor of 20, as compared to the uncollimated version

of PEDRO. These findings indicate that it may indeed be possible to overcome the trade-off between

spatial resolution and sensitivity inherent in SPEI through hybrid Compton-mechanical collimation.

The third, and final, PEDRO study was presented in Chapter 6. Laplacian Erosion, an image deblurring

technique for multi-plane Gamma-cameras, was developed and tested for planar imaging using a further

refined version of the Geant4 application outlined in Chapter 4. A contrast and Derenzo-like phantom

composed of 125I were both employed to investigate the dependence of detection plane and pinhole

geometry on the performance of Laplacian Erosion. Three different pinhole geometries were tested. This

study found that, for the test system, the performance of Laplacian Erosion was inversely proportional to

the detection plane offset, and directly proportional to the pinhole diameter. All tested pinhole geometries

saw a reduction in the level of image blurring associated with the pinhole geometry. However, the

reduction in image blurring came at the cost of signal to noise ratio in the image. The application of

Laplacian Erosion was shown to reduce the level of image blurring associated with pinhole geometry

and improve recovered image quality in multi-plane Gamma-cameras for the targeted radiotracer 125I.

This novel, experimentally motivated, image deblurring technique is expected to reduce the level of

image blurring associated with pinhole geometry in multi-plane Gamma-cameras. It is hoped that future

studies will find an appropriate way to integrate this technique into the image reconstruction process of

multi-plane Gamma-cameras, and explore its possible application to edge detection of tumours in nuclear

medicine.

Finally, Chapter 7 of Part III presented a preliminary study of recoil electron tracking enhanced

Compton imaging for an idealised 3D position and energy resolving radiation detector for photon energies

below 2 MeV. A custom Geant4 application was implemented and four different detection materials, HPSi,

GAr, HPGe and GXe, were tested over an energy range of 250 keV to 2 MeV with electron tracking

resolutions of 5◦ to 180◦ FWTM, assuming a radial Gaussian uncertainty distribution. A point source was
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placed in the centre of each system’s FoV and an image of its distribution recovered for each combination

of detection material, incident photon energy and electron tracking accuracy. Increased image performance

and point source convergence was observed with respect to standard Compton imaging regardless of recoil

electron tracking accuracy. Additionally, the rate of point source convergence with respect to standard

Compton imaging was discovered to be maximised for electron tracking accuracies of 45◦ to 60◦ FWTM

for photons of incident energy greater than 500 keV. Further study with more detailed simulation and

image recovery frameworks is required to assess the validity of these observed trends.

These five studies are intended to serve as the basic tools/starting points for further development

of Single Photon Emission Imaging systems across the fields of nuclear assay, homeland security, pre-

clinical nuclear medicine and X / γ-ray astronomy. However, the developed Monash University Compton

scattering model is expected have broader application across a number of fields (as indicated via the two

supplemental publications in Appendices A and B). A number of projects in cellular dosimetry, microbeam

radiotherapy, particle physics and radiobiology are already underway which have integrated this Compton

scattering model into their research program through Geant4. An additional research project is also

under development to apply the utilised theoretical framework to create a complementary photoelectric

absorption model to improve the accuracy of low energy photon transport modelling in Geant4.
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I. Introduction 
The Geant4 Monte Carlo general purpose toolkit1, 2) includes 
a large variety of physics models for the simulation of 
particle transport in matter. It covers a wide spectrum of 
application domains, including simulation of high energy 
physics experiments, beam transport, nuclear physics, 
radiation medicine, cosmic rays and radiation in space. 
Electromagnetic (EM) physics sub-libraries3, 4) of the toolkit 
are used practically in all types of simulations and determine 
the accuracy of many simulation predictions.  
In this work we report on recent progress in electromagnetic 
physics in the Geant4 public release 9.6 (available since 
December 2012) and beta version of the new release 10.0 
(available since June 2013). Some models and interfaces 
were upgraded, and new models have been added. The 
unification of all EM model interfaces has been completed. 

A new sub-library “dna” was created. A migration for EM 
models and processes was done for compatibility with 
Geant4 multi-threading (MT)5). This paper presents both an 
overview of these new features, and new validation results. 
 
II. Photon models 
Models for photon interactions have been reviewed and 
improved. The interfaces to the angular generators were 
unified. All photo-electric effect and Compton scattering 
models were migrated to a common interface for the 
de-excitation module6), allowing the sharing of internal 
physics tables of photon models/processes between threads 
in MT mode.  
A new model7, 8) (G4LowEPComptonModel) for Compton 
scattering has been developed by the Monash University 
group (Australia). This model was created to address the 
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limited accuracy of approximations utilised in sampling the 
ejected Compton electron direction seen in Geant4 and other 
photon transport simulation software9-13). It was developed 
from first principles14) utilising a two-body fully relativistic 
three-dimensional scattering framework in the Relativistic 
Impulse Approximation for bound atomic electrons. 
Comparison of this new model with respect to the Compton 
scattering models of Livermore and Penelope shows a high 
level of agreement between the photon scattering algorithms 
of all three models8). However, the ejected Compton electron 
angular distributions of the Monash model exhibit a more 
realistic distribution than those of the Livermore and 
Penelope Compton scattering models8). An example of the 
extent of this difference can be seen in Fig. 1 which shows 
2-D distribution for electron polar angle respect to the 
primary photon and azimuthal angle respect to the photon 
scattering plane. Experimental validation of the Monash 
Compton scattering model for the K-shell Compton 
scattering of 662 keV photons in gold is reported in Ref.8).  

 

 

Figure 1: The Monash (top) and Penelope (bottom) model 
two-dimensional log intensity histograms of the ejected Compton 

electron angles for Cu at 500 keV photon beam. 
 
Data management and sampling algorithms of the low 
energy Livermore models, including Rayleigh scattering, 
gamma conversion, photo-electric effect, and partial 
Compton scattering, have been optimised. These models are 

based on the EPDL data library15) which is transformed into 
Geant4 G4LEDATA data sets. Internal data inside 
Livermore models were moved to standard Geant4 
G4PhysicsVector and G4ElementData formats allowing 
sharing of these data between threads in MT mode. 
Low-energy limits were reduced to real EPDL values. High 
energy limits were extended by usage of asymptotic 
formulas for cross sections. Sampling algorithms for final 
states have been significantly updated. In particular, the 
Livermore Rayleigh scattering model is now 1000 times 
faster for energies above 100 keV, and can now be used in 
standard EM physics constructors. CPU performance of 
other Livermore models was also improved. In all Compton 
scattering and photo-electric effect models, a new general 
interface for de-excitation is introduced (see section VI). A 
summary of all recommended Geant4 photon models is 
shown in Table 1. The main difference between models is 
the sampling of the final state, at the same time the cross 
sections are similar for energies where compared models are 
applicable. Validation16) of cross sections was performed 
versus NIST and other evaluated data-bases. 

 
Model Emin Emax  CPU 

G4LivermoreRayleighModel 100 eV 10 PeV 1.2 
G4PenelopeRayleighModel 100 eV 10 GeV 0.9 
G4KleinNishinaCompton 100 eV 10 TeV 1.4 

G4KleinNishinaModel 100 eV 10 TeV 1.9 
G4LivermoreComptonModel 100 eV 10 TeV 2.8 
G4PenelopeComptonModel 10 keV 10 GeV 3.6 
G4LowEPComptonModel 100 eV 20 MeV 3.9 

G4BetheHeitlerModel 1.02 MeV 100 GeV 2.0 
G4PairProductionRelModel 10 MeV 10 PeV 1.9 

G4LivermoreGammaConversionModel 1.02 MeV 100 GeV 2.1 
G4PenelopeGammaConversionModel 1.02 MeV 10 GeV 2.2 

G4PEEFluoModel 1 keV 10 PeV 1 
G4LivermorePhotoElectricModel 10 eV 10 PeV 1.1 
G4PenelopePhotoElectricModel 10 eV 10 GeV 2.9 
Table 1: List of recommended Geant4 photon models, 

applicability range, and relative CPU time for sampling of final 
state for 1 MeV gamma in Aluminum (10 MeV for gamma 

conversion) normalized to G4PEEFluoModel time.  
 
III. Ionisation models 
Models of ionisation are an essential part of charged particle 
transport code. Geant4 predicts hadron and ion transport 
with good accuracy17). Standard validation versus 
measurement is demonstrated in Fig.2 for protons in water 
for Geant4 10.0 beta. Note that for this Geant4 version 
management of internal tables for energy loss and range was 
changed due to the migration to MT providing sharing of all 
tables between threads. This internal reorganisation of tables 
does not affect physics results but slightly improves CPU 
and memory usage. 
There are currently two models of energy loss straggling: the 
standard sub-library model (G4UniversalFluctuations) based 
on an empirical parameterisation19) and the photo-absorption 
ionisation model20) (PAI) which considers all ionisation 
collisions. The first model is the default, and the PAI model 
is recommended for accurate simulation in sensitive volumes. 
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Recently these models were updated in order to be 
applicable to thin solid targets and gaseous detectors. The 
results of comparison with the ALICE TPC test-beam 
data21,22) (Fig.3) demonstrate that both models can provide 
satisfactory results; however, the PAI model is stable versus 
step size while the default model needs optimisation of step 
limits. The alternative PAI-Photon model for this case 
demonstrates the same performance as the PAI model. The 
PAI-Photon model samples not only delta-rays but also 
X-rays. 

 
Figure 2: Proton Bragg peak shape in water (millimeters) for 

different energies of proton beam: histogram – simulation, open 
circles – data18), 0.1 mm cut, Opt3 EM Physics List is used. 

 
 

 
Figure 3: Proton energy deposition in gas gap in ADC counts: 
histogram – simulation, open circles – data21,22), 1 mm cut, step 

limit is equal to half gap thickness, beam momentum is 1 GeV/c, 
gas mixture Ne–CO2–N2; ADC scale for simulation was 

normalized on the PAI model peak position. 

 
New microdosimetry processes23, 24) based on the dielectric 
formalism have been developed at CEA (France) specifically 
to model the transport and generation of very low energy 
(down to 5 eV) electrons by incident electrons, protons and 
heavy ions in silicon. The aim of these developments is to 
study the effect of ionizing radiation in highly integrated 
microelectronic components25). The size of current and 

future devices indeed requires a description of the deposited 
energy distribution at nanometric dimensions. For that, each 
ionisation collision should be simulated and condensed 
history algorithms (continues energy loss and multiple 
scattering) should not be applied. These new processes are 
fully included in the Geant4 public distribution since the 9.6 
beta version, under the name “MuElec”1. 
The list of physical interactions per particle type that can be 
modeled using the “MuElec” processes and models is 
reported in Table 2. The corresponding process classes, 
model classes, low and high energy limits of applicability of 
models, and energy threshold below which the incident 
particle is killed (stopped and the kinetic energy is locally 
deposited) are also listed. All models are interpolated. For 
now, they are valid for Silicon only (requiring the use of the 
«G4_Si» Geant4-NIST material). Developments for other 
materials are foreseen. 
Since the first version of “MuElec” described in refs.23, 24) 
and released in 9.6 beta, the energy range of applicability has 
been extended from 50 keV up to 100 MeV for electrons and 
from 23 MeV/u up to 1 GeV/u for protons and heavy ions 
(release 9.6 and 10.0beta). Further extension is under 
progress to go up to 10 GeV/u for protons and heavy ions, 
while improving the proton stopping power evaluation 
(shown to be overestimated25)). These improvements are 
summarized in Fig.4 which shows the relative difference of 
stopping powers calculated with SRIM26) (software of 
reference for stopping power calculations), the first version 
of “MuElec” and the future one, compared to the PSTAR 
database27). A full description of these new developments 
will be given in a dedicated publication28). They are expected 
to be introduced in Geant4 in release 10.0. 
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Figure 4: Percentage difference with PSTAR database27) as 
a function of the incident proton energy for stopping powers 
calculated with the first version of MuElec (Geant4 release 

9.6 beta) and the future one (release 10.0). The SRIM26) 
comparison with PSTAR is also represented. 

 

1 “MuElec” stands for micro(µ)-electronics. The name will be 
changed to “MicroElec” in the release 10.0 of Geant4, to avoid any 
confusion with muon processes. 
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Process Geant4 process class Geant4 model class Emin  Emax 

Electrons 
Elastic scattering G4MuElecElastic G4MuElecElasticModel 5 eV (*) 100 MeV 

Ionisation G4MuElecInelastic G4MuElecInelasticModel 16.7 eV 100 MeV 
Protons and ions 

Ionisation G4MuElecInelastic G4MuElecInelasticModel 50 keV/u 1 GeV/u 
 

Table 2: “MuElec” physical interactions per particle type, and corresponding Geant4 processes and models, with energy 
ranges of applicability; (*) denotes a tracking cut below this energy. 

 
IV. Bremsstrahlung 
The relativistic Landau-Pomeranchuk-Migdal effect (LPM) 
is taken into account at high energies in ultra-relativistic 
bremsstrahlung and gamma conversion models using a 
recent theory which was verified versus experimental data29). 
At moderate energies, a new G4SeltzerBergerModel was 
created within the standard EM sub-library30). This model 
uses a parameterisation based on evaluated data tables31) of 
Seltzer and Berger. For these new models computation3) of 
restricted energy loss and restricted cross sections is 
performed using numerical integration instead of empirical 
parameterisations used in previous models of the standard 
sub-library. 
 
V. Multiple and single scattering 
In recent years a set of Geant4 multiple scattering and single 
scattering models32) was established. These models are tuned 
per particle type and application domain. In particular, single 
scattering models are useful for the sampling of charged 
particle transport in thin layers or low-density media. New 
single scattering models33, 34) for space applications are 
available with Geant4 9.6. 
Multiple scattering models determine CPU performance and 
accuracy of particle transport. For Geant4 9.6 sampling of 
scattering was moved from post-step to along-step before 
sampling of energy loss and straggling. This design change 
is an essential step in order to provide the possibility of 
sampling the lateral displacement of a charged particle on 
geometry boundary. For backward compatibility in Geant4 
9.6 and in previous releases several versions of the Urban 
model35) were delivered. Recent tuning of the model and 
analysis of validation results allows consolidation of the 
model into only one version for the release 10.0 
(G4UrbanMscModel). 
The validation was performed using the EM testing suite36) 
which has been significantly extended for multiple and 
single scattering models29, 30). For electrons, multiple 
scattering models were tested by comparing simulations to 
electron scattering benchmark measurements37). The code 
used for the simulations is the electronScattering2 extended 
example38), available in the Geant4 distribution. Scattering 
from various thicknesses of 7 different materials with atomic 
numbers ranging from 4 to 79, for incident electron energies 
of 13 and 20 MeV, was simulated. The width of the central 
portion of the scattering peak was compared to measured 
values. This width was determined by a Gaussian fit to the 
part of the curve above 1/e of the peak height. These widths 
obtained from simulation, divided by the measured widths, 

are shown in Fig.5 for the standard EM Physics List 
standard_option4 (Opt4). For 30 out of 35 points, widths are 
within 2% of the experimental value (the experimental 
uncertainty was 1%), with the worst disagreement of 3.5% 
for carbon. 
 

 
Figure 5: Ratio of simulated to measured scattering peak widths, as 

a function of scattering foil index. The index increases with 
increasing atomic number. The standard physics list Opt4 was used. 
 
The overall goodness of fit was calculated using the 
chi-square method. This parameter takes into account the 
agreement at large scattering angles in addition to the central 
peak. The measured data were reported in N angular bins 
normalized to the first bin. Because of this, the simulated 
histograms were renormalized to minimize χ2/N. Results are 
presented in Fig.6 for the Opt4 Physics List. 
 

 
Figure 6: The value χ2/N, used to compare the goodness of the 

simulation over the full range of measured scattering angles. 
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Thus, for electron transport the final version of the Urban 
model is the most accurate. Previous versions38) 
demonstrated worse agreement. For other particle types and 
for high energies, the alternative combined approach29, 30, 32) 
of the WentzelVI (WVI) multiple scattering model combined 
with the single scattering model has several advantages 
compared to the Urban model. First of all, these display the 
correct Rutherford tail of angular distribution for large 
scattering angles at any projectile energy, and a smaller 
dependence of the simulation results on step size. For low 
energy muons, it is confirmed by comparison with MuScat 
experimental data39). In Fig.7 values of χ2/N are shown for 
10 different targets and for sum over all available targets.  
 

 
Figure 7: Comparison of simulation of muon scattering in different 

targets versus data39). The value χ2/N for different versions of 
Urban model, WentzelVI model (WVI) and single scattering model. 
In the default EM Physics List Opt0 a combination WVI and single 

scattering is used. 
 
Another new high energy benchmark provides comparison 
of transfer displacement of muon tracks40) from Z-boson 
decay in muon system of L3 detector at CERN LEP collider. 
Experimental data compared with simulation predictions are 
shown in Table 3 which demonstrates that WVI and single 
scattering models are significantly closer to the data than old 
Urban models. Note that this benchmark is done using 
simplified geometry of the L3 detector. The most recent 
version of Urban model prediction is practically similar to 
the WVI prediction. Thus analysis of all available multiple 
scattering benchmarks allow to remove all old versions of 
the Urban model and release with Geant4 10.0 the most 
accurate one. 

 
Model Displacement (mm) 

Urban90 7.639 ± 0.095 
Urban93 6.989 ± 0.083 
Urban95 6.630 ± 0.080 
Urban96 6.442 ± 0.080 

WentzelVI+Single Scattering 6.404 ±0.079 
Data40) 6.078 ± 0.028 

 
Table 3: RMS of 45.6 GeV muon displacement in the muon 

system of L3 detector at the LEP collider.  

VI. Atomic de-excitation 
Since Geant4 9.6 all EM models and the radioactive decay 
model use the same common atomic de-excitation interface6) 
which allows the simulation of radiative and non-radiative 
atomic relaxation (fluorescence X-rays and Auger electrons 
emission). Consequently, the de-excitation module is usable 
in all Geant4 electromagnetic physics constructors and is 
steered via standard Geant4 command line interface (UI) or 
via C++ interface. In particular, de-excitation module can be 
used for the simulation of fluorescence spectra obtained in 
particle induced X-ray emission (PIXE) elemental ion beam 
analysis experiments. In a recent study41), sample targets 
were irradiated with a 3 MeV proton beam and the 
de-excitation spectra were detected using a Si(Li) detector. 
The obtained results were compared with Geant4 simulated 
X-ray spectra. Validation was done for mono-elemental 
samples of Si, Al, Cu and Fe and more complex reference 
samples containing more than ten elements, e.g. B-EN and 
stainless steel (see details in41)). Figure 8 shows an example 
of comparison of the copper K-shell de-excitation simulated 
with Geant4 and the experimental data. 
In the updated de-excitation module PIXE simulation is 
performed generically using shell ionisation cross sections 
interface. Models of ionization are responsible only for 
simulation of energy loss and delta-electron emission. Users 
may define cross section class per particle type, with default 
cross sections provided. For hadrons and heavy ions, original 
shell cross sections are not available; in that case scaling 
from the proton one is used. Additional shell ionisation cross 
sections for incident protons and alpha particles for K, L and 
M shells have been recently added for the simulation of 
PIXE. These models cover the 100 keV – 100 MeV incident 
energy range for K and L shells and for Z=6 to Z=92 target 
atomic numbers, and the 100 keV – 10 MeV range for M 
shells and for Z>61 up to Z=92 elements42, 43). These models, 
as well as the already existing set of empirical models and 
analytical models6), are fully selectable using UI commands 
in Geant4 applications. 

 
Figure 8: Energy of photons (K-shell radiation) from 3 MeV 

proton beam off thin copper target: red markers - experimental 
data; line - Geant4 simulation. Livermore EM physics list was used. 

Detector resolution is taken into account. 
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VII. Geant4 DNA processes and models 
Since 2007, Geant4 is being extended in the framework of 
the Geant4-DNA project44) in order to provide an 
open-source platform able to simulate early DNA damage 
resulting from irradiation of biological samples, such as 
biological cells. All these Geant4-DNA developments are 
included in the new “dna” electromagnetic sub-library of 
Geant4. The simulation is based on a succession of the 
following three stages: 

a) the “physical” stage where the interaction between 
ionizing radiation and the biological medium is 
simulated; 

b) the “physico-chemical” stage where water - the 
main component of biological materials - impacted 
by ionizing radiation from previous stage may 
dissociate into new chemical species; 

c) the “chemical” stage where chemical species may 
react either with each other, producing a temporal 
evolution of their concentrations, or with biological 
molecules such as DNA, leading to DNA damage. 

 
For the “physical” stage, the Geant4-DNA extension 
provides a set of processes and models, which can reach the 
eV scale and simulate all discrete interactions in liquid water. 
Table 4 shows the list of processes and models currently 
available in Geant4-DNA. 
In the context of the Geant4-DNA project, a prototype for 
simulating radiation chemistry of liquid water in Geant4 is 
currently being developed45,46). This module aims at 
simulating, at the biological cell scale, the chemical 
reactions occurring in the “chemical” stage from 1 
picosecond up to 1 microsecond after irradiation. Its first 
version is based on the particle-continuum representation 
where each chemical species is explicitly simulated and the 
solvent is treated as a continuum and uses the 
diffusion-controlled reaction model. A full description of the 
implemented method and model can be found in ref.46).  
To benchmark radiochemistry codes, one of the criteria often 
used is the so-called time-dependent radiochemical yield. It 
corresponds, for a given chemical species, to the number of 
molecules available in the liquid water medium at a given 
time and for 100 eV of deposited energy:  

G(t) = N(t)/100 eV. 
The time-dependent radiochemical yields of the two main 
radical species, namely the hydroxyl radical and the solvated 
electron, are reported for the case of irradiation with 1 MeV 
electrons. The simulated setup is an infinite water box. The 
radiochemical yields are computed for each single primary 
particle independently. When the primary particle has 
deposited more than 10 keV, it is withdrawn from the 
simulation. All its secondary electrons are followed until 
thermalization (i.e. when they reach the energy given by the 
medium’s temperature, around 25 meV in our case) and 
solvation. The simulation of the “chemical” stage was done 
using the parameters given in47) and the simulation method 
described in48). The results are presented in Fig.9. A full 
discussion of those results is given in49). 
We expect to deliver a first example user application called 
“dnachemistry” that will detail how to enable the chemistry 

stage of Geant4-DNA in the Geant4 release version 10.0 in 
December 2013. This example will show the user how to 
follow in time the evolution of the chemical reactions 
resulting from water irradiation. 
 

 

 
Figure 9: Time-dependent radiochemical yields for hydroxyl 
radicals (top) and solvated electrons (bottom). The red line is 

obtained using Geant4-DNA and is compared to the results in black 
obtained from Ballarini et al. (using the PARTRAC software)48) 
and to the results in green obtained from Uehara and Nikjoo49). 

 
VIII. Built-in biasing options 
For the first time, built-in EM biasing options are available 
inside the Geant4 toolkit. Geant4 version 9.6 includes: cross 
section biasing, forced interactions, splitting of final state, 
and Russian roulette. These biasing options may be enabled 
via UI command or C++ interfaces and can be applied on top 
of any EM Physics configurations. Cross section biasing 
may be useful to study the effects of uncertainty of EM cross 
sections on EM shower shape or other observables. Forced 
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interaction method is implemented only for the limited 
use-case of thin target assuming that forced interaction 
happens uniformly in the volume of interest and no 
correction is applied to secondary particle weight.  
The other two methods are classical variance reduction 
techniques used to speed up simulation. Secondary particle 
splitting allows enhance secondary particle spectra in an area 
of interest. Russian roulette method is applicable for the case 
when too many secondary particles are produced (EM 
shower), so only a fraction of secondary particles is tracked 
with increased weight of each tracked particle. 
The secondary particle splitting has been implemented in 
view of medical and other applications. The user may 
request that each interaction produce N secondaries, each of 
weight 1/N. Each secondary is chosen independently from 
the relevant distributions. The energy and momentum of the 
primary particle after scattering are determined from the first 
secondary (this preserves straggling). The splitting is 
configurable by Geant4 EM process type, geometry region, 
and energy interval for secondary particles. 

 
Figure 10: Relative speed-ups for the simulations, as a function of 
bremsstrahlung splitting factor. The product of number of incident 
particles and bremsstrahlung splitting factor was kept constant for 

each series of simulations. For curves labeled `Cut', 6 MeV 
electrons are shot onto on a W target. Production cuts of 0.01 and 1 
mm were used, as labeled. For the curve labeled `Linac', a medical 

linear accelerator was simulated. 
 
An example application involves medical linear accelerators 
with photon beams produced by bremsstrahlung. A large 
fraction of the simulation time can be spent simulating 
electron transport in the bremsstrahlung target. This may be 
reduced by creating multiple photons for each 
bremsstrahlung event. Fig.10 shows the speed-up of  
simulations, when the product of number of incident 
particles and the bremsstrahlung splitting factor is kept 
constant. Two geometries were considered: one was a 2 mm 
thick W target, with a 6 MeV incident electron beam. The 
second was a medical linear accelerator50) operated at 6 MV 
(6.18 MeV incident electron beam). Relative simulation 
times decreased for both geometries with increasing 
bremsstrahlung splitting factors, up to a maximum 
improvement in speed of 8.5. The improvement in speed was 
greater for the simple geometry, reflecting the time spent 

transporting photons in the more complex geometry of the 
medical linear accelerator. Similarly, reducing the 
production cuts decreased the effectiveness of 
bremsstrahlung. 

 
Figure 11: Ratio of number of photons (N) created for the 

simulation with splitting factor of 1000, to that with splitting factor 
1, as a function of the kinetic energy of the photon. Lower curve 

shows the ratio relative to the statistical precision (σ). 
 

 
Figure 12: Ratio of the energy fluence (ψ) of photons leaving the 

target for simulations with bremsstrahlung splitting factors of 1000 
and 1, as a function of the angle. Lower curve shows the ratio 

relative to the statistical precision (σ). 
 
The accuracy of the bremsstrahlung splitting was evaluated 
by comparing the photons generated from simulations with 
different bremsstrahlung splitting factors. The example code 
TestEm5 from Geant4 distribution was used, with a 
geometry consisting of a pencil beam of 6 MeV electrons on 
a 3 mm thick W target. Bremsstrahlung splitting factors of 1 
(no splitting) and 1000 were used. The energy of the photons 
at their creation, plus the energy fluence, differential in angle, 
of photons exiting the target was recorded. All photons were 
considered, not just those created by bremsstrahlung. The 
ratio of these quantities for these two different 
bremsstrahlung splitting factors is expected to be 1. In 
Fig.11 the ratio of the number of photons per energy bin is 
shown. Results with the two different bremsstrahlung 
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splitting factors agreed to better than 0.05%. The lower panel 
of the figure shows the difference relative to the statistical 
uncertainty. In Fig.12 the energy fluence per angle bin is 
shown, and the agreement is 0.1% over most of the angular 
region. Agreement for both values is equal to the statistical 
uncertainty. 
 
IX. Infrastructure of electromagnetic physics 
With the release 9.6 the unification of all EM physics 
sub-libraries has been achieved for “standard”, “low-energy”, 
and “dna” sub-libraries. This allows combining models from 
different sub-libraries in EM physics constructors. For 
Geant4 9.6 in EM components4) of physics lists have been 
updated. In all EM constructors (except standard Opt3) the 
WentzelVI multiple scattering model is used for electrons 
and positrons above 100 MeV, and for muons and hadrons at 
all energies. The Urban model is used below 100 MeV for 
electrons and positrons, and for all energies for ions. In 
standard Opt3 constructor Urban model is used for all 
particles at all energies. In all EM constructors the 
ultra-relativistic gamma conversion model is applied above 
80 GeV. This model takes into account LPM effect 
providing more accurate high energy cross section. 
A new physics constructor (standard Option4) has been 
designed in order to provide the most accurate EM physics 
to Geant4 users. For that, step limitation parameters are 
optimised per particle type and the most accurate models for 
gamma and electron transport from the “standard” and 
“low-energy” sub-libraries are used. 
For the version 10.0 EM processes and models are adopted 
for the MT approach5): tables of energy loss, ranges, and 
cross sections are filled at initialisation time in the master 
thread and are available in the run time shared between all 
worker threads. This was achieved by migration of material 
property classes, 1-D and 2-D physics vector classes of 
Geant4 to read-only run time mode. 
 

 
Figure 13: Energy resolution of two sampling Lead/Scintillator 

calorimeters for 10 GeV electrons: points – Geant4 simulation for 
different versions of the toolkit, hashed area – one standard 

deviation for the data51, 52). 
 
 

In Fig.13 resolution of two sampling calorimeters51, 52) versus 
cut in range value3) and Geant4 version is shown. A 
recommended cut in range for typical high energy 
calorimeters is 1 mm – Geant4 simulated energy resolution 
is at a plato while CPU performance is acceptable. For lower 
cut values required CPU time significantly increased. This 
plot illustrates good agreement of Geant4 simulation 
predictions with the data and stability of simulation results 
for high energy physics applications between Geant4 
versions.  
 
X. Summary 
With the Geant4 version 9.6 the program of design change 
toward modularisation3) and unified interfaces4) was 
completed. This allowed straightforward migration of EM 
physics sub-libraries to Geant4 MT5) and continues 
development of new high-energy, low-energy and DNA 
models. Geant4 EM physics is used successfully in many 
application domains, in particular, for simulation of 
experiments at Large Hadron Collider at CERN for 
discovery of Higgs boson53, 54). 
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Process Geant4 process class Geant4 model class Emin  Emax 

Electrons 

Elastic scattering G4DNAElastic G4DNAScreenedRutherfordElasticModel 9 eV(*) 1 MeV 
G4DNAChampionElasticModel 7.4 eV(*) 1 MeV 

Excitation G4DNAExcitation G4DNABornExcitationModel 9 eV 1 MeV 
Ionisation G4DNAIonisation G4DNABornIonisationModel 11 eV 1 MeV 

Vibrational excitation G4DNAVibExcitation G4DNASancheExcitationModel 2 eV 100 eV 
Attachment G4DNAAttachment G4DNAMeltonAttachmentModel 4 eV 13 eV 

Protons 

Excitation G4DNAExcitation G4DNAMillerGreenExcitationModel 10 eV 500 keV 
G4DNABornExcitationModel 500 keV 100 MeV 

Ionisation G4DNAIonisation G4DNARuddIonisationModel 100 eV(*) 500 keV 
G4DNABornIonisationModel 500 keV 100 MeV 

Charge decrease G4DNAChargeDecrease G4DNADingfelderChargeDecreaseModel 100 eV 100 MeV 
Hydrogen 

Excitation G4DNAExcitation G4DNAMillerGreenExcitationModel 10 eV 500 keV 
Ionisation G4DNAIonisation G4DNARuddIonisationModel 100 eV(*) 100 MeV 

Charge increase G4DNAChargeIncrease G4DNADingfelderChargeIncreaseModel 100 eV 100 MeV 
Neutral helium ionised twice 

Excitation G4DNAExcitation G4DNAMillerGreenExcitationModel 1 keV 400 MeV 
Ionisation G4DNAIonisation G4DNARuddIonisationModel 1 keV(*) 400 MeV 

Charge decrease G4DNAChargeDecrease G4DNADingfelderChargeDecreaseModel 1 keV 400 MeV 
Neutral helium ionised once 

Excitation G4DNAExcitation G4DNAMillerGreenExcitationModel 1 keV 400 MeV 
Ionisation G4DNAIonisation G4DNARuddIonisationModel 1 keV(*) 400 MeV 

Charge decrease G4DNAChargeDecrease G4DNADingfelderChargeDecreaseModel 1 keV 400 MeV 
Charge increase G4DNAChargeIncrease G4DNADingfelderChargeIncreaseModel 1 keV 400 MeV 

Neutral helium 
Excitation G4DNAExcitation G4DNAMillerGreenExcitationModel 1 keV 400 MeV 
Ionisation G4DNAIonisation G4DNARuddIonisationModel 1 keV(*) 400 MeV 

Charge increase G4DNAChargeIncrease G4DNADingfelderChargeIncreaseModel 1 keV 400 MeV 
C, N, O, Fe ions 

Ionisation G4DNAIonisation G4DNARuddIonisationExtendedModel 1 keV(*) 400 MeV 
 

Table 4: List of Geant4 very low energy processes and models available in the Geant4-DNA extension (Geant4 version 9.6p02) for 
track structure simulation in liquid water during the “physical” stage. Low and high-energy limit applicability of models are shown. 

(*) denotes a tracking cut below the corresponding kinetic energy.  
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During the last two to three years extensive development of the GEANT4 simulation toolkit has occurred,
which will culminate in a major release at the end of 2013. This development includes the adoption of
multi-threading, the extension and improvement of physics models, improvements to the geometry
modeler with a revised implementation of most geometrical primitives, advances in visualization and
graphical user interfaces (GUI), the move from GNU make to CMake and the extension and automation
of the GEANT4 testing suite. The reasons for and implementation of multi-threading will be discussed.
Certain electromagnetic and hadronic model extensions will also be discussed along with their effects
on calorimeter results. Finally, visualization and GUI improvements will be highlighted along with the
new configuration, build and testing systems.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Perennial demands for improved physics modeling, the need for
faster and more efficient simulations, and the desire to keep pace
with modern hardware and software trends have all led to numer-
ous improvements in the GEANT4 toolkit (Agostinelli et al., 2003;
Allison et al., 2006) over the past two to three years.

Faster simulations can be achieved by exploiting the trend
toward increasing numbers of cores per chip. In GEANT4 this is done
by adopting multi-threading. We discuss the resulting changes to
the kernel, the geometry package and other GEANT4 categories,
which are extensive enough to warrant a major release of GEANT4
by the end of 2013.

Requests to improve physics simulations, in particular for
hadronic showers, have come mostly from the high energy physics
community. Hence the concentration on parton string and cascade
models which has improved the agreement of simulations with
calorimeter data. Significant input from the space and medical
communities has led to improvements in low and medium energy
models. We cover here electromagnetic and hadronic processes
and note that improvements in physics models almost always
imply increased computing time. It is hoped that these increases
can be offset by employing more cores via multi-threading.

Algorithms of most geometrical primitives utilized by the
geometry modeler have been deeply reviewed in the last couple

of years. We will describe the major improvements and new fea-
tures introduced.

To aid in the interpretation of simulated results, GEANT4 offers an
array of visualization options and graphical user interfaces, most of
which have seen significant advances recently. A few of these are
highlighted below.

Finally we discuss the upgrade of build and testing tools. The
move from GNU make to CMake has resulted in a more versatile
configure and build system and a more powerful developer envi-
ronment. An extensive testing suite has been developed with a
number of online tools for running, monitoring and validating
results of system tests.

2. The Geant4 kernel

2.1. Incorporating Geant4-MT in the Geant4 production release

To make efficient use of multi-core processors and reduce the
memory footprint of the simulation we have developed a version
of GEANT4 which uses multi-threading (MT for short) to share a sub-
stantial part of data between threads. Two GEANT4-MT prototypes
were released in 2011 and 2012. In the next major release the
multi-threaded code will be merged into the main source code.
By design the memory savings in GEANT4-MT (Dong et al., 2010,
2012) are obtained by sharing the majority of the geometry
descriptions and the tables of the physics processes among the
threads; threads are otherwise independent. Each thread is respon-
sible for simulating one or more full events, thus implementing
event-level parallelism. Measurements performed with the
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GEANT4-MT prototype demonstrate (Figs. 1 and 2) that this
approach scales well with the number of threads.

To ensure the long-term maintainability of the code, and to
allow the code to evolve towards newly emerging technologies,
GEANT4-MT is based on the POSIX thread standard. This has allowed
the code to be ported to different operating systems, including Mac
OS X, and also to newly emerging technologies, such as the Intel
Xeon Phi co-processor. This latter aspect is interesting since these
co-processors allow the use of a large number of threads, and
enable testing of the scalability of the system. We have reached
an efficiency in linearity of more than 80% with about 200 threads
on Intel Xeon Phi (Ahn et al., 2013).

An important constraint and driving consideration in the design
of GEANT4-MT is that the effort required for application developers
to port an application to GEANT4-MT is small. Our criterion is that
this extra effort should be a small fraction of the total development
effort. In addition, the effort required to maintain the required code
modifications should be small. For a simple or standalone GEANT4
application, i.e. one which does not depend on a large external
framework, the effort to make the first port of an application
should be of the order of a few hours’ work.

The process of porting a GEANT4 application to multi-threading
involves the inspection and potentially the adaptation of a small
set of methods, which are the responsibility of an application
developer. The key parts that require intervention are classes in
which the user examines the internal state of the simulation at
the end of every step, track or event, and records observables
which will be output (SensitiveDetector).

GEANT4-MT has been integrated with the main GEANT4 code base
and will become publicly available with Version 10. For a detailed
description of multi-threading capabilities in GEANT4 and bench-
marks performed so far see Ahn et al. (2013)).

2.2. Geometry

The GEANT4 geometry modeler has undergone a deep review in
different areas. The integration of multi-threading capabilities into
the toolkit and the stringent requirement to allow for sharing of all
geometrical information in a multi-threaded run, has required the
adaptation of a few key classes to clearly separate the read-only
part from data which can change during the generation of an event,
and therefore should be treated privately by each single working
thread. See Ahn et al. (2013)) for details.

In addition to the modifications strictly related to thread safety,
several new features and improvements have been introduced and
are planned for the geometry for the next major release of GEANT4.

It is now possible to define volumes with material in parallel
geometry layers. The volumes created can complement or overlap
the standard geometry setup used for tracking. All geometries and
all geometrical regions are now scanned for their own material.
This new capability, layered mass geometry, was introduced in
release 9.5 and allows for the definition of one or more additional
layers for the mass geometry. This is an enhancement of the exist-
ing functionality for parallel specialized geometries (Apostolakis
et al., 2008), which has been in use for scoring, fast simulation,
shower parameterization and event biasing. Interesting applica-
tions could be the definition of sampling calorimeters, where the
geometry could be layered according to different levels of detail
for different particle types, or in medical physics applications like
brachytherapy (Asai et al., 2012).

An important effort was begun in the last couple of years, based
on the AIDA (AIDA, 2012) initiative, to write a new software library
for the modeling of geometrical primitives (solids), starting from
the existing implementations in GEANT4 and in the Root geometry
package (Gayer et al., 2012).

This work, which is now nearly completed, consists in review-
ing at the algorithmic level most of the primitives and provides
an enhanced, optimized and well-tested implementation to be
shared among software packages. In most cases considerable per-
formance improvement was achieved. For example, the time
required to compute intersections with the tessellated solid was
dramatically reduced with the adoption of spatial partitioning for
composing facets into a 3D grid of voxels.

Such techniques allow speedup factors of a few thousand for
relatively complex structures having of order 100K to millions of
facets, which is typical for geometry descriptions imported from
CAD drawings (see Fig. 3). Consequently, it is now possible to use
tessellated geometries for tuning the precision in simulation by
increasing the mesh resolution, something that was not possible
before. This development has been included in the GEANT4 distribu-
tion since release 9.6.

In addition to a full set of highly optimized primitives and a tes-
sellated solid, the library includes a new ‘‘multi-union’’ structure
implementing a composite set of solids (several or many) to be
placed in 3D space. This differs from the simple technique based
on Boolean unions, with the aim of providing excellent scalability

Fig. 1. Linearity of speed-up as a function of the number of threads. For reference,
results obtained with the sequential version of GEANT4 are shown in red. (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

Fig. 2. Linearity of memory use as a function of the number of threads. For
reference, results obtained with the sequential version of GEANT4 are shown in red.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
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on the number of constituent solids. The multi-union adopts a sim-
ilar voxelization technique to partition 3D space, allowing dramat-
ically improved speed and scalability over the original
implementation based on Boolean unions. A scalability plot is
shown in Fig. 4. This new library is planned for inclusion in the
next major release of GEANT4 as an optional component.

3. Physics

3.1. Physics lists

In GEANT4, physics processes and the models and cross sections
that implement them are collected, instantiated and assigned to
particle types in ‘‘physics lists’’. In principle it is the user’s respon-
sibility to implement the physics list classes and make sure that
the physics appropriate to a given application is included. How-
ever, this is often a difficult task and several fully implemented
physics lists have been provided to aid the user.

Because few models handle the physics of a given particle at all
energies, and because GEANT4 offers several alternate models and
cross sections, the physics lists became complex and their number
increased along with the number of applications. Recently this
complexity was somewhat reduced by extensions of existing phys-
ics models (see next two sections) which allowed fewer models to
cover more particles and larger energy ranges. Improvements in
the quality of physics models and cross sections also allowed older
models to be removed, thus reducing the number of options to
choose from. As a result, the number of prepared physics lists
offered was reduced from 40 to 17, while still covering the same
physics. Of the remaining 17 lists, several, including FTFP BERT,

QGSP BERT and QBBC, are regularly tested and validated against
LHC calorimeter data.

Significant variations on the above physics lists are allowed
through the use of the G4PhysListFactory class. Users may thus
specify a base physics list, such as FTFP BERT, and substitute
various electromagnetic physics options depending on their appli-
cations. These options include the relatively low energy Livermore
and Penelope set of processes, a fast and general but approximate
set, and the default set which covers all energies.

3.2. Electromagnetic physics

The GEANT4 set of electromagnetic (EM) physics processes and
models is a key component of the toolkit, covering a wide spec-
trum of application domains, including simulation of high energy
and nuclear physics experiments, beam transport, medical physics,
cosmic ray interactions and radiation effects in space. EM physics
sub-packages (Agostinelli et al., 2003; Apostolakis et al., 2009;
Ivanchenko et al., 2011) of the toolkit are used in practically all
types of simulation and determine the accuracy of many simula-
tion predictions. GEANT4 EM physics includes models for high
energy up to 10 PeV, for moderate energies which are important
for all types of applications, low-energy models working down to
100 eV and very low energy models developed in the framework
of the GEANT4-DNA project. With the 9.6 release of (December
2012), the unification of interfaces (Ivanchenko et al., 2011) for
all EM physics sub-packages was completed. Recent developments
and results for GEANT4 EM are discussed in Ivanchenko et al. (2013),
while only a short description is presented below.

3.2.1. EM infrastructure
GEANT4 EM physics processes are organized into ‘‘constructors’’

which represent different options to be included in the physics
lists. These constructors were updated in release 9.6, and have sev-
eral physics models in common. One of these is the WentzelVI
multiple scattering model (Ivanchenko et al., 2010) which is used
for eþ and e� above 100 MeV. Another is an ultra-relativistic
gamma conversion model (Schaelicke et al., 2011) applied above
80 GeV.

A new physics constructor (so-called ‘‘option4’’) was designed
to provide the most accurate set of EM physics models to users.
In this option, step limitation parameters are optimized per parti-
cle type and the most accurate models for gamma and electron
transport from the ‘‘standard’’ and ‘‘low-energy’’ sub-categories
are used.

For the first time, built-in biasing options are available in
GEANT4; these options include cross section biasing, forced interac-
tions, splitting of final state, and Russian roulette. These options
may be activated per process, per particle type, and per geometry
region by either C++ or command line user interfaces.

3.2.2. Standard models
New models have been developed for bremsstrahlung and

gamma conversion (Schaelicke et al., 2011; Allison et al., 2012).
For high energies, relativistic LPM effects are included by using
recent theoretical analyses and verified versus experimental data.
For low and moderate energies, a parameterization based on eval-
uated data tables (Seltzer and Berger, 1985) was introduced. For all
models, computation of restricted energy loss and restricted cross
sections (Apostolakis et al., 2009) is performed using numerical
integration instead of the empirical parameterizations used in pre-
vious models.

Multiple and single scattering models (Ivanchenko et al., 2010)
were further tuned. In release 9.6, the sampling of scattering was
moved from post-step to along-step before the sampling of energy
loss and straggling. This design change is an essential step in order

Fig. 3. Performance of the new tessellated solid measured on a sample of 164K
facets from CAD drawings of the LHCb VELO foil, compared to the old
implementation.

Fig. 4. New multi-union replaces linear scalability with logarithmic for perfor-
mance-critical methods such as Inside().
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to provide the possibility of sampling the lateral displacement of a
charged particle on a geometrical boundary; it is planned for the
10.0 release. Also, a consolidation of the Urban model of multiple
scattering has been achieved, so that with release 10.0 only one
version of the model will be delivered. The EM testing suite
(Apostolakis et al., 2010) has been significantly extended for multi-
ple and single scattering models (Schaelicke et al., 2011; Allison
et al., 2012).

3.2.3. Low energy models
The alternative ‘‘low energy’’ sub-category of EM processes can

describe interactions of electrons, gammas and positrons including
the simulation of atomic deexcitation processes (fluorescence and
Auger emission). In particular in this unification effort, all evalu-
ated ‘‘Livermore’’ sets of models describing the interactions of
gammas have been reviewed. These models include the photo-
electric effect, Rayleigh scattering and gamma conversion. The data
management and sampling algorithms of the corresponding clas-
ses have been optimized. In addition, a new model for Compton
scattering (Brown et al., 2011) has been introduced in order to
improve the accuracy of the Compton electron direction computa-
tion below 2 MeV. Also available are analogues of these models
which handle polarization and extend upwards in energy to
100 GeV in some cases (Depaola, 2003, 2009; Depaola and
Leguizamon, 2009).

The interface for simulating radiative and non-radiative atomic
de-excitation has been updated so that it can be used transparently
by both sub-categories of electromagnetic processes and can easily
be controlled using macro commands (Mantero et al., 2011). This
new interface also proposes an additional set of shell ionization
cross sections for incident protons and alpha particles, covering K
and L shells in the range 0.1–100 MeV, and M shells in the range
0.1–10 MeV, for a selection of target materials. These cross sections
were calculated in the ECPSSR framework (Taborda et al., 2011,
2013).

Finally, a set of microdosimetry processes and models, based on
the dielectric formalism (Valentin et al., 2012a,b), has been devel-
oped specifically for the simulation of electron, proton and ion dis-
crete interactions in silicon, for microelectronics applications.

3.2.4. DNA processes and models
The ‘‘DNA’’ sub-category of GEANT4 is able to simulate the dis-

crete interactions of electrons, protons, neutral hydrogen, alpha
particles and their charged states, and a few ions (C, N, O, Fe) for
microdosimetry applications in liquid water, in the framework of
the ‘‘GEANT4-DNA’’ project (Incerti et al., 2010; Francis et al.,
2011). In particular, electron elastic scattering is simulated in the
partial wave formalism down to about 7 eV (Champion et al.,
2012a). With the unified EM class design, these very low energy
processes can be combined with other EM processes (Ivanchenko
et al., 2011, 2012). In addition, processes and models were devel-
oped using the Classical Trajectory Monte Carlo approach for the
simulation of proton and neutral hydrogen interactions in liquid
water and the DNA nucleobases, adenine, thymine, guanine and
cytosine (Champion et al., 2013, 2012b). Once fully verified, they
will be released in GEANT4.

3.2.5. Validation of electromagnetic physics
Validation of EM physics is performed on several levels. Because

EM physics is used in practically all tests and examples, the Geant4
integration test system (see Section 5) routinely checks all EM
physics models. A specific EM validation suite (Apostolakis et al.,
2010) runs on a regular basis (Ivanchenko et al., 2011, 2013,
2010; Schaelicke et al., 2011; Allison et al., 2012) for each reference
version of Geant4. Dedicated validations of cross sections, stopping
powers, and atomic transition energies versus evaluated data and

theory are being done (Cirrone et al., 2010; Seo et al., 2011; Pia
et al., 2011; Batic et al., 2011, 2012, 2013) by Geant4 developers
and various user groups. In parallel with main development EM
physics, an alternative library for proton induced X-ray emission
has been created and validated (Pia et al., 2009).

Geant4 EM physics validation is performed in various applica-
tion domains by different user communities who have built their
software on top of Geant4, in particular GATE (Jan et al., 2011),
GAMOS (Canadas et al., 2011) and GRAS (Ibarmia et al., 2013).

There are also many validation results obtained by different
user groups. As an example a recent validation of therapeutic ion
beam simulations was done by Lechner et al. (2010) and
Mishustin et al. (2010).

3.3. Hadronic physics

Recent work on GEANT4 hadronic physics has spanned the
energy range from sub-thermal neutron propagation to the scatter-
ing of TeV hadrons from nuclei. Much of this work was driven by
the simulation requirements of LHC detector groups needing
detailed treatment of shower development and propagation.

At the high energy end, the Fritiof (Andersson et al., 1987) (FTF)
parton string model has undergone almost continuous develop-
ment for the last two years. The most important improvement
has been its extension to lower energies, down to 2–3 GeV for
mesons and baryons, and down to zero for anti-baryons. Diffrac-
tion processes have been significantly improved. The tuning of
the model parameters has been refined to better describe thin-tar-
get scattering data. Finally, nucleus-nucleus interactions can be
also simulated by the model.

At medium energies (200 MeV to 10 GeV) progress has been
made on two intra-nuclear cascade models. The INCL cascade
(Kaitaniemi et al., 2011) was introduced into GEANT4 several years
ago as an alternative to the Bertini and Binary (Folger et al.,
2004) cascade codes. It had its origins in the Liege intra-nuclear
cascade and was translated from its original Fortran into C++. It
has recently been replaced by the completely re-designed and
upgraded INCL++. INCL++ (and INCL) is a more data-driven
approach to the intra-nuclear cascade than the Bertini or Binary
codes and includes such features as light cluster formation at the
end of the cascade phase. After the precompound phase the native
GEANT4 de-excitation code is used to complete the reaction. In addi-
tion to the usual pion and nucleon projectiles, the model can now
handle light ion projectiles up to 12C, and is valid for incident ener-
gies up to 3 GeV.

The GEANT4 Bertini-style cascade (Heikkinen et al., 2003) contin-
ues to be extended and improved. It can now be invoked for all
long-lived hadron species and has recently been extended to other
particle types such as gammas from 10 MeV to 10 GeV incident
energy, electrons and positrons of 10 GeV and below, and stopped
muons. The code has been extended to provide interfaces to mod-
els outside its range of applicability. For the case of high energy
interactions where the Fritiof model is used, secondaries from
the first interaction are often too high in energy to be passed to a
nuclear precompound model. In this case an intra-nuclear cascade
model would be a better choice and the FTF–Bertini interface has
been developed for this purpose. Another interface was developed
which allows the Bertini-style cascade to bypass its own precom-
pound and de-excitation codes and use the native GEANT4 precom-
pound and de-excitation models (Quesada et al., 2010) instead.
Using this interface produces superior results at energies below
75 MeV.

A precise treatment of the elastic, inelastic and capture pro-
cesses of neutrons from sub-thermal to 20 MeV has a large effect
in shielding applications and on some calorimeter observables
such as energy deposition and time structure. Two GEANT4 models
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which treat neutrons in this regime are the High Precision (HP) and
LEND. The HP models are data-driven codes based on the G4NDL
database, which in turn is based on the ENDF/B-VII database
(Chadwick et al., 2011). In the past, data in G4NDL was taken from
eight different databases, including ENDF, JENDL, JEFF, ENDL,
MENDL and CENDL. This caused confusion when the origin of
any part of the data was required. This problem was recently
resolved by basing G4NDL entirely on ENDF/B-VII and making
the other databases available in their entirety as alternatives.

LEND models were developed as an alternative to the HP mod-
els and are based on the GIDI (General Interaction Data Interface)
developed at Livermore. In the future, ENDF, JEFF, JENDL and
ENDL will be converted to this format. An advantage of the LEND
models over the standard HP models is speed. Due to the precal-
culation of Doppler broadening, a factor of five improvement has
been seen in some applications. It is noted here that the HP mod-
els do have an option to ignore Doppler broadening which
increases their speed.

Radioactive decay is another low energy GEANT4 model. It is
based on the ENSDF (National Nuclear Data Center, 2013) database
and can handle the beta, alpha, isomeric transition and electron
capture reactions for 2248 isotopes. This includes 534 nuclear
states that now have precise beta decay spectra due to the recent
addition of the 1st, 2nd and 3rd unique forbidden shapes. Direc-
tional biasing of nuclei was also added as a means of speeding
up certain reactions. Independent validations and improvements
of this model can be found in Hauf et al. (2013a,b).

The production and propagation of isomers and metastable
states is currently under development and will be released with
GEANT4 version 10. Also at that time, the radioactive decay and

photo-evaporation databases, updated to ENSDF August 2012, will
be released.

Two long-standing GEANT4 models have been deprecated as they
have been replaced by more performant codes. These are the Chiral
Invariant Phase Space (Degtyarenko et al., 2000a,b) and the Low
and High Energy Parameterized (LHEP) models. Essential pieces
of the CHIPS code have been extracted and refactored into new
classes so its modeling capabilities have not entirely disappeared.
The LHEP models are re-engineered C++ versions of the Gheisha
Fortran code (Fesefeldt, 1985) and were the first hadronic models
in GEANT4. However, they were highly parameterized and did not
treat individual interactions in detail. In fact, they did not conserve
energy or momentum on an event-by-event basis.

As a result of the these deprecations, several new stopped par-
ticle interaction models were developed to replace the old ones.
Models handling pion, kaon and sigma absorption are now based
on the Bertini-style cascade. Although it has not historically been
used for stopped particles, the Bertini code performs rather well
in this case because it bypasses the cascade and goes straight to
its precompound model to generate the necessary particle-hole
states. Similarly, the FTF model is usually never used for stopped
particles because there is no energy available for string formation.
However with proton-antiproton annihilation, 2 GeV are available
and low-mass strings can be produced. As a result this model is
now used for antiproton absorption. A new stopped muon absorp-
tion model was also developed as an alternative to the model cur-
rently used in most physics lists, which was known to poorly
reproduce the resultant neutron spectra. The new model, also
based on the Bertini cascade, does an excellent job reproducing
the neutron spectra as shown in Fig. 5.
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Fig. 5. Comparison of neutron energy spectra from muon capture with Bertini-based capture model (upper curves) and CHIPS-based capture model (lower curves).
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3.4. Calorimeter response

One of the most challenging aspects of detector simulation for
high energy physics is the simulation of jets, isolated electrons
and gammas. The energy of these objects is well-measured in
calorimeters.

The simulation of showers in calorimeters requires all physics
processes to be correctly simulated to allow for the precise descrip-
tion of the main observables: response, resolution, lateral and lon-
gitudinal shower shapes.

Significant efforts have been made to improve the description of
EM shower shapes: the bremsstrahlung and multiple scattering
descriptions were reviewed and improved, having been identified
as key components in defining EM shower shapes. Calorimeters
are sensitive to the precise simulation of electron and gamma
transport in the MeV energy region. Therefore significant valida-
tion and benchmarking is being carried out for medium and low
energy electrons and gammas. A comprehensive description of
recent improvements of the GEANT4 EM module can be found in
Allison et al., 2012). The general agreement of GEANT4 predictions
with experimental data collected at the LHC is better than one per-
cent (Abat et al., 2011).

The extensive validation of GEANT4 physics against LHC test-
beam calorimeter data has shown that the most critical models
for the description of hadronic showers are:

� Parton string models at high energy (in this case the recom-
mended model for calorimeter simulations is the Fritiof model
(Andersson et al., 1987).
� Cascade models at intermediate energies (from a few hundred

MeV up to about 10 GeV, the recommended model in this
energy regime is the Bertini intra-nuclear cascade (Heikkinen
et al., 2003).
� A pre-equilibrium and evaporation model at low energies

(below a few hundred MeV, the recommended model in this
energy regime is G4Precompound (Quesada et al., 2010).

For the response function the agreement between simulation
and data for hadron-induced showers is at the level of a few per-
cent, but shower shapes and resolution are less precisely described
and show an agreement at the level of 10–20%. The response to
pion beams is shown as a function of the particle energy for differ-
ent GEANT4 physics lists. Fig. 6 shows the comparison between the
predictions of GEANT4 simulations and test-beam data collected by
the ATLAS collaboration (Adragna et al., 2009). Note that the data
have been rescaled to take into account the simpler geometrical
structure considered in our simulation (Dotti et al., 2011).

The older QGSP BERT HP list uses our implementation of the
quark-gluon string model coupled with parametrized models and
the high precision neutron model for the treatment of low energy
neutrons. Note that while the HP model does not play an important
role in describing the response in calorimeters, it is important for
other calorimetric observables such as the time structure of the
showers and lateral development in neutron-rich materials.

4. Visualization and GUI

The GEANT4 Visualization System (Allison et al., 2013) is a
multi-driver graphics system designed to serve the GEANT4 Simu-
lation Toolkit. It is aimed at the visualization of GEANT4 data, pri-
marily detector descriptions and simulated particle trajectories
and hits. It can handle a variety of graphical technologies simulta-
neously and interchangeably, allowing the user to choose the
visual representation most appropriate to requirements, for
example:

� Very quick response in surveying successive events.
� High-quality output for presentation and documentation.
� Flexible camera control for debugging detector geometry and

physics.
� Selection of visualizable objects.
� Interactive picking of graphical objects for attribute editing

or feedback to the associated data.
� Highlighting incorrect intersections of physical volumes, and
� Co-working with graphical user interfaces.

Because it is very difficult to respond to all of these require-
ments with only one built-in visualizer, the Graphics Interface
was developed to support multiple graphics drivers over several
complementary graphics technologies to satisfy a wide variety of
users’ needs. This may use a graphics library directly, communicate
with an independent process via pipe or socket, or simply write an
intermediate file for a separate viewer.

The current distribution of Geant4 contains, at the latest count,
14 drivers of various sorts. They are listed in Fig. 7 along with their
capabilities. Those which need external libraries or packages may
only be activated at the compilation step if the corresponding
external system is installed.

In addition, in principle, the user may extend this list by imple-
menting his/her own driver to the specification of the abstract
interface. A user may draw to the basic abstract interfaces, either
in C++ code or, more usually, via visualization commands through
a user interface, and expect it to be rendered in one of a number of
different ways: to a computer screen (graphic drivers) or to a file
for subsequent browsing (file-writing drivers).

The workhorse of the Geant4 Visualisation System is the set of
OpenGL drivers. In particular, recent work has focused on our
implementation of OpenGL within the context of the popular plat-
form-independent GUI toolkit, Qt. The Geant4 Qt visualization/GUI
solution allows the user to rotate and zoom the view, to toggle vis-
ibility of various viewed objects, and to interrogate detailed infor-
mation about geometry, trajectories and hits. The same interface
allows the user to control the overall simulation, even customizing
the GUI with the user’s own action buttons.

Other recent work on Geant4’s OpenGL implementations has
improved speed of rendering and exploited OpenGL’s native ability
to generate high quality PostScript renderings. For a wide variety of
graphics drivers, Geant4 now offers improved view annotation fea-
tures such as text, arrows, rulers, axes, date stamps, logos, etc.

The full set of Geant4 graphics drivers includes:

Fig. 6. Comparison between test-beam data (see text) and GEANT4 for the simulation
of high energy pions as a function of beam energy. Different physics lists are shown.

6 M. Asai et al. / Annals of Nuclear Energy xxx (2014) xxx–xxx

Please cite this article in press as: Asai, M., et al. Recent developments in Geant4. Ann. Nucl. Energy (2014), http://dx.doi.org/10.1016/
j.anucene.2014.08.021

143



� Qt – a rich vis/GUI interface for manipulation not just of visu-
alization but of the entire simulation process.

� Open Inventor – including a newer variant that is specialized
to visualization of accelerators, letting the viewer ‘‘fly’’ along
a beamline.

� HepRep – renders in XML format to be read into a HepRep
browser such as HepRApp (perl, http://www.slac.stanford.
edu/perl/heprep).

� RayTracer – uses Geant4’s own tracking to render geometry
to a jpeg file.

� DAWN – produces a file suitable for browsing with DAWN
(Tanaka and Kawaguti, 1997).

� VRML – produces a file suitable for browsing with a VRML
browser).

� gMocren (Kimura, http://geant4.kek.jp/gMocren), used typi-
cally to visualize radiation therapy dose data, and

� ASCII Tree – dumps the geometry tree to standard output
and lists the physical volume name.

A particular feature of OpenGL is that one may store GL com-
mands in a ‘‘display list’’ that may be efficiently rendered by a
graphics processing unit. The most sophisticated is the OpenGL
Qt (Garnier, http://geant4.in2p3.fr/spip.php?article60&lang=en)
driver (Fig. 8) which offers a huge amount of interactivity, includ-
ing rotation, pan and zoom, picking, drawing style, projection style,
etc. The Qt user interface, includes an interactive help system and
an interactive portrayal of the scene, including the geometry hier-
archy, through which one can change the color and visibility of
individual screen objects.

5. Configuration and testing

5.1. Configuring and building Geant4 with CMake

Geant4 as installed consists of a set of C++ headers and binary
libraries, plus data resource files for physics models. This is typical
for a midsize to large C++ toolkit, and like others in this class, con-
figuring and building Geant4 from source has to take care of.

� Portability to Linux, OS X and Windows.
� Different build modes, e.g. Optimized or Debug.
� Optional toolkit components, e.g. GDML support.
� Use of third party APIs, e.g. CLHEP.

Up to version 9.5.0, Geant4 used the Perl dist system (Perl dist,
http://sourceforge.net/projects/dist/) to perform build configura-
tion, and GNU make (http://www.gnu.org/software/make/) to
compile, link and install. The set of GNU make files provided could
also be used to build applications against Geant4. Whilst this

system worked well for many years, it suffered from several
deficiencies:

� A POSIX layer, such as Cygwin, was required on Windows
platforms.

� Environment variables were used to store configuration
options, making builds prone to error and often difficult to
debug.

� Dist/Metaconfig scripts required a high level of maintenance
to enable portability across platforms.

� Application developers only had the GNU make system
available.

Modern build tools were therefore reviewed and the CMake
system (Kitware CMake, 2012) was selected. The SCons and GNU
Autotools systems were also considered, but rejected due to porta-
bility and maintenance considerations (Morgan, 2008).

CMake provides cross-platform support by design, and uses
simple and easy-to-maintain scripts to generate build files for
native tools such as Makefiles or Projects for Xcode/Visual Studio.
It also provides many checks for system, compiler and third party
API requirements directly, with further checks being easy to imple-
ment via the CMake scripting language. Build configuration is per-
formed by running CMake from the command line or via a
graphical interface to generate the native tool scripts. These scripts
are then run with the native tool to build and if required, install,
Geant4. This provides both easy, native builds for users, and flexi-
ble builds for developers under the development environment of
their choice.

A full CMake build system for Geant4 was released with version
9.5.0, and has proved popular with users and developers. The num-
ber of problems with installation reported to the user forums has
decreased, and those that have been easier to resolve due to
CMake’s error reporting and caching of the configuration state in
a dedicated file. Updates to support new platforms, compilers or
other options have also been quick and easy to implement.

The development of the CMake system has continued to add
functionality to help both users and developers. Data resources
needed by some physics processes can now be downloaded and
installed as part of the toolkit build, minimizing the number of
installation tasks. Additional tools for application developers have
been provided to enable them to build applications using CMake,
GNU Make using the original Geant4 build system, or any tool
capable of interfacing with a POSIX shell. In addition to build con-
figuration, CMake provides the capability to generate source bun-
dles and binary packages of the toolkit in formats such as rpm or
exe. Work in this area is continuing, and concentrating on the Win-
dows platform.

Usage of CMake has also allowed a radical upgrade to the test-
ing of Geant4. The CTest tool provided by CMake, combined with
the web based CDash system, provides a framework for continuous

Fig. 7. Visualization drivers and their capabilities.
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integration of Geant4. The following section describes this system
and its capabilities.

5.2. Testing Geant4 development

Geant4 is developed in a distributed way, each subpackage
being updated and maintained by one or several collaborators.
Testing the updates is a continuous process and consists of three
main activities:

� Integration testing.
� Performance monitoring and improvement and
� Validation of physics performance.

Integration testing is run daily, or even continuously, while
performance monitoring and validation of physics performance is
performed for monthly Collaboration internal releases.

5.2.1. Integration testing
Integration testing checks that new or modified code in the

code repository does not cause problems on any of the supported
systems. We test Geant4 on Linux, Mac, and Windows using multi-
ple compilers and OS versions, and using different configurations
of GEANT4, summing up to about 20 different combinations tested.
With the migration to the CMake-based build system, we adapted
the testing system to use the CTest tool (Kitware CTest, 2012)
designed to co-work seamlessly with CMake. The current setup is
implemented using a client–server system, with a server starting
and monitoring jobs on clients using Electric Commander software
(ElectricComander, 2012), and clients sending results to a web-
based software testing server running CDash software (Kitware
CDash, 2012). The jobs started by Electric Commander on a client
run a script to set the environment, check-out or update the source

code, and build libraries and tests using the CTest testing tool. As a
result, much of the running and monitoring of testing is done via
web interfaces of Electric Commander and the CDash web pages.

This automation made it possible to share the workload within
the collaboration via testing shifts. A collaborator on shift selects
which changes are to be included in a nightly test run and at a later
time checks that test results do not show problems resulting from
the changes. Currently about 200 test cases are run, which include
most of the GEANT4 examples, tests checking specific parts of
GEANT4, and a few general setups.

In addition, the automation allows us to start an incremental
build running a reduced set of tests using a reduced set of compil-
ers and Geant4 configurations whenever we find modified code.
This allows developers to have prompt feedback on modified code,
and acts as a filter for the full nightly build.

5.2.2. Performance monitoring
Performance monitoring provides general benchmarking and

profiling information of GEANT4 software to the developers through
code development cycle. It is also designed to identify problems
and opportunities for code improvement and optimization. Results
from profiling and benchmarking runs on development releases
(reference, candidate, and public releases) are submitted to the
responsible developers, and posted to a publicly available web-site
(FNAL-G4P, 2010).

A set of tools for collecting, managing and analyzing data is
used for both CPU and memory performance measurements. It
includes generic timing tools (POSIX timer, usage), FAST profiler
(FNAL-FAST, 2010) for profiling CPU performance, and IgProf
(Eullsse and Tuura, 2002) for measuring memory footprint. GEANT4
applications with different combinations of event samples and
physics lists are profiled on a batch system which consists of
a 5� 32 core AMD Opteron Processor. A semi-automated

Fig. 8. Screen shot of Qt GUI.

8 M. Asai et al. / Annals of Nuclear Energy xxx (2014) xxx–xxx

Please cite this article in press as: Asai, M., et al. Recent developments in Geant4. Ann. Nucl. Energy (2014), http://dx.doi.org/10.1016/
j.anucene.2014.08.021

145



post-analysis generates various performance observables (plots,
tables, and web-based navigation) for visual scans and further
investigation.

As a GEANT4 version with event level multi-thread capabilities is
being commissioned, the computing monitoring task has been
extended to meet the new requirements. Besides conventional tools
that are used for profiling sequential applications, multi-
thread-capable performance evaluation tools such as HPCToolkits
(Rice University, 2000), OpenjSpeedshop (Open Speedshop, 2012)
and TAU (University of Oregon, 1997), which are widely used in
the high performance computing community, are tested for both
sequential and multi-threaded modes. To quantify the scalability
with the number of computational threads of the multi-threaded
application, event throughput and memory gains are measured
for selected samples. Opportunities for code optimization and
performance improvements are continuously sought, resulting in
the evolution and refinement of GEANT4 performance monitoring.

5.2.3. Validation of physics performance
Periodically – at least once per month, in correspondence with a

new GEANT4 development release, or for a new release of Geant4 – a
set of tests are run on the Grid to check whether there are changes
on physics observables with respect to a reference version of
GEANT4 (Dotti, 2012). The variables that are considered are those
that describe hadronic showers in calorimeters: visible energy,
energy resolution, longitudinal and lateral shower shapes. A set
of simplified hadronic calorimeters – with the same absorber and
active materials, and respective thicknesses, as for the real calorim-
eters of the LHC experiments – is used in the tests, for different
combinations of beam particle energies and beam particle types.
The CPU effort needed to complete the entire set of tests requires
the use of the Grid. As final results of these tests, plots of physics
observables as a function of the beam energy are produced, com-
paring two or more versions of GEANT4. If significant differences
are seen in any of these plots, investigations are then carried out
to understand which changes in the code – typically developments
in the physics models - are responsible.

6. Summary

During the past two to three years, the capabilities of GEANT4
have been extensively augmented. Improvements in the kernel,
geometry, physics, visualization, user interfaces, testing and build
system have resulted in a more efficient and powerful toolkit.
Highlights of these improvements include.

� The implementation of event-level parallelism through
multi-threading which allows efficient and scalable use of
on-board cores.

� An improved geometry modeler which incorporates multi-
threading capabilities and the stringent requirement that
all geometrical information must be shared in a multi-
threaded run.

� Augmented electromagnetic and hadronic physics models
which have improved the reproduction of showers in calo-
rimeters, and further extended the reach of GEANT4 physics
into medical and space applications and other experimental
domains.

� The implementation of OpenGL within the context of the Qt
GUI toolkit, providing the user a rich set of options for dis-
playing geometry, trajectories and hits, and faster, high-
quality renderings.

� An automated performance monitoring system, including
benchmarking and profiling, which employs online tools to
analyze both sequential and multi-threaded applications, and

� A CMake system which provides cross-platform support for
the building of the GEANT4 toolkit, its applications and the
data files required by various physics models.

These developments will be included in the next major GEANT4
release scheduled for the end of 2013.
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