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MONASH UNIVERSITY

ABSTRACT

CONCEPTUAL DEVELOPMENT
IN MECHANICS

By Charles Taylor

Students learn the concepts involved in Mechanics by first learning
prototypical examples. They then learn to distinguish cases which are less
prototypical. This is shown to be the case for the concepts of awwleration and
Jorce. The way these concepts are deployed in using Newton’s laws is highly
dependent on just how close the prototypical situations are to the problems
being faced, accounting for many of the difficuities that students face in
learning Newtonian Physics.

The students who participated in this study were doing their final year at an
independent senior secondaty school in Melbourne Australia. Most of them
were from non-English speaking backgrounds.

The responses of these students to questionnaires were subjected to factor-
and cluster-analyses to clarify the way they understood the concepts forve and
acceleration. The test item responses of subgroups of these students, who
differed in their conceptualisation of the concept forve, were compared using
ANOVA, to determine the extent to which the conceptualisation of force
was associated with the ability to solve problems involving Newton’s laws.
This statistical approach was complemented by a detailed transcription and
intetpretation of group problem solving sessions.

In order to obtain & -lear understanding of the lifeworld concept of ‘force’
which these students would have encountered outside the Physics classroom
three English language corpora were consulted: these were the CHILDES,
COBUILD, and Bnfish National Corpora. This enabled the gathering and
classification of the different usages of different meanings of the word “force,’
and the determination of the frequency and order of development of other
related words.

Approved by the Ethics committee, Monash University, as Project 97/303.
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GLOSSARY

ACT-R. A model of cognition developed by John R. Anderson (Andetson, 1983; ]. R.
Anderson, 1996). It models problem solving by means of networks which use
production rules associated with nodes in declarative memory activated by the context
of the problem situation.

BNC. The British National Corpus is 2 very large electronic collection of texts selected
to be representative across a wide range of registers — both spoken and wrtten — for
example: broadcasts, casual conversations, technical works, books, newspapers etc. It
can be rapidly searched for examples of the usage of particular words.

FMCE. The Fony and Motion Conceptual Emaluation is an instrument devised by
Thomton and Sokoloff (1998) to probe the understanding of Newton’s laws of
motion.

FCL. The Foree Concept Inventory is an instrument devised by Hestenes, Wells, and
Swackhammer (1992) to test students for misconceptions in their understanding of
Mechanics. It has been very widely used, both by educational researchers and by
physics instructors.

NSM. A Natural Semantic Metalanguage, according to Wierzbicka (1996), 1s a small
subset of wotds from any language which can be used to describe the meaning of any
other word in that language. It is called Natural because the words that are used form
part of the naturally occurring vocabulary of a language, as opposed to artificial
symbols such as +MALE, which occur in some other theories of semantics.

SBF. The Structure Building Framework is a theory developed by Gernsbacher (1990)
that describes the process of comprehension of speech {and written text) as being
based on three stages: firstly, the laying of a foundation; secondly, building coherent
information onto that foundation to form a meaning structure; thirdly, shifting to a
new foundation when incoming information is incoherent with the currently built
structure.




Chapter One

Introduction

The understanding of concepts is basic to all forms of communication between people.
Especially is this so in the field of science education. Here, the ideas to be
communicated are often far from the world of common-sense experence, and the

opportunities for misunderstanding are rife.

The literature of science education, or indeed, the recall of one’s own expetiences in
the science classroom, will convince anyone that the quality of communication in
science varies widely. Some students learn better than others. Some teachers teach
better than others. Some lessons work better than others. Some topics are easier than

others.

Presumably there are teasons for these differences. A careful investigation may shed
light on these reasons, and pethaps yield useful information enabling us to

communicate effectively more often, and miscommunicate less often.

Physies as a ‘difficult’ subject

Research on science education was changed radically during the mid-seventes by the
use of qualitative methodologies, especially interviews asking for explanations (White,
1991 p. 1). Such interviews in the field of physics showed clearly that whatever then
current physics assessment was measuring it was not simply understanding of physics.
Students who had completed honours degrees in Physics at reputable universities were

exhibiting some of the same etrors which junior school students made (Peters, 1982).

Here was confirmation, if confirmation was needed, that Physics was indeed a difficult

subject. And within the subject Physics, it is the topic of mechanics that has often been

singled out as the most difficult asea (Gunstone & Watts, 1985).




Thus in investigating conceptual development it is this area which is of central concern.

It seems that it is here that misunderstanding is most frequent, and conceptual change
is most diffcult.

How do physies concepts develop?
The central argument of this thesis is that technical concepts like acceleration and force are

structured and develop in the same way as lifeworld concepts like caz or red.’

This involves clarifying just what is meant by a concept, detailing the way in which
lifeworld concepts develop and showing that these technical concepts develop in the

same way. The fitst two of these tasks are accomplished in a literature review, and the

thitd constitutes the bulk of the investigation reported in this thesis.

Evidence from introspection, probiem solving and disconrse

In investigating the development of concepts several sorts of data proved valuable.

The first of these was data based on introspection. A group of final year students at an
independent senior secondary school in Melbourne, Australia, were asked to fill out

three instruments designed to elicit their assessment of

¢ how well a concept fitted a given situation,
¢ how confident they felt about particular answers to particular problerns,
® various aspects of the teaching approaches and learning activities.

Students entered their names on the first two instruments, while the third was

answered anonymously to encourage them to write openly.

The data from the first two questionnaites proved useful in uncovering prototype
effects (see Chapter Three), and in uncovering the variation in individual students’

understanding of concepts.

! Within this thesis, in addition to their normal uscs, italics and single quotes are used with a special meaning. A single
word in italics is used to refer to a concept with that name. Single quotes surrounding 2 word indicate that the
word itself is being referred to. Double quotes are used to indicate quotations. Thus a student may say “Force is
mass times 2cceleration, right,” using the word *aceeleration’ to refer to the concept aweleration




The third questionnaire was useful in eliciting some of the motivational aspects of

concept learning, an area that is often overlooked.

The second type of data involved students’ pen-and-paper answers to a variety of
standard types of physics problems completed at intervals throughout the year. These
were answered during topic tests just after {inishing a topic in class, and during the

Mid-year, September and Final examinations.

Some of these tests involved multple choice items. Particularly important here was the
Force Concept Inventory developed by Hestenes, Wells and Swackhammer (1992). This
test has been widely used and the reported frequency of particular answers could be
compared with those of students in the group under investigation. This test consists of

sets of multiple choice items desigred to elicit misconceptions.

Many questions required numerical answers, while others required wntten
explanations. A few required diagrams to be drawn or graphs to be sketched. These
were useful in uncoverng long term changes in conceptual understanding. They were
also useful in providing evidence of variation in conceptual understanding between

students (and within individual students) at any given time.

The third type of data consisted of audio tape recordings of student discussions as they
solved, in groups, questions from the Force Concgpt Inventory. Analysing transcripts of
these discussions enables one to see in some detail the processes by which the
concepts of velocity, acceleration and force were deployed and combined in coming to

a scientific understanding of applications of Newton’s laws,

A fourth type of data was drawn from the samples of language use accumulated in
various corpora: especially the CHILDES (MacWhinney, 2000a, 2000b), COBUILD
(2000) and British National Corpora (BNC, 1994). Analysis of these enabled the
investigation of the development of some of these concepts outside the classroom, and
a description of the non-technical contexts in which people encounter the concept of

Jorve.




Organisation of the thests

Following this brief introductory chapter the body of the thesis begins in Chapter Two
with a review of the literature dealing with concepts, conceptual change and with
misconceptions in physics. This aims to highlight areas where there is general
agreement (for example, that students display consistent varieties of misconceptions),
areas where there are coherent, although often conflicting schools of thought (van:ties
of constructivism, for instance), and areas where there has not yet emerged any

consensus. Additionally, there is a critique of terminology.

After this the more general area of conceptual development is looked at. Here, work is
reviewed in those disciplines that are now interacting in the new field of cognitive
science. In particular, work in analytic and hermeneutic philosophy on conceptual
analysis and understanding, work in computer science on concept representation, work
in psychology on problem solving, memory and mental models, and work in linguistics
on semantics, discourse analysis, and structure building are all examined for clues as to

how concepts in general are developed and deployed.

Chapter Three looks at the issue of the research methods to be used in this thesis, their

limitations, and reasons for use.

Chapter Four analyses the usage of the term ‘concept’ in science education research
P Y g P ,

comparing and contrasting this usage with the theoretical accounts already discussed.

The fifth chapter describes students’ concepts of acceleration. The sixth chapter is

devoted to descriptions of their concepts of fozce.

Chapters Seven to Nine present a discussion of how the structure of these concepts’

meanings influence the usage of Newton’s laws.

The concluding chapter discusses the general pictute of conceptual development and

outlines some implications for teaching and educational research.
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Chapter Two

Concepts, misconceptions and conceptual development in mechanics
Overview of the chapter

This chapter, consisting mostly of literature review, will explore

e research approaches in science education

® concepts and meaning

» research into the concepts of aweleration and forve

e research into student understanding of Newton’s laws
Undl the 1970s science education researchers saw the main aim of teachers as being to
transmit their own knowledge, or parts of it, to their students. Student difficultes with

understanding vhysics were concptualised in terms of this viewpoint.

Certainly this view of teaching as transmission of knowledge is appealing. If we know, for
instance, where a hammer is and a child doesn’t, we can say to the « 1/d “Get the hammer
off the workbench in the shed” The child now knows where the hammer is: it seems

natural to say that the knowledge has been transmitted.

Of course, in some circumstances, the knowledge may not have been transmitted. There
may have been too much noise for the child to hear, or the speaker may have mumbled, or
the child may be deaf or lazy and so on. Educational research based on the transmission
model of learning may deal with such issues: environments conducive {(or not) to learning,
better modes of presentation, learning difficulties, motivation, individual differences and so

Of1l.

However, it does not deal with the activity in the mind of the child when interpreting
instruction. It does not take into account that the child must, based on its own current
knowledge, construct a meaning for what it hears. Where this meaning is straightforwardly
recoverable from the communication we may well speak of knowledge having been
transmitted, but the reality is always mote complex. It is only when communication breaks
down (pethaps the child returns with a mallet from the table in the neighbour’s garage) that

we may become aware of the complexities that lie beneath the appatent ease with which

we transmit information.
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This activity in the mind has long been a topic-of importance in the humanities. So for
instance, in a paper published posthumously in 1836 Wilhelm von Humboldt wrote:
“Nothing can be present in the mind that has not originated from one’s own activity. ...
Speaking is never comparable to the transmission of mere matter. In the person
comprehending as well as in the speaker, the subject matter must be developed by the
individual’s own innate power.” (von Humboldt, 1985/1836)

Humboldt’s emphasis on the activity involved in understanding was one of the key

contributions to the field of hermencutics, the study of interpretation, which has made
understanding a key concemn (Palmer, 1969). The quotation from Humboldt, taken from
an historical anthology of hermeneutic writings, clearly enunciates key issues which have
had to be addressed in science education research since the 1970s: the activity of learners in
building their knowledge, and the inadequacy of the transmissive view of teaching.
However, although hermeneutics is clearly relevant to science education research (Eger,
1992, 1993a, 1993b, 1995) its insights have not been unlised. Perhaps this is due to the
separation of the two cultures criticised by Snow (1964). Pethaps it is due to people
accepting the argument that sets up hermeneutic understanding as characteristic of the
humanides, and as opposed to the explanatory aims of the sciences (Gadamer, 1989;
Stanford, 1998). Certainly, hetmeneutics 1s not the only area of the humanities that has not
been integrated into the work of science education researchers (see below page 37 for

some relevant work in linguistics).

From the perspective of hermencutics three significant points are highlighted. Let us

examine each in turn.

Firstly, interpretation is the continuous and ongoing process of gaining understanding
which is characteristic of buman beings as human beings (Dreyfus, 1991 pp. 184-214;
Heidegger, 1962 pp. 182-195). We will always interpret what we are taught as something
that we can make sense of. One can cavisage, for instance, that presented with Newton’s
second law, F = = 4, a student may interpret it as simply a maths exercise as lacking in
significance as any arbitrary formula, Or the student may interpret it like 2 conversion of
units: as saying that force is the same as acceleration, just m times bigger. Or, again it might
be interpreted as saying that for any force F thete is an equilibrating force “» 4”, on the
model of a ‘N = g” for a book on a table. Or, yet again, it may be interpreted as saying

that as well as a force F, there will also be a force ‘7 4”in the same direction. It may be



interpreted as saying that force causes acceleraton, or that acceleration causes a force.
Evidence for various interpretations of Newton’s second law will be discussed below (see
Chapter Eight). The mathematical formalism of physics, the axioms and definitons, the
algorithms and so on, do not and can not exist in the mind of a student as a separate entity
unentangled with interpretations. Thus it is pointless to try to teach the formalism of
physics correctly in an abstract way, leaving interpretation until the theoretical apparatus is
“in place”. Whether teachers like it or not, students will form an intetpretation of what is
taught, as it is taught: one that is meaningful for themselves; one that is as likely as not a

misinterpretation.

Secondly, understanding is an itexative process wheteby pre-understandings of a whole
form the dominant contribution to the understanding of its parts, and the understandings
of the whole are dynamically altered by understandings gained of the parts (Eger, 1992).
Thus students’ “folk” understandings of physics theory may not be shifted by experience
(eg. practical work) alone. Students may see what they expect to see, not what “actually
happened”. Or students’ understanding may be shifted in unexpected directions even when
they do see what actually happened (Tasker & Freyburg, 1985). No matter what the
outcome of instruction, the key fact remains that student pre-understandings must form
the basis for later understandings: there can be no cleating away of misconceptions before
proceeding to teach the correct physics. It may be, for instance, that these misconceptions
are productive steps in the process of comprehension. The bizatre (from the viewpoint of
Newtonian physics) theories put forward by learners may be no more harmful in the long
term than the even more bizarre images produced by the mnemonic techniques that have
been used by generations of students since antiquity (Yates, 1966). Just as the mnemonics
serve to make a meaningful sequence out of an arbitrary list, so misconceptions may serve
to impose on the arcane formulae of mechanics an interpretation that is meaningful to the
learner. Students ate, so to speak, required to live in their houses while they renovate, and

to scaffold the emerging structure using only materials that ate to hand.

Thirdly, understanding is possible only for social, language-speaking beings like people: it
cannot be fully captured in a formalism like the predicate calculus which can be
programmed into machines (Dreyfus, 1993). Thus an analysis of student difficulties in
terms of explicit but incorrect “beliefs”, such as “motion implies force” is necessanly
inadequate (McDermott, Rosenquist, & van Zee, 1987). Recognising their inadequacy does

not preclude using such formalisms as models to capture some aspect of student learning,




but it does emphasise that there will always be other (possibly less precise) but more valid
ways of looking at the phenomenon. One can go further: in spite of recognising their
inadequacy, one must utilise formalisms. They are our starting point, our pre-
understandings, and like our students we must use our pre-understandings in an iterative

process to arrive at later understandings.

Recapping: if science educators had been sensitised to these three issues then they would
have known, firstly, that children learning science, like all people, continually seek
undereiding, and, secondly, that children reinterpret what they see and hear. Thirdly,
science educators would know that we in turn need to interpret, not just measure,
children’s undersvandings. Bearing these three points in mind, then, and with the benefit of
hindsight, the existence of “children’s science” seems predictable, and its discovery

inevitable once qualitative research began to be undertaken.

Children’s science

In the event, it was not until the late 1970s that investgators began to uncover what has
been called “children’s science.” Eatlier qualitative work by Piaget and his collaborators
{described in Ginsbutg & Opper, 1969) had not done so — perhaps because of Piaget’s
concentration on using the results of his investigations, which included transcripts of
interviews with young children, as evidence to support his formal apparatus of stages,

rather than analysing their content.

In the 1970s a number of researchers like Viennot (1979) and Driver (1983) began to
investigate the difficulty people generally have in understanding science, ard i particular
physics (Osborne & Freyberg, 1985). Students find it difficult to build up sote sotts of

knowledge. They fall back on common sense where they cannot understand.

Since then it has become well known that students often have idiosyncratic interpretations
of what they have been taught in school science classes (¢.g. Driver, Squires, Rushworth, &
Wood-Robinson, 1995). When they can, students build up their new knowledge on the
basis of what they already know, and often this results in misunderstanding. This has

sometimes been referred to as Children’s Science.

Constructivism
The most important ‘theoretical’ accounts of Children’s Science have been labelled

‘constructivism’. There is, however, no single account of the feld of constructivism that is
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accepted by all those who would call themselves constructivists. Nevertheless, there are
survey articles (e.g. Driver & Erickson, 1983; Duit, 1995; Gilbert & Watts, 1983; Gunstone,
1988; White, 1991) that provide good inwroductions to the field. There are also book length
treatments (e.g. Fosnot, 1996; Steffe & Gale, 1995; White, 1988a), and cdtiques of

constructvism have also been written (e.g. Fox, 2001; Matthews, 1995; Osborne, 1996;
Solomon, 1994).

After going through these the reader finds that the one agreed upon point for
constructivists is that learning is riot simply a matter of transmission of knowledge from
teacher to student. That, on the contrary, students must themselves construct their vwn
knowledge from their expenences (including dialogue with others, as well as physical
interactions with the wold). As a consequence of that knowledge being built on the
foundation of what is already known by the student, it may very well not be the same

knowledge that the teacher had intended the student to attain.

Apart from this single point, then, constructivists can and do diverge in their accounts.

Thus the scare quotes around ‘theoretical’ above are significant. Constructivism is neither a

well-developed theory in itself, nor are constructivists a coherent grouping of researchers
basing their work on 2 :arger scale paradigmatic theory, nor indeed s it either easily
distinguished from or integrated with other well developed theomes. It is true that
individuals within constructivism may try to integrate their work with other bodies of
theory: say the theories encountered in cognitive science (White, 1988a). The point here is
that conistructivists as a group do not integrate their work with any central theory of their
own or with those of other thinkers. At least, not if by the word theory one means
something like the theories associated with names like Copernicus, Newton, or Darwin:
that 1s to say a cote of beliefs deployed to organise and explain a large body of knowledge
about the world. It is important to be clear that thete is no question here of demanding the
same level of explanatory adequacy for educational theory as for physics. It is obvious that,
like the other human sciences, educational theoty is not a simple mattet of causes and
effects. Causes in education are multiple and confounded. In any case, much of educational
theory is not a matter of assigning causes (explanation) but of understanding the essentially
unique educational events which occur in each student’s and each teacher’s life.
Nevertheless, this is not to say that educational theory is of necessity vague or confused,

nor that it is simply common sense.




One of the criticisms levelled at constructvism by Matthews and Solomon is that this
agreed upon stngle point is a matter of common sense: that there is no ‘theory of

constructivism’. Supporters of constructivism atgue that this is true, but that this common

sefise was not so common t\VQﬂty years ago.

On the other hand, Anderson trying to characterise what goes by the word theory today,
says that it ‘desctibes a particulat practice of scholarship incorporating leading figures,
scrptural texts, characteristic claims, conventional methods, typical performances and
practicing members.” (J. Andetson, 1996, p. 8). So perhaps it is possible to identify the

theoty of constructivism on this basis?

Certainly it is possible to identify many of Anderson’s features in constructivism. The
leading figures would include Baitd, Driver, Duit, Galili, Goldberg, Gunstone, Hewson,
McDermott, Minstrell, Osborne, Viennot and White: all of whom are frequently cited in

the constructivist literature. As well, there are those who organise large-scale conferences,

like Nowvak.

Agreement with a short quotation from Ausubel is perhaps the best touchstone for
identfying a constructivist: “The most important single factor influencing learning is what
the leamer alteady knows. Ascertain this and teach him accordingly.’” (Ausubel, 1968).

Perhaps this would qualify as a ‘scriptural text’ for some constructivists, in Andetson’s

terms?

The types of claims that are characteristically made by constructivist researchers are to do
with descriptions of ways in which students make sense of science: Driver et al. (1995)
provides a handy compendium of such claims. These types of claims are markedly different
from the older style educational researchers’ claims that were typically to do with
statistically significant effects of ‘treatments’ on samples of students compared with control
groups. White describes the gradual changeover in styles of educational research in an
Australian context (White, 1991).

The conventional methods of constructivists include the elicitation of alternative beliefs by
a vatiety of means: White and Gunstone provide a useful guide hete. Popular methods
include: concept mapping; transcribed interviews where students ate questioned about their
beliefs; class discussions where students discuss their beliefs before teaching commences;

the presentation of demonstrations where students are asked to predict what will happen,
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and explain why they think it will happen, make their observations and then (usually)
explain why it didn’t happen (White & Gunstone, 1992).

This last, P.O.E. (demonstrations where students must Predict, Observe, Explain)

probably shades off into what Anderson refers to as performances.

To round out Anderson’s list there are the practising members: the multtude of
researchers who have written the thousands of articles that Pfundt and Duit have included
in their bibliography of the area (1994). Finally, there are those who attend the academic
couses, conference presentations, seminars and workshops run by this multtude of

researchers.

Although one cannot identify a unified theory (in the traditional sense), constructivism
nevertheless has a certain unity of the type described by Anderson. Constructivism could
perhaps best be characterised by Kuhn's term ‘pre-paradigmatic’, intended to describe the
situation where ‘the practitioners of a science are split into a number of competing schools,
each claiming competence for the same subject matter but approaching it in quite different
ways’ (Kuhn, 1974). There are certainly a number of competing approaches and

disagreements amongst those who fall under the constructivist umbrella.

In so far as the work reported hete 1s intended as a contribution to constructivist theory, it
is important to address at the outset the possible limitations and weaknesses of thts
approach. These exist both internally (disagreements between constructivists) and
externally (lack of articulation with other bodies of knowledge). As usual, bald
generalisations such as this are actually a matter of degree. In spite of the attempts by
wiiters such as Dut (1993), to get constructivism to cohere, and by writers such as White
(1988a) who have made some headway in connecting constructivism with cognitive
psychology, I will be arguing that internal disagreements and lack of external connections
are areas of weakness in constructivism as a theory. In what follows, first the internal
difficulties will be discussed, then the external ones. Finally, an attempt to achieve some

sort of synthesis will be made.

Internally, key disagreements exist in four major areas in the conceptualisaton of
constructivism: the locus of ‘construction’; the theoretical entities to be used to descrbe

constructions (mainly reflected i dispute: about terminology); epistemological
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assumptions about the status of constructions; and the relative roles of affect and rational

cognition in constructons.

The locus of construction

A number of writers locate constructions in the mind of the individual learner.
Exemplifying this tradition, influenced by Piaget and cognitive psychology, is the work of
White. He sums up the approach succinctly: ‘Each of us builds a world.” (White, 1988a, p.
8) Others in this tradition include Gunstone and Watts (1985) and Posnet, Strike, Hewson,

and Gertzog (1982). These researchers concentrate on metacognition, conceptual conflict

and reasoning.

Others, following Vygotsky, insist that knowledge 1s inherently social before it is individual,
and that knowledge is constructed in the process of interaction between individuals

(Vygotsky, 1986). Here are writers like Wertsch (quoted in Conftey, 1995 p. 187):

Any function in the child’s cultural development appears twice, or on two planes. First
it appears on the social plane and then on the psychological plane. First it appears
between people as an interpsychological category, and then within the child as an
intrapsychological category.

A key concept of this approach is the “zone of proximal development”, or ZPD, the
region of knowledge construction where the student is able to operate with the assistance,
or “scaffolding”, of a teacher. Researchers in this tradition (like Fawns & Sadler, 1996;
Roychoudry & Roth, 19906) hlvcstigafe the role of small group discussions, and teacher
student dialogue.

Sall others, social constructivists, claim that knowledge is inherently social, embedded in
our language and our culture. The key tradition here is twofold, on the one hand the later
Wittgenstein and the sociologists of science such as Bloor, Barmes, and Knotr-Cetina, and
on the other the social theory phenomenologists like Schutz, and Berger and Luckmann.

Woolgar has written a sympathetic account (1988) and Cole a critical assessment (Cole,
1992). '

Indirectly, via historians and philosophers of science such as Kuhn and Lakatos who were
themselves influenced by the social constructivists, these traditions have had an input into
the most widely accepted account of conceptual change within constructivism. Posner,
Strike, Hewson and Gertzog based their description of the stages of conceptual change
(dissatisfacion with the cutrent conception, and the intelligibility, plausibility and
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fruitfulness of an alternative) on Kuhn’s and Lakatos’s accounts of scientific revolutions

within the community (de Jong, 1996; Posner et al., 1982).

While the social constructivists themselves have had little direct influence on science
education (rarely being cited, for example) a key tenet of this approach, that scientific
knowledge has no special status with respect to any other type of knowledge, has

d." :loped independently in science education.

Taking this prnciple seriously means that students’ understandings of phenomena should
be examined as setiously when teaching as the accepted scientific accounts. The term
‘misconception’ was therefore considered by some to be a misnomer, implying only 2a
mistake that had to be corrected rather than a viewpoint that had to be addressed. The
terminology being used to describe knowledge constructions therefore became an issue
(Gunstone, 1989). Osbome and Freyberg used the term ‘children’s science’ (1985), and
Driver, Guesne and Tiberghien used terms like ‘alternative conception’, ‘intuitive notion’

and so on (1985).

Issues of terminology

However, choice of tetminology is not simply a matter of attitude. It 1s true that one reason
for a constructvist researcher to choose particular terms is that this will reflect his or her
attitude toward the worth of the mental entities constructed by students: so that choosing
‘misconception’ might imply rejection, while ‘children’s science’ would imply a form of
acceptance. This, however, is net necessarily what the researcher wishes to convey by the
use of the term ‘misconception’ Duit, for example, makes a different distinction:
‘misconception’ implies a mental entity resulting from previous teaching, while
‘preconception’ is used for mental entities present from other souzces (Brown & Clement,
1989). Dykstra (1992) takes yet another positon, closest to the one advocated here:
“conceptions are fandamental beliefs about how the wotld works”, while concepts are at a
smaller “grain-size”. Carey (1991) uses the same distinction, but prefers to speak of ‘beliefs’

rather than ‘conceptions:’

By concept, belief and theory I mean mentally represented structures. Concepts are
units of mental representation roughly the grain of single lexical items, such as object,
matter, and weight. Beliefs are mentally represented propositions taken by the believer
to be true, such as Air is not made of matter. Concepts are the constituents of beliefs;
that is propositions are represented by structures of concepts.
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Gauld in a bnef survey claimed that researchers’ other attitudes toward these mental
entities accounted for many other words and phrases in common use (Gauld, 1987). For
example researchers who wished to emphasise the degtee to which these mental entities
were patt of a structured whole used words like ‘frameworks’, or ‘systems’ while those who
wished to emphasise their independence used words like ‘concept’, ‘idea’ or ‘notion’.
Researchers who wished to emphasise the degree to which the mental entittes influence
behaviour used words like ‘beliefs’ or ‘commitments’, while those who wished to downplay

this aspect would presumably use words like ‘thoughts’ (Gauld specifies only the first end
of this scale).

In an earlier paper, Gilbert and Watts (1983, p.69) had also noted the widesptead
terminological disagreements in studies of student understanding of science. They
discussed the varety of “descriptors of the outcomes of such studies”, and attempted to
impose some order upon them. They proposed a distinction based on the researcher’s
viewpoint: a ‘conception’ would be the subjects’ individual “theorising and hypothesising”
as reflected in their responses to the researcher’s probes; ‘categories’ would be “groupings
of responses” within a study, gathering together those individuals’ conceptions “construed
as having similar meanings”; a ‘framework’ would be one step further removed from the

data base of responses, generalising across ‘categories.’

Their suggestions have not been taken up by the research community. In fact, most
constructivist writers follow a similar practice to Gunstone (1988, p. 81) who, after
discussing the above sorts of terminological choices and their implications, selects his own

preferred cover-term, ‘idea/belief, to stand for “what seems to be one broad issue.”

While this all-inclusive label procedure is preferable to sterile debate on terminology, it can
serve to paper over genuine differences in approach across research traditions. And,
without doubt, it does effectively mask the essential difference between the semantics of
concepts (eg. force; mass), propositions (eg. Newton’s laws) and higher order entities {eg.
chains of reasoning; mental models of situations). It is not uncommen for writers to move
from one level to another without poticing. Gilbert and Watts (1983), for example, simply
do not distinguish concepts and propositions at a theoretical level. They are quite explicit:
“Universal statements’ ... or concepts, as we would now call them..” With other

researchers, directing attention away from differences between these semantic levels leads

to surface analyses in terms of research methods used instead of in terms of topics being
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investigated. Fot example, Gunstone (1988) groups together interviews about instances
(clearly investigations of the denotations of concepts, as the task is simply to determine
whether an event falls into a category) with interviews about events (where the task
involves explanation, hence the production of propositions, and the deployment of mental
models). On the one hand, this is cleatly reasonable, as both are intetviews; on the othet
hand the differences needed in interpretation of the results will not be addressed. The
point being made hete 1s not that the use of a general cover-term is wrong: on the contrary,
it is necessary. What is being argued is that there are clear lines of dematcation that are not
being utilised or even attended to for lack of a sufficiently clear terminology within which

results could be communicated.

A second issue involving terminology is related to the way we interpret student responses.
The starting point of most studies about preconceptions is to point out some surprising

responses or comments shared by a significant number of children ot students (Viennot,
1985).

An example is that of a problem that asks students to mark in forces acting on a ball
thrown into the air. Typically students mark an upward force acting on the ball on the way

up, zero force at the top, and a downward force acting on the way down.

The researcher then tries tc account for the responses. However, this is usually done in the
researcher’s terms. We deploy our technical notions of motion and force, for example and

characterise the student conception as “motion implies force”.
As Vieanot (1983) points out:

..int spontancous reasoning students are usually not conscious of the ‘notion’ they use

and may call it, sometimes indifferently, ‘force’, ‘impetus’, ‘energy’, ‘momentum’, and so

on.
This raises the issue of the metalanguage to be employed in order to discuss the student
responses. What is needed is a vocabulary which is sufficient to describe the meanings used
both by scientists and by students, but which does not force the thought processes of one
to be described in terms used by the other. A possible method of achieving this is the
Natural Semantic Metalanguage desctibed by Wierzbicka (1996), which is discussed later in
this chaptet.
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The side-issue of epistemology

If it were not possible to find a common metalanguage in which to descrbe student
conceptions then we would be faced with an impasse something like that of scepticism:
there would always be a doubt as to whether we understood what another person was
saying. As Viennot points out above, the fact that a student uses the same technical terms
as us does not allow us to infer that he or she means the same thing. However, if one
extends this reasoning to all words then we can never really know what anyone is saying!
Something like the Natural Semantic Metalanguage is needed as a way out of this sceptical
dead-end.

However, not everybody would agree that this scepticism is a dead end. For example,
Emst von Glasersfeld has come to some fairly sceptical conclusions. He has also proposed
a quite different sort of terminological distinction (1989; 1992; 1995) to the ones discussed
above. He claims that constructivist research can be divided into two types: “trivial
constructivism™ and “radical constructivism”. Both types accept that the learner constructs
knowledge. In von Glasersfeld’s system the distinction between them is made upon the
basis of the epistemological status the researchers assign to the mental entites, or
constructs, which they observe. Work which explicitly recognises that such constructs are
adaptive (that 1s, more or less viable rather than true or false) is “radical”, the rest is
“trivial”. Von Glasersfeld holds a sceptical epistemological position, that we have no access
to the “real world”. Pethaps only a mathematician who deals almost exclusively in
stipulative constructs could operate within this framework. While it may simplify
mathematical discussions to bracket off the everyday world, it surely makes discussion of
physics more obscure. Certainly, although this distinction between radical and trivial
constructivism has been widely noted, it does not scem to have been widely adopted by

science educators.

Possibly this is because much of the most intercsting work done in investigating and
describing science learners’ conceptions would fall into what von Glasersfeld wants to call
the trivial category, making the label at best misleading (a similar point is made by Duit
1993, p. 20). That is, few investigations of student understanding of, say, force and motion
trouble to discuss epistemological issues. At best, epistemology is a side issue for physics
-education rescarchers. This situation is comparable with that of a native speaker learning
grammar. Knowledge of grammar could be useful for a native speaker, but the speaker’s

key concern is with what is being said. Just so, it could be convenient for researchers to

16 . I




}_
|

have a well-articulated theory about what knowledge and belief are, but their key concern is

with what students know and believe.

And, of course, physics education research is regrettably not even a side-issue for
epistemologists (surveys: Komblith, 1994; Pollock, 1986) so little direct help can be
expected from them. Indeed, it could be argued that the label trivial would best apply to
von Glasersfeld’s epistemological position that viability is the essential property of beliefs.
In the long term, natural selection will ensure that this is the case. In the short term, it
seems simply false: it could be argued that road toll statistics, for instance, show that many

drunks who believed that they were safe to drive, were not.

Von Glasersfeld’s arguments are sceptical, in that they attack the notion that fmuh is a
useful concept. But, as well as von Glasersfeld, there are others who have come to
philosophically sceptical conclusions: people who have questioned whether the notion of

the world 1s a useful concept, arguing that worlds are not discovered, but invented.

One such is Strike (quoted in Duit, 1995) who like von Glasersfeld, characterises
constructivism by two punciples. Firstly, Strike argues that the mind is active in
constructing knowledge. Secondly, he argues that concepts are invented rather than
discovered. This second distinction can then be interpreted along the lines of idealism: in
this interpretation, since all our concepts for dealing with the world are invented, our wotld
is invented and does not exist apart from owr coiceptions of it. This interpretation does
not necessarly follow, however, as it is based upon an ambiguity in what we mean by

discovered.

If one accepts Strike’s principles, then that concepts are invented follows from his first
principle, and in that sense no concept is discovered. However, which concepts out of
those that we construct are the useful concepts must of course be discovered, and this
must be found in our dealings with the world. We cannot simply decide to invent a useful
concept, and have it so. The product‘mv is useful, and is given a2 name, momentum, and
incotpotated as a concept into the structures of physics. The ratio #/#is no mote complex
in (indeed, less so, as v here must be the scalar speed rather than the vector velocity), no
less a possible concept and no less invented: but it proves useless, and is consequently not

incorporated in physics. In this sense, then, out of all the possible concepts, those that are

useful must be discovered.
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A similar point is made by Fox (2001):

When constructivists argue that we ‘construct the wotld’ or that ‘the wotld is a product
of minds” we need to resist the temptation to infer that our constructions need only be
products of the will, or that the wotld beyond and independent of mind, is whatever
we desire it to be. Indeed, much of our learning consists in coming to terms with the
constraints of our own physical and biological make-up as well as the physical and
biological constraints cf the wider environment. To sum up, conceptual relativity is a
breakthrough; it allows us, for example, to realise that the same reality can be
represented in many ways. But it need not force us into an implausible subjective or
relativistic epistemology. We need to accept that our knowledge is fallible, rather than
certain, but who these days denies this? We also need to maintain some form of
feedback from the non-human world, in vrdet to avoid falling into an individual or
social form solipsism (and, incidentally, in order to survive).

Thus adopting a constructivist position does not entail epistemological positions like
idealism, solipsism, or relatvism: the resistances and affordances of the world constrain
and guide our knowledge construction. However, it is equally true that constructivism does
not entail a realist position: constructivists like White (1988a, pp. 1-13) have been happy to
espouse relativism. The point being made, once again, is that epistemological issues are not

in any direct sense involved — one way or the other — in constructivism.

The conceptual change model

While epistemological issues are, as argued above, largely itrelevant to constructivism, the
topic of conceptual change is central. Above, it was argued that we construct those
concepts which we discover are useful in our dealings with the wotld. The question then
arises, as to when and under what circumstances we construct new concepts. The most
widely accepted account of conceptual change within constructivism is that of Posner,
Strike, Hewson, and Gertzog (1982). They argued thar learners will change their conceptual
structures only under certain conditions which could be found by looking at the history of
science. The difficulty of changing conceptions could be attributed then to failure to satisfy

these conditions.

Posner et al. speculated i the proéess whereby students learnt of new physics concepts
would be in important respects like the process by which new concepts spread through the
scientific community., They therefore looked to historians and philosophers of science,
particularly to Kuhn, Lakatos, and Toulmin, for clues to the key elements in students’
development of scientific concepts, and they specifically looked to develop a theory which
emphasised the rational nature of student concept development: “Our central commitment

in this study is that learning is a rational activity” (Posner et al., 1982, p. 212). (By contrast,
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in this thesis, it is argued that far frotn being like the historical development of scientific
concepts, that students’ development of scientific concepts is like their development of
non-scientific concepts, and clues to the process are sought from anthropologtsts, such as
Rosch, psycholinguists like Gernsbacher, and semanticists like Wierzbizcka. The process of

roncept development, it is argued here, is the result of largely unconscious, pre-rational

processes.)

In Posner et al’s formulation of the process by which leatners change their conceptual
structures (“accommodate” in Piaget’s terminology) they require that four conditions be
met: the learners must be dissatisfied with their current woderstanding, and find the
aliernative intelligible, plausible and fruitful. The evidence put forward by Posner et al. for
the usefulness of their criteria was initially obtained from analysis of interviews and think-
aloud problem solving sessions with students who were leaming Special Relativity. They
found differences between students in the intelligibility of relativistic arguments, and also
found that students did not find concepts like length shortening plausible. However, they
did not find evidence of dissatisfaction with non-relativistic concepts like absolute time
amongst the stadents who were studied, and they also presented no evidence for the role

of fruitfulaess amongst the students learning new concepts.

While Posner et al’s four criteria are often cited, another idea has been less widely taken
up: that of a ‘conceptual ecology.” This phrase was intended to desctibe the stage of a
learner that corresponded with the pre-paradigm stage in Kuhn’s description of scientific
revolutions. In the pre-paradigm stage different scientific theoties compete and there is no
clearly preferable approach adopted by the scientific community. In Posner’s conceptual
ccology, different conceptions are assumed to be available to students, and these
conceptions are seen to be in competiion. A number of writers have found this a useful
way of conceptualising the development of a scientific concept (e.g. Taber, 2001), and a

related idcz is used 1n this thests.

However, Posner et al’s idea of a conceptual ecology differs significantly from the position
put forward in this thesis in two ways. Firstly, in the Posner et al. approach, the two
different conceptions are seen to be in competition for across-the-board usage. Whichever
gains the ascendancy will be used henceforth in all contexts, and inconsistency in usage is
ascribed to the to-ing and fro-ing which occurs as first one, then the other conception

gains a temporary lead before a final cecision is made. By contrast, it will be argued here
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that more than one conception is available to students at any given time, and inconsistency
in usage is taggered by context specific factors. Secondly, in their approach, the decision as
to which conception will be adopted is made according to a set of criteria, modelled on
Kuhn’s discussion of scientific revolutions. A new conception will be adopted, they claim,
provided that students are dissatisfied with their current conception, and find the new one
intelligible, plausible and fruitful. (An intetesting application of this theory of conceptual
change is due to de Jong (1996) who taught his students to use these ctiteria explicitly and
then transcribed their discussions as they wrestled with explaining phenomena.) In their
approach, decisions are made consciously and ratonally using generally applicable across-

the-board criteria.

By contrast, this thesis argues that decisions are typically made unconsciously due to
context specific factors. Further criticisms will be levelled at Posner et al’s conceptual
change theory in Chapter Six and Chapter Seven where I will be arguing that it does not
adequately describe the cognitive processes involved in learning a new conception. Before
moving on to look at the sorts of teaching strategies which have been inspired. by
constructivism and conceptual change theory there are .o further issues to be discussed
which are related to the conceptual change theory: interpreting the evidence for conceptual
change, and issues of the role of emotion as opposed to cognition in conceptual change.

These will be discussed in turn.

Problems in the evidence for (lack of) conceptual change

As discussed above, much of the impetus for constructivist interpretations of science
learning was provided by evidence of misconceptions amongst students learning science:
even after extensive instruction, the same types of misconceptions appeatred (Peters, 1982).
Widely used instruments such as the Fotce Concept Inventory, hereafter FCI, (Hestenes et
al,, 1992) provided furthcr evidence of the widespread nature of misconceptions (Hake,
1998). However, it is important that we re-examine the assumptions upon which the
. hculty in correctly answering particular types of problems, such as those in the F(CI, is

used as evidence that conceptual change has not occurred.

In particular, it 1s argued here that a response to a question which shows that, for example,
a non-Newtonian misconception is held, does not necessatily indicate that there has been

no conceptual change, nor that Newtonian concepts are not held.

20




The mechanism that accounts for this apparently counter-intuitive proposal is well known
in psycholinguistics: where a word has multiple meanings we automatically and
unconsciously select the approprate one for the context. Analogously, when one holds
multiple conceptions in physics one will also automatically and unconsciously select what

seems the appropriate one for the context.

Just as the word “bat” when heard immediately conjures up multiple meanings (“flying
fox”, “stick for hitting ball”) which are then automatically and unconsciously filtered
according to the context to give the appropriate meaning (Gernsbacher, 1990), so I am
atguing a problern situation tuggers a numbet of conceptions, which are normally then
filtered according to the context until only a single conception remains, and this is then
used to solve the problem. Correspondingly, just as individual concepts attached to a word
have different levels of activation (Gernsbacher, 1990}, so the different conceptions that

can be used in a physics problem also have different levels of activation.

Hence it is possible that conceptual change has been achieved by a student, but that the
requirement that a single answer be given to a problem obscures this. Where the correct
conception is selected it will seem that conceptual change has occurred, and where 2

misconception is selected it will seem that conceptual change has not occutred.

In brief, I am arguing that asking for a single answer to a problem forces the filteting out of
all but a single conception. There is evidence that students entertain multiple conceptions
{Bar, Zinn, & Rubin, 1997; Galilt & Bar, 1997; Palmer, 2001; Palmer, 1997; Schau, Mattern,
Zeilik, Teague, & Weber, 2001; Tao & Gunstone, 1999; Tytler, 1998; Watson, Prieto, &
Dillon, 1997), and furthermore there is evidence that students are aware of muldple
conceptions when dealing with particular problems in the FCI (Taylor & Gardner, 1999).
In this paper Taylor and Gardner asked students to rate each of the five multiple-choice
responses for each question on the FCI on a scale from 0 (definitely incorrect) to 10
(definitely correct). Students had no difficulty in supplying ratings for the various choices
offered as the answers to the FCI questions. Arguably, the levels of activation achieved by
each answer when all are considered by the student were the source for these ratings for

the different choices in the questions of the FCJ.

What has been argued here is that a commonly used method for examining student
concepts is flawed. While the method of investigating student understanding by examining

the ability of students o #se a concept to solve a problem is an advance over the technique
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of asking students to refe a definition, it is not suificient. That 4 student can correctly use a
concept to solve a particular problem reveals nothing about alternative conceptions that

mray have arisen in transiently in the process of problem-solving,

Furthermore, investigating the understanding of concepts by getting students to use the
concepts to solve problems does not reveal anythitig about the internal structure of the
concept in the learner’s mind. The assumption made 1 most science education research is
that concepts have no internal structure. One either knows and waderstands a concept or
one does not. This has been reflected in the way that the issue of misconceptions has itself
been conceptualised, that s, as a problem of conceptual change. The problem, it has been
assumed, is that students believe an incorrect conception (for example, that motion implies

force), and that they need to change this to the cortect conception (Newton’s laws).

This has caused two problems. The first is it has led research ini> dead ends: there are large
numbers of papers reporting on (failed) attempts to cbange conceptions. Invarably it is
found that chaniged understanding is a matter of degree — of higher mean scores on this
or that test (for example studies using the FCI used in this research Hake, 1998), but not a
matter of a complete changeover of conceptions. Students do not simply switch from non-
Newtonian to Newtonian: rather, they use different conceptiors in diffetent contexts. This
has led to the consistently reported research result that conceptual change is diffeuit. 1 argue
that conceptual change (in this sense of 7eplacing one concept by another incommensurable
concept) is impossible. In the same way that we do not change our understanding of the
word “bat” by replacing its meaning “flying fox” with “stick to hit ball”, but rather retain
both meanings and deploy them in e appropriate contexts, so we ieal with physics
conceptions. In addition, I argue that conceptual change, in the tnse of seeing that the use
of one conception (e.g. Newtonian) is better than another {e.g. force implies motion) in a

particular context is comparatively easy (see Chapter Six).

A second problem arises from the failure to see that conceptions are simultaneously
avatlable, This is the misinfcrpretntion of the often noted context dependency of
conceptions (Finegold & Gorsky, 1991). The standard interpretation has been that
particular conceptions are ded to pacticular contexts. This begs the question of how a
conception could have been attached to a comtext which the student had never
encountered before the test question brought it to mind. It also makes it hard to see how

one can ever succeed in generalising. By contras:, the position put forward here is that .
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each context several conceptions are available, and that the one chosen is simply the one
which achieves the highest activation at the time at which a decision has to be made.
Conceptions, then, are completely general but particular contexts bias us toward using one
ot another. (Analogously, in the context of 2 sentence beginning “The cricketer...” one
would be biased toward using one meaning of “bat”, but this meaning is not ted to that

coutext.)

The roles of emotion and cognition

The critique of the conceptual change model which has been offered above has been
centred on what one could call the cognitive aspects of conceptual change. However,
others, such as Gatrard (1986) criticise this conceptual change model on different grounds,
arguing that this sort of theorising overestimates the importance of analytic, logical, rational
thought processes and does “not address the whole thinking, feeling, and socially

interacting student.”

Gunstone, in a lecture, has emphasised the role of affect in learning with an anecdote of a
student who stayed loyal to the “clashing currents” model of electricity throughout an
entite course: he believed this model, he said, because his father was an electrician, and that

1s what his father had told him.

And White, too, argues that affect is important in the learning of concepts: the
temembered thrill of faitground rides must be part of the concept of circular motion,

according to his model of what a conceptis.

A number of writers have emphasised the importance of the way students feel about their
studies in general. Those that feel as if learning is out of their control, a matter of talent,

luck in tests, and so on, have less success than those who feel that they are in control

(Mastton & Booth, 1997).

There is a good deal of cfnpirical work that has been done in investigating the role of affect
in learning, but most of this has been outside the science education field. For example the
role of mood, trauma, and “shockingness” in recall have all been investigated (Bower,
1992). Mood dependent recall is the recall of memories which are congruent with one’s
current mood: depressed people, for instance, more frequently recall distressing events
from their past than happy ones, happy people the reverse (pp. 22-23). Post traumatic

stress syndrome is chara.terisecd by the pessistent recall and pteoccupation with an
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emotionally loaded happening. People who are in this situation have difficulty in learning,
their attentional resources being siphoned off by their obsessive concern with the traumatic

event (pp. 14-15).

People learning arbitrary lists, it is well known, recall best the first and last items from the
list: investigators who asked their subjects to memorise sequences of photographs of 15
emotionally neutral objects got exactly this effect. Then they switched one of the middle
neutral photographs for a “shocking” humar nude. In spite of its middle position in the
order of presentation the vast majority of subjects recalled this picture: more than the
number who recalled the first or final items. Interestingly, the items immediately before

and after the shocking item were recalled less well (Bower, 1992, pp. 18-20).

General accounts of the role of affect and learning in science education have tended to be
hortatory rather than investigative (eg. Stone & Glascott, 1997), although some descriptive
work has been done on the teaching of potentially emotional topics such as radiation
(Alsop & Watts, 2000). However, these papers have focussed on the motivational aspects
of making the subject Physics attractive, rather than on the role of affect in the learning of

COl‘lCCptS.

Thus we have these scattered investigations, some undeveloped proposals and some
anecdotes but the need for coherently incorporating Garrard’s “whole thinking, feeling,
and socially interacting student” into consiructivism still exists. Currently a number of
writers are beginning to explore issues of social constructivism, and situated cognition. It
remains to be seen whether they will achieve this integration of the whole person into a

constructivist theory.

Summary of the conceptual change model

The conceptual change model of Posner et al. developed as a psychological analogue to
sociological accounts of scientific change and has been highly influential. It introduced the
idea that conceptual change required four conditions: leamners must be dissatisfied with
their current conceptions, and find the new conception to be intelligible, plausible and
fruitful, It has been criticised because of its bias toward cognitive as opposed to emotiona)

factors, but is disputed in this thesis because of its assumptions about the nature of

conceptions.
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The practice of constructivism

A point that has been made by a number of writers is that, if it is granted that all learning is
by its nature constructivist, then the phrase ‘constructivist Jearning’ is at best a tautology
and at worst misleading. Where learning has occurred, whether in a traditional lecture, 2
practical session in a laboratory, a display at a museum or anywhete else, the learners have

constructed their knowledge.

The phrase ‘constructivist teaching’ is less open to this line of criticism. Not 2ll teachers
take advantage of the knowledge that learning is constructed by the learner. Those who do
so may well employ methods of teaching which are seen as likely to be effective according
to the tenets of constructivism. Teachers may endeavour to make students dissatisbied with
theit current conceptions by the process of eliciting student conceptions, encouraging
students to discuss their ideas with each other so that a varety of conceptions can be
compared, and then confronting their students with counter-intuitive experiments, and so
on. In so far as such teachers differ from others who rely on simply telling students what
they need to know, or who rely on discovery learning in practical classes, then one needs a
label to describe them, and ‘constructivist teacher’ serves as well as any. In fact, with its
emphasis on the activity of the learner, the teaching methods often advocated by
constructivists are similar to what is often called ‘progressive educations’ (Dewey, 1963;

Lawrence, 1970). It may be that for some the two ideas become conflated.

However, it is important to bear in mind that constructivism is essentially a descriptive (as
opposed to prescriptive) account of leaming. The understandiig that knowledge is
constructed by the learner may suggest that certain methods are supetior to othets in the
classroom, but the proof of the pudding is in the eating: where a method of teaching
results in learning, then knowledge construction has taken place. That is to say,
‘constructivist learning’ is, simply, learning, That is, the personal constructs of students are
as important in traditional classrooms (fe. those where the teacher and students hold

‘transmissive’ views of learning) as they are in self-consciously ‘constructivist’ ones.

Metaphorically, the teacher is 2 knowledge transmitter only in the manner of the 1950s
science fictional matter transmitter. In a well-known movie only the instructions on how to
reassemble the matter were actually sent, and the matter itself was reconstructed from

available resources at the receiving end. But then someone was reassembled at the receiver

on the basis cf the DNA of an intruding fly...
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What is disheartenipg to the physics educator is just how often students consttuct such

conceptual ‘monsters— and just how hatd it seems to be to eradicate them.

Misconceptions research
Research into such misconceptions can be classified in 2 number of ways. Pfundt and Duir,
in their well known bibliography (1994), classify the papers into nine groups, according to

their content;

1. General teseagch in this atea

2. Research into the 1ejations between everyday conceptions and scientific conceptions
3. Comparisons of the history of science with individual conceptual development

4. Research into the relation between language and conceptions

5. Discussions of methods of investigation

6. Information about students’ conceptions, further subdivided by topic. (This is the
largest group.)

7. Investigations ifito teaching which takes students’ conceptions into account, again
subdivided by topic.

8. Investigations of teachers’ conceptions, subdivided by topic.

9. Conceptions and teacher training.
Perhaps it is easier tO collapse these into three strands: analytic (their groups 1 to 5),
descriptive (their groups 6 #nd 8), and eliminative (7 and 9). These categories of research
are not completely clear-cut, nor are they complete, nor exclusive, but they do provide a
useful scaffold for discussion. The first, analytic, strand of research has been discussed

above,

From research in the second, descriptive, sttand we have a faitly clear notion of what sorts
of misconceptions axe atound, where they are likely to be found, and which
misconceptions are likely to co-occur (eg. Clement, 1982; Driver, 1995; Driver et al,, 1985;
Viennot, 1979).

From the third, ‘eliminative’, strand we also have some indications of the sorts of
educational “treatments” which might serve to reduce the incidence of new misconceptions,
and to aid in the elimination of misconceptions which children brng with them to their
classes (reviewed in Scott, Asoko, & Driver, 1992). Two main groups of approaches ate
centred around ‘conceprual conflict” and ‘conceptual extension’ (p. 312). A third grouping

centres on gettng students to develop mental models (Halloun, 1996, 1998; Hestenes,
1992, 1996).
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The conceptual conflict grouping includes those who focus on events that conflict with
student preconceptions (eg. Nussbaum & Novick, 1992), those who focus on conflicts
between student preconceptions (eg. Stavy & Berkovitz, 1980), and those who focus on
conflicts between student preconceptions and scientific conceptions {eg. Champagne,
Gunstone, & Klopfer, 1985).

The conceptual extension grouping includes those who use a bridging strategy’ to aid in
the generalisation of concepts (eg. Brown & Clement, 1989), and those who use a

‘substitution’ strategy to aid in the differentiation of concepts (eg. Grayson, 1994).

While some progress has been made, there has been no discovery of a ‘magic bullet’ that
would enable educators to rid all students of their misconceptions, nor should we expect
such a discovery. Where, as in New Zealand, constructivist theories have been used to aid
in official curriculum prescriptions, they have been subject to the sort of polemics which

often accompany curniculum reform (Matthews, 1995).

That similar problems occur in the USA can be gathered from the following introduction
from Green and Gredler (2002) |

Educational movements, complete with recommendations for major shifts in teaching
practices, petiodically emerge in American education. These movements typically arise
as a reaction to existing practice, are ill-defined and unsuppotted by research, and gain
widespread currency as a tesult of their intuitive appeal. Often they consist of efforts to
translate a complex conceptual framework into classroom activities. One example in
American education is the project method, a distortion of John Dewey's progressive
education. The cutrent educational movement with these charactetistics is known as
constructivism. It emerged, in part, in reaction to the “overselling” of the computer as
a metaphor for learning (Bredo, 1994), and the perceived transmission-of-knowledge
focus of information-processing theory (Marshall, 1996). The movement cusrently is
prominently featured in academic and practitioner joumnals and books (e.g., Brooks &
Brooks, 1993; Educational Leadership, 57{3}; Educational Research, 23{4}; Journal of Special
Education, 28{3}; Learning Disabilities: Research and Practice, 11 {3}; Richardson, 1997), and
it has played an influential role in policy formation (e.g., National Council of Teachets
of Mathematics, 1989). However, with only a few exceptions (e.g., Brown &
Campione, 1994; Palincsar & Brown, 1984), empirical research on constructivist
classrooms has yet to be conducted. (Note #hat the references are part of the original texct and
are not included in the bibliography at the end of this thests.)

Lacking the clear-cut successes which would enable ill-informed or misconceived critiques
to be shrugged off has meant that constructivists have had to engage i point by point

rebuttals (see, for instance, the account in Bell, 1995).
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Given that so much of constructivist teaching has been concerned with e aim of
providing students with conceptual understanding, it is iraportant to be clear about exactly
what is meant by this. What, one might ask, is a concept? This itnportant topic is taken up

in the next section.

Concepts
A concept has generally been understood as an ability to categorise things (see e.g. Bolton,
1977; Howard, 1987). So knowing the concept dog enables one to categorise the things

one encounters into dogs and non-dogs, for example.

The traditional account of categorisation was formulated by Aristotle in The Categortes and
in Book VI of The Topies (Aristotle, 1899). A definition of a category requires one to specify
the genus and the differentia. Thus a human was 2 rational (difference) animal (genus). By
specifying differentia more and more closely one could form sub-categories to any level of
detail which one wished. A concept was defined by giving a list of individually necessary
and jointly sufficient differentia (in effect, conditions that had to be satisfied). Knowing the

concept was thought of as knowing the definition of the category.

The so-called “method of definition” was used by easly psychologists in their investigations
of concepts. Subjects would be presented with a concept and ask-d for its definition, or
presented with a group of attdbutes and asked what concept they defined, or given a group
of specifics and asked to name the genera, and so on. These investig:tions were criticised
on the grounds of their being exclusively verbal, liable to elicit rote responses of school
learned definitions (Scheinbegrm;7e) as opposed to genuinely thought through concepts, and
dealing only with the completed concept and not its genesis (Sakharov, 1994/1930, p.74).

To address some of these criticisms an alternative method of investigaton was developed.
It aimed to present subjects with the task of abstracting common features from presented
figures or objects. In.one version subjects were presented with two sets of shapes. One
shape was common to both sets, and the subject had to identify it: in theory this indicated
that the features common to both had been abstracted. In another investigation, which
sought to find which ‘.»tires would be abstracted, young subjects weie shown, for
example, a red trangle xo:l acked to selest the same thing from a set that contained only
red circles and white triangles. (It was found that subjects up to the age of approximately
five would pick a red circle, relyinglon the feature of colour, while older subjects would

pick a white triangle, having abstracted the feature of shape) These and other related
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methods of investigation were criticised because they did not involve language, whereas
concepts in real life were heavily involved with the use of Janguage. In addition, both of the
exclusively verbal and the exclusively thing based methods were unrelated to goals: yet in

everyday life words for concepts were developed in response to perceived needs (Sakharov,
1994/1930, pp. 76-9).

Vygotsky and his collaborators developed an experimental task to investigate ianguage
formation that aimed to overcome the above limitations. Subjects were presented with a
game board containing pieces of different shapes, colours, sizes, and so on. On the bottom
of each piece was written a short nonsense word. The experimenter turned over one piece
to show the label, say be&, and informed the subject that the pieces on the board were from
a game in another country where this picce was called a 4e&. The subject was then given the
task of putting all the bes to one side without looking at the labels. After each failed
attempt the experimenter would turn over a misclassified piece to expose its label, Latil the
subject had successfully completed the task. The task successfully combined word:. «niects
and goals and allowed the expetimenter to observe the gradual acquisition of the artiftcial
concept bek. The results of these experiments, and comparison with eatlicr expetiments
enabled Vygotsky to argue against the notion that concepts could be formed by simple
processes of association of commonly co-occurring features: the interaction between
language and goals was an essential ingredient in concept formation (1994/1931, p. 203).
He also noted three stages in the way subjects responded to the task: in the first stage,
syncretic grouping, the blocks are grouped randomly or by contiguity, in the second,
thinking in complexes, blocks are sorted by combinations of shape and colour etc., and in
the third stage thinking in concepts, the subject is able to logically solve the probletn (see
Bolton, 1977, pp.68-72). The distinction between the two later stages was that in the
second the concept could be used and also dealt with abstractly and explicitly, whereas in
the first stage it could only be used (Vygotsky, 1994/1931, p. 251).

The idea of stages in the development of conceptualisation was not unique to Vygotsky.
Of all ecducational researchers, Piaget is perhaps most closely identified with the idea of
developmental stages. Piaget was endlessly inventive with experimental tasks and details
will not be given here (see eg. Ginsburg & Opper, 1969 for details). With respect vo
categorisation Piaget claimed that there wete three stages. In the first, from about 2 Y2 to 5
years of age, a child can categorise objects, but constantly changes the features by which
they are classified: first they are sorted according to one featute then by another. From
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about age 5 to 7 years the child is capable of non-figural collections: coloured shapes are
sorted into appropriate classes of say squares and citcles, and these then in turn subdivided
into say blue and red. However, according to Piaget, they have not achieved an
understanding of class inclusion. (So, for example, when asked if th--e are more chickens
or animals in a patticular group containing four birds and two horses, the child replies
more chickens. Of course, Piaget’s interpretation of this result is not necessarily correct —
children are likely to understand the word ‘animal’ to mean something with fur and four
legs. If this is the case, then the child’s answer is straightforwardly correct: there are four
chickens but only two four footed furty creatures.)) In Piaget’s system, from the age of 7
onwards the child has entered the stage of concrete operations and becomes capable of
understanding class inclusion. However, even at this stage, children tend to create classes
from abstract classes: mice and ducks are grouped together because they are “fairly small

animals” for example (see Bolton, 1977, pp. 68-72).

Bruner built on the work of both Vygotsky and Piaget in his investigations of concept
development. In early work (Bruner, Goodnow, & Austin, 1956) subjects were successively
presented with cards, which showed figures in different numbers, shapes and colours, and
had to decide whether or not the card was a mib, say. Theit only evidence was the
experimenter’s response of correct or incorrect to each successive judgement. Their
strategies for determining the defining features of the concept mib were investigated. Some
chose a focusing strategy, where the initial card was used as a standard and others judged
by their similarity to it. Others chose a hypothesis (mdbs are red, say) and discarded it for a
new hypothesis on receiving a disconfirming instance. Bruner’s investigation of strategies
was 4 new element in the understanding of conceptual development. In later work he
(Bruner, Olver, & Greenfield, 1966) used a method where subjects were presented with
cither a word or a picture of one common object, say a banana, and then another one, say a
peach. They were then asked to say what was common and what was different for the two
items. Then a third item, say a potato, was added and again the subject was asked what they
had in common and how they differed. This process was repeated a number of times.

Bruner summed up the tesults in a list of five main ways in which subjects classified things:

1. by perceptible qualities (e.g. size or colour)

2. by functional equivalence (e.g. we eat them)

3. by affect {e.g. I like them both)

4. by ready made categories ( e.g. fruit, vegetables)
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5. by fiat (e.g. “they are the same”)

Bruner’s results in this experimental situation show that his subjects classified things by
using critedia which were not mutuvally exclusive. For example, given a mango and an
orange, one of which was liked and one disliked, both which could be eaten, with similat
colours, but different sizes, a subject could classify them as similar or different depending

on the criterion used at the time.

One tresponse to this variability in classification is to look for the meaning of concept in
ways other than those to do with classification. One of the few writers to consider the
nature of concepts in science education is White (1988, pp. 22-48) whose discussion of
cor:zepts is not related directly to categorisation, but rather to association. White argues
that students associate concepts with different memory elements, and that the particular

associations determine the meaning of the concepts.

In particular, White proposes that concepts (like density) should be analysed as arbitrarily
grouped associations of memory elements with a ‘Jabel’. Thus a child’s concept of force
and an adult’s will differ according to their experiences and their resulting associations.
One person’s concept of ‘force’ might involve an association of a set of propositions like ‘a
force is a push or a pull’ together with episodic memories of ‘pulling on springs and elastic’,
images like ‘arrows for vectors’ and intellectual skills like ‘can add two vectors’ (p. 54).
Another’s might lack some of these, but have sufficient others in common for
communication to be achieved. On this account, concepts would be more like elaborate

encyclopaedia entries than tetse dictionary definitions (Haiman, 1980).

In some ways this is an appealing idea. It gives a concrete theory of what a concept is. It
helps, too, to explain the difficulty which young students have in understanding the adult
teacher’s concepts: since the associated elements are bound to be fewer for younger
students, communication will be more difficult. It also provides some insights into the
difficulties associated with curriculum implementation: teachers associate different
elements with the labels in the course oudine: it is only after some time that a consensus as

to what is and what is not on the course can develop.

In spite of its appeal, there are some serious problems with such a theory of what a
concept is. These problems are basically centred on the lack of concept structure which is

implied, firstly by a single mechanism (association via ‘labels’) for concept formation, and,
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secondly by a single measure of similarity (set intersection) which is used (White, 1983 pp.
44 and 46). As will be discussed below, purely associationist theories are unable to account
for many easily observed properties of concepts, including their relations with other
concepts (eg. synonymy or antonymy), and the internal structure of concepts (especially the
importance of prototypes). Therefore, it seems that an account of concepts, such as
White’s, that does not deal direcdy with the relationship of concepts to categorisation is

inadequate.

From the above accounts of the work done in psychological investigations into the
development of concepts by Vygotsky, Piaget and Bruner, and despite occasional
challenges such as White’s, it is plain that Arnstotle’s account of categorisation has proved
rematkably robust. It inspired useful hypotheses and investigations, and could be used to
arrive at meaningful interpretations of the results of these investigations. It survived undl
well into the twentieth century. However, it entails at least three points that have proved to
be problematic (Lakoff, 1987 pp. 12-57).

Firstly, the traditional account assumes that there ate some things that are essential to the
category and others which are accidental. Thus humans are rational animals in essence, and
featherless bipeds by accident. That is to say, although featherless bipeds happens to
coincide with the class of rational animals in the world as it 1s, so that either description
would pick out the same set of creatures, the first is a ‘ue’ definition; the second does not
get at the essence of what it 1s to be human. (One cannot create a human, for example by
plucking a duck.) Thus the traditional account assumes that there are ‘natural kinds’ (eg.
gold, water) defined by essential qualities which are independent of humans. If something

possesses these essences it is in the category, otherwise it is outside the category.

Wittgenstein showed that a concept is not necessarily a matter of shared essences
(Wittgenstein, 1953, pp. 31e-35¢). He pointed out that for the concept ‘game’ thete were
no features common to all exemplars. Instead he described the concept of ‘game’ as being
characterised by what he called family resembiances. No game needs to have any particular
set of features, as long as it has some sufficient subset of gamelike features (for example:
competition, amusement, skill, chance) it will still be called a game. At the very least, then,
our representation of the meaning of a concept must be expanded to cover such cases.

Secondly, the traditional account entails that all members of a category possess equivalent
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status in the category: an emu is as much a bird as a robin; a whale is as much a mammal as

a dog.

Rosch and her colleagues gathered extensive empircal research that demonstrated that this
is simply not so (Rosch & Mervis, 1975; Rosch, Mervis, Gray, Johnson, & Boyes-Braem,
1976). Rosch started by replicating earlier work by Berlin and Kay (1969) in which certain
colours were shown to be cross-culturally selected as ‘good’ examples (‘focal colours’) for
colour categories. Her eatliest evidence for prototypes (Rosch, 1978; Rosch & Mervis,
1975; Rosch et al., 1976) came from studies in which people were asked to pick out from
an array of colour chips examples of a particular colour, for example, red. It was found that
everybody picked out central instances but that people made different decisions about
whether or not to include colours near the boundaries: whete red left off, and orange took

over, for example.

She and her co-workers showed that for any given concept there were ‘prototypes’, which
played the same role of ‘good example’ as the ‘focal colours’, did for colouts. Thus, when
asked for an example of a bird” people will give an example of a ‘robin’ far more often

than ‘emvu’ or ‘penguin’.

Furthermore, it was discovered that certain concepts had multiple prototypes. For example
there are languages where the colour terminology is testricted to a very few terms, such as
the Dani language of New Guinea, which uses just two terms ‘mola’ (referring to the warm
colours) and ‘mili’ (the cool colours) to divide the whole of colout-space. In this language,
different informants asked to identify the best examples of mola sometimes identify the

ptototypical nd and sometimes the prototypical whife of English (see Kay & McDaniel,
1978, pp. 616-617).
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Figure 1: Vardeties of ‘cup’ from Labov (1973), reprinted in
Goddard (1998).

Similarly, in Labov’s (1973) investigations of the meaning of ‘cup’, subjects were presented
with arrays of drawings where the height, width and other features of a container were
systematically varied {see Figure 1). Again, people agreed on the prototypical cup (labelled ’
1), but disagreed on the instances near the boundaries with bowl (4), or mug (11) and so

on. _.

A number of different experimental methods lead to the same conclusion, that certain

cxemplars are more central to a concept than others. Thesc include (Lakoff, 1987, p.41):

® responses to requests for examples (as above).
¢ direct rating of the typicality of examples of a concept using a Likert scale.

® reaction time measurements, (Shotter times ate taken to decide on the truth of

statements of the form ‘An Xis a C if X 1s a prototypical example of the category
C)

¢ assymetry in similarity ratings: Y is rated mote similar to X than Xis to Y, when X
is more prototypical than Y,

Thitdly, the traditional account of concepts accotds no priority to categoties in the middle
of a taxonomic hierarchy. Given a hierarchical sequence like ‘Animal: dog: retriever’ or

‘Furniture: chair: rocker’ the traditional account makes no prediction of any priority for a
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particular level. Yet Rosch and others claim that the middle term in the hierarchy is more
basic than others. Amongst other effects, basic level tetms like ‘dog’ ot ‘chair’ are (Lakoff,
1987, p. 46):

» identified most rapidly
¢ the first to enter a child’s vocabulary
¢ represented by the shortest words

¢ used in neutral contexts (i.e. it would be natural to be told “There is 2 dog on the
porch’, but “There i1s a mammal on the porch’ would indicate something unusual in
the situation).

o the level at which most of our knowledge is represented.
With respect to the latter point Lakoff (1987, p. 47) writes

The fact that knowledge is mainly organized at the basic level is determined in the
following way: When subjects are asked to list attributes of categones, they kst very few
attributes of category membets at the superordinate level (furniture, vehicle, mammal);
they list most of what they know at the basic level (chair, cat, dog); and at the

subordinate level (rocking chair, sports car, retniever) there is virtually no increase in
knowledge over the basic level.

‘Taken together with identification of 2 concept with the ability to categorise, these three
points have a number of implications for physics education. Take the example of kinematic
and dynamic quantities: the student is faced with a class of ‘measurement’ entities (eg. time,
position, displacement, distance, direction, velocity, speed, acceleration, deceleration,
momentum, force, and others defined in terms of these but not usually given names: rate
of change of acceleration, occasionally called ‘jerk’; rate of increase of speed, which is not
usually distinguished from ‘acceleration’ proper). Each of these entities can be applied to
any given physical object, so there can be no question of classing physical objects: these
reptesenting velocity, those representing acceleration, as can be done with objects
representing concepts like ‘cat’, or bird’. This level of abstraction, while certainly not
unusual — abstraction is obviously involved in classifying actions such as ‘lying’ (Coleman &
Kay, 1981), for example — can nevertheless be expected to make interpretaton of

definitions more liable to error. In this context, the three points referred to eatlier have the

following consequences.

Firstly, the fact that a definition is given to students, say ‘acceleration is rate of change of
velocity’, does not mean that students will necessarily assume that something with a ‘family

resemblance’ (velocity for instance), will fall outside the category.
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Secondly, certain exemplars will be prototypicak: I will argue later that increasing speed’ is
the prototype for ‘acceleration’, and that ‘imposition of one’s will’ is the prototype for an
everyday sense of the word ‘ferce’, while a kick or punch is a protetype for the physics-

sense of ‘force’, for example (see pages 37 and Chapter Six respectively).

Thirdly, there is the empirical issue of identifying the psychologically basic level,
superordinate and subordinate concepts. (For example, while a physicist might adopt the
hietarchy ‘Any acceleraion: uniform acceleration: constant velocity: constant zeto
velocity’, where each term is a special case of the term before, students are more likely to
have a far less differentiated hierarchy ‘Moving: not moving’ and as a result will very likely
fail to group together the latier two of the physicist’s hierarchy when dealing with

Newton’s laws.)

Overall then it can be seen that there is a large body of evidence which runs counter to the
assumption it science education research that concepts have no internal structure. That
this assumption is made is beyond doubt: a survey of the literature of science education
research in English, involving extensive reading and electronic searching of databases
indicates that the prototype structure of concepts in general has not been taken into
account. (I have only found two mentions, one in Brown, 1992 where it is not elzborated
upon; and the second in di Sessa & Sherin, 1998 which mentioned the idea only to dismiss

it oat of hand).

By contrast, in the body of this thesis there will be a good dval of discussion about the
structure of student concepts in mechanics, and this will lustrate further the relevance of
the work discussed in this section. In this discussion, much of the interest will centre on
the meanings attached to concepts. It is, therefore, important to be cleat about just what is

meant by ‘meaning’. This will be discussed in the next section.

Meaning

The study of meaning is semantics, which has a rich literature in its own right, and which
cannot be surveyed here in detail The discussion in this section is focussed only on
developing five points which are relevant for the discussion in the body of this thesis.
These points ate not controversial, and treatments of them can be found in any of a

number of places (for example: Aitchison, 1994; Hurford & Heasley, 1983; Leech, 1981;
Lyons, 1981).
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The first point which needs to be clarified is the distinction between ‘sense’ and ‘reference’
the reference of a word or expression is that thing or class of things which it picks out; the
sense is metaphorically speaking the mental roadmap ‘which enables cue to do the picking
out. The classical example of this distinction is ‘the motning star’, ‘the evening star’ and the
physical object, the planet Venus. The two expressions have different senses, but the same
reference. And of course there are many words with sense but no reference: dragon,
unicorn, and so om: we know how to identify such creatures, but they aren’t there to be
identified. And again, there are many words which have a well-defined sense, but no

possibility of reference: therefore, #f, and and but for example.

Secondly one must distinguish between the terms ‘vagueness’, ‘ambiguity’ and ‘polysemy’.
A meaning is vague in so far as there is some indeterminacy in its reference. The word
bald’, for example, is vague because there is no precise number of hairs on one’s head
which prevents one from being classified ‘bald’. Ambiguity refers to words like ‘bank’ that
have several unrelated meanings: ‘side of a river’ or ‘financial institution’ in this case.
Polysemy refers to a word like foot, with several related meantngs: for example a person’s

foot, the foot of 2 mountain, and the foot of a bill.

Thirdly one must distinguish word meaning from phrase meaning. The meaning of a
phrase “Dog bites man’ for example is not simply the sum of the meanings of its

component words, as one can see by re-ordering it.

Fourthly, one must distinguish between a proposition, a sentence, and an utterance. The
proposition represents the logical gist of a statement and can be represented by various
sentences (a sentence being a particular sequence of words) such as ‘the cat is on the mat’,
‘there is a mat directly beneath the cat’, ‘un chat est sur le tapis’. An utterance is the use of a
patticular sentence on 2 particular occasion: ‘Go directly to jail’ has a different meaning in a

law court and in 2 game of Monopoly.

Fifthly, and finally, one needs to be aware of the relations which the concepts represented
by words and phrases can have with one another: these include synonymy, antonymy,
hyponomy, meronymy (or partonymy) and endonymy, for example. Synonymy (or
paraphrase in the case of sentences) is appatent when one can substtute one term for
another without altering the meaning of an utterance. Antonymy, or opposition of
meaning, comes in different varieties: opposites (as black and white), different ends of the

same scale (as hot and co/d), incompatibility (as Monday and Twesday) and diffesing viewpoints
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(as buy and se/l). Hyponymy is a relation of sense inclusion: 2 hyponym (eg. opposite or dog ) 1s
more specific than its superordinate (anfonyn or animal). Meronymy is the relation of part to
whole: arm, leg, and head to body, for example. Endonymy occurs whete concepts all refer
in their meaning to a given concept: thus panie/ or dachshund are not only hyponyms but are
also endonyms of dgg. But many other words other than breeds refer to dogs in their
meaning: words like ‘bark,’ ‘muzzle,’ and “leash’ also are what one might call “dog-words,”

that is to say, endonyms of dog.

This fifth point emphasisés the inadequacy of the idea that our knowledge 1s a matter of
‘associative’ links between memory elements. We keep clear in our minds many sorts of
links between concepts without confusion between them: we do not confuse the meaning
spaniel, a type of dog, with the meanings oppostte fo dog, same as dog, part of dog and so on. Yet if

all links were simply associational this sort of confusion should be possible.

The words that we use in physics teaching are commoniy used in non-technical senses in
everyday life. Some examples are ‘force’, ‘energy’, ‘momentum’, and ‘power’. Students need
to determine from their expetience in the science classroom the extent to which the
technical sense is related to the everyday: in particular they will need to decide if tetms are
‘ambiguous or polysemous. For example, is ‘force’ as used in everyday life possessed of a
completely different meaning to that it has in physics (ambiguous), or is it the basically

same core meaning with variations determined by the context (polysemous)?

Where technical terms are rarely used in everyday life (eg. ‘vector’, ‘centripetal’) there is still
the question of how (if at all) the student artives at an understanding of its meaning, and

the extent to which its relations to other concepts is known.

As well, there are terms, like logical connectives, that are used in physics just as they are
elsewhere (eg. ‘thus’, ‘therefore’ or ‘implies’), but which nevertheless cause problems to the
students (Gardner, 1974, 1977). These terms age central to logical argument, and in so far
as understanding of physics requires following a logical argument (for instance, in detiving
the direction of acceleration in circular motion) central to physics instruction. Thus the

difficulty of these terms, and the logic they represent needs to be taken into account.

In order to deal with these issues it was necessary to adopt some tools used and developed

by linguists. These will now be discussed.
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Constructivism and concepts: the need for a Natural Semantic Metalanguage

From the previous sections one can see that there are a large number of issues to do with
words, concepts and meanings which will impact upon students’ understanding of science.
In otder to clarify these issues there is a need for a toot that will enable us to describe the
meanings of concepts labelled by words in a clear and unamnbiguous way. Such a tool is
provided by the Natural Semantic Metalanguage (NSM) which will be described below.
However, as well as this practical need there is a subtler and more deeply embedded way in

which a Natural Semantic Metalanguage is required by the theory of constractivism.

As mentioned above, a standard position in constructivist accounts of education is that the
key to what a stadent can learn is what they have already learnt: ‘The most important single
factor influencing learning is what the learner already knows. Ascertain this and teach him
accordingly.” (Ausubel, 1968). There is, however, a theoretical consequence of this point. It
follows, if one accepts this principle, that one can trace the process of learning in reverse:
that which the “learner already knows” is built upon something in its turn. Given that we
know what we have learnt, and that learning is always built upon what we know we face an

infinite regress.

The standard response to this sort of prospect since at least the time of Plato has been to
appeal to innate knowledge: there are some things that we simply know, without having
first to learn them. Of course, there is controversy as to just what these ultimate backstops

to our knowledge are.

An interesting approach to this problem has been taken by Wierzbicka and her colleagues
who argue that whatever these innate ideas are, they must be common to all people. Hence
they should be expressible in all languages. By looking for words that are used with exactly
the same meaning in all languages Wierzbicka and her colleagues have been able to
uncover a common core, of around sixty words (see Table 1). Wierzbicka and her
colleagues assert that this set of words is adequate to define any other word (Goddard,
1998; Wierzbicka, 1985, 1996). They claim that they comprise a Natural Semantic
Metalanguage, usually abbreviated to NSM, a phrase that requites some unpacking,
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Table 1 Proposed NSM semantic primitives (after Wicrzbicka
1996)

Substantives: I, YOU, SOMEONE, PEOPLE/PERSUN; SOMETHING/THING

Mental predicates: THINK, KNOW, WANT, FEEL, SEE, HEAR

Speech: SAY, WORD

Actions, events, and DO, HAPPEN, MOVE

movement:

Existence: THERE Is

Life: LIVE, DIE

Peterminers: THIS, THE SAME, OTHER

Quantifiers: ONE, TWO, SOME, ALL, MANY/MUCH

Evaluators: GOOD, BAD

Descriptors: BIG, SMALL

Time: WHEN/TIME, NOW, BEFORE, AFTER, A LONG TIME, A
SHORT TIME, FOR SOME TIME

Space: WHERE/PLACE, HERE, ABOVE, BELOW; FAR, NEAR;
SIDE, INSIDE

Interclausal linkers:  BECAUSE, IF

Clause operators: NOT, MAYBE

Metapredicate: CAN

Intensifier, VERY, MORE

Augmentor:

Taxonomy, KIND OF, PART OF

partonomy:

Similarity: LIKE

When we talk about a language we need to distinguish between the language as topic and
the language being used to describe that language: the second is termed a ‘Metalanguage’.
So for example, in a textbook used for learning Japanese in Australian schools, the
language being described would be Japanese and the Metalanguage would be English.
Wierzbicka argues that the meaning of words in a#y language can be defined by using the
NSM, hence it compsises a2 universal Metalanguage. In so far as Semantics is the study of
mezning, and these fundamental words are found in naturally occurting languages this set
of words (loosely speaking: in English some are short phrases) is termed the Natural
Semantic Metalanguage (INSM).

Obviously, an empitical project to identify the ultimate constituents of meaning is a major
undertaking. It is a linguist’s equivalent of the biologist’s human genome project, ot the
physicist’s search for the ultimate constituents of mattet, and it is being pursued with far
fewer resources. In so far as the particular list of words to be employed is an empirical
hypothesis, the NSM is subject to falsification: the words cusrently thought to be in it may
prove in fact not to be innate but definable in terms of other words, the NSM words may

not, in fact, be used in all languages, and they may not be sufficient to define all other
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words. Nevertheless, the NSM has proved to be a flexible and useful tool for constructing
definitions, and will be used in this thesis as a tool to define the senses which are already
known to students from their hfeworld experience, and which form the basis upon which

the technical concepts of physics are developed.

The Natural Semantic Metalanguage is one tool adopted from the wotk of linguists that
will be used in this thesis. Another area related to linguistics that will be important for this

thesis is discourse analysis.

Discourse Analysis
Discourse can be looked at in two aspects, externally and internally. Externally, one can
examine the actual speech events. Internally, one can consider the processes which go on

in the minds of the participants. These two aspects will be looked at in turn.

Studies of the external aspects of student discussions have a lengthy history. As long ago as
the early 1970s Barnes and his co-wotkers had established the importance of spoken
interaction between students in Jeaming (Barnes, 1975; Batnes, Britton, Rosen, & LA.T.E.,
1971; Bames & Todd, 1977). This work looked at the way small group discussions in
classrooms were structured, and showed that student discussions were sometimes more
sophisticated than their teachets expected. Whether or not this work was an influence on
them, constructivists have been leaders in incorporating class discussions, small group

discussions and individual interviews into the science classroom (eg. Alexopoulou &
Dnver, 1996, 1997).

Qutside of the classroomn, there has also been a great deal of interest in the structure of
informal discoutse. For example, a five-part pattern to spoken natrative talk in groups has
been identified by Labov and Waletzky (quoted in Chafe, 1995, p. 128). They assert that
when people tell 2 story to a group, their natration falls into five stages. Labov and
Waletzky calied these orientation, complication, climax, denouement, and coda. Patterns
that show distinct stages have also been reported in recent work on the functional structure
of science text books (Unsworth, 2001): these were orentation, implication sequences, and
closure. This wotk will be used to cast light on the structure of student discussions in
Chapters Five and Six of this thesis.

The internal prozesses wlich go on inside the minds of participants in class discussions are

not accessible as easily as a taped and transcribed discussion. It is in this area that the
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painstaking work of people like Gernsbacher can provide insights and reinforcement to

constructivist sctence researchets.

Getnsbacher (1990) argued that the process of reading comprehension was a mattet of
structure building. From a setes of ingeniously designed experiments (involving the
measurement of reaction times to vocabulary test items during the reading of text) she was

able to argue that the reader was actively constructing a mental model of the situation

described in the text.

‘The familiar U-shaped curve for recall (where the first and last items presented are recalled
better than items in the middle) could be explained on the basis that the first item was used
as the foundation upon which the mental mode} had to be built, and the last item was the

most tecently actively attached to the mental construct.

By measuring reaction times before and after ‘episode boundaties’ she was able to argue

that at the end of an episode one structute is completed and another was begun.

At the opposite end of the discourse analysis spectrum one finds theorists like Chafe (1980;
1995; 1976) who has no interest in the psycholinguistic techniques of Gernsbacher, but
who instead analyses the use of language in naturally occurrng discourse. He notes when
people pause and where there is stress, notes the distribution of the use of ‘the’ as
opposed to ‘2’ notes the use of deictic (words like ‘here’, ‘T, ‘now’ whose meaning depends
on context), and the use of viewpoint words (words ltke ‘come’ versus ‘go’, ‘buy’ versus
‘sell’), and the times when people use descriptive phrases like ‘the guy with the ugly face

who we saw in the city |, or names like ‘Jeff’, or pronouns like ‘he’.

From this evidence he arrives at conclusions which are compatible with those of
Gernsbacher.

Chafe argues that as we talk we are constantly building a mental structure. However, as we
build it cognitive resource limitations restrict us to adding on just one linked item of
information at a2 time, This new information is represented in speech by a short portion of
an utterance. This short portion is the ‘tone group,” a group of words spoken together with
1 single accented content word and usually bounded on cither side by a brief pause {many
others have contributed to the idea of the tone group, and a recent teview of work in this

area can be found in von Heusinger, 1999). The tone group is identifiable in discourse both
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by its intonational contour and by its informational content. Its intonational contour is
characterised by the pitch of the speaker’s voice quickly tising to 2 higher level and then
more gradually dropping back to a lower pitch. Its informational structure is charactenised
by the speaker starting with given information and proceeding to a new unit of
information. As these tone groups are heard the listener focuses attention on the part of
the mental structure corresponding to the given information and integrates the new

information.

This process is reflected in speech by the use of particular types of referring expressions, ot
anaphota, which are chosen on the basis of whether the information is given, or new.
Once the speaker judges that the listener knows what one is talking about (that is to say,
has built 2 mental model) some things can be easily identified within the discussion (i.e.
they ate already part of the structure, or ‘given’) and these can be referred to with pronouns
or with the definite article. Other items, which are being added to the structure, will be
introduced to the hearer by the speaker using the indefinite article. On the other hand,
when one wishes to recall a referent from long term storage a name or descriptive phrase is

needed. This can be illustrated by an invented example:

A man walked into that long established department store on Bourke St, well known
fot its Christmas window displays, because of a sudden downpour. He stayed inside it
until the rain stopped. Although it sold men’s accessories he didn’t buy an umbrella.

When referents are introduced (“a man”, “a sudden downpour” or “an umbrelia”) an
indefinite article is used to mark their status as new. Subsequent references are either
pronouns (“he,” or “it”) ot take the definite article (“the rain”) to indicate that they are
given. Things expected to be known to the listener, but needing to be retrieved from long
term memoty, are referred to by names (“Boutke St”) or descriptive phrases (“that long

established department store on Boutke St, well known for its Christmas window
displays™).

Chafe (1995) accumulates evidence based on the study of the distribution of anaphora
within spoken and written language to argue that there are three levels of activation for
mental structures: consciously attended to (active), accessible (semi-active), and stored in

long term memory. His emphasis on the importance of conscious attention to structure

building reinforces the importance accorded to metacogpition in some constructivist
watings (White, 1988b).
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Chafe’s picture of the building of mental structures during the process of comprehension is
one of the human mind feverishly building, attaching, abandoning, reattaching, retrieving
and filing away various mental structures at a rapid rate. [t is in some respects similar to the
Heideggerean picture of the mind constantly and insatiably interpreting its world
(Heidegger, 1962, pp.182-195).

However, this is 2 very different picture to what one would expect from the reading of
constructivist literature. There the emphasis is on the need for long term exposure to ideas

before conceptual change can occur.

It will be argued in this thesis that this'apparent contradiction is 2 result of the lack of
distinction between the various layers of knowledge which is typical in constructivist
literature. Whete the proper distinctions are made there is no contradicton. All three
approaches converge on a picture of the activity of the mind of the learner; the speed of

this activity is simply dependent on its scale.

Knowledge Representation
Poth Gernsbacher and Chafe, working within different traditions, conclude that the
process of comprehension involves the building of mental structures. The question

therefore arises as to how one should represent these mental structures.

Given that how we picture the representation of knowledge in the mind of the leamner
determines the questions researchets pose and the interpretations given to the answers
found, it is important to examine the views which have been put forward in the literature.
Here one encounters a varety of proposals: some from psychologists, some from
philosophers, educationalists, artifictal intelligence workers and others. Of these, the eatly
behaviourist notion that all our knowledge was simply an accumulation associations of
sttmuli with responses (described in Gardner, 1987, pp. 15-19) will be briefly described first
as it claims that there is no need for any structured knowledge representation. In the next
section the evidence that memory does indeed require that knowledge representation be
structured will be reviewed. After this, the main modern theories of knowledge

representation will be discussed.

Bebaviourist Models

Behaviourist proposals essentially bypass the problem of knowledge reptesentation. The

mote radical behaviourists argued that there was no need to posit any intermediary
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knowledge representation. Learning was simply a matter of setting up a direct association
between the correct response and the sumulus. For such theorists, for example, test paper
questions and student answers to them are seen as merely examples of stimuli and
responses. However, even though the importance of the idea of association as a
component of knowledge is widely accepted (eg. White, 1988, pp. 41-48), and some
attempts to map word associations amongst words used in Newtonian mechanics have
been made (Gunstone, 1979, 1980), and even though the idea of associations is closely
link. 4 to that of spreading activation in semantic networks, nevertheless behaviourist
theory is unsatisfactory. The fundamental problem with behaviourism is that it cannot
account for complex phenomena because of its over-reliance on the single mechanism of

stimulus and response as an explanation for all phenomena.

Menniory

The behaviourists argued that the memory was a repository of assoctations of stimuli-and-
responses. This, it will be argued, is implausible, based firstly on the evidence of the
importance of meaning in learning (as investigated by Bartlett, and as reflected in the
practical tradition of the art of memory) and secondly on the evidence for multiple systems
of memoty. The arguments adduced in this section are perhaps an exercise in beating a
dead horse: the demolition of behaviourist doctrines began in the 1950s, spearheaded by

writers like Chomsky, Miller and Simon, and their work is well known (Gardner, 1987, pp.
10-14).

The first scientific research on memory was carried out in the late nineteenth century, by
Ebbinghaus (Baddeley, 1997). Because this was devoted to the rote-leamning of nonsense
syllables it fitted well with the eatly twentieth century doctrines of behavioutism. Even so,
work done in the twenties and thirties such as that of F. C. Bartlett (1932) on memoty for
meaningful material (for example narratives as opposed to lists of nonsense syllables) soon

uncovered phenomena which were not easily accounted for by behaviourist theories.

Firstly, Bartlett observed that when learning unfamiliar material (amongst other things,
Bartlett used Amerindian folk tales) subjects typically reorganised it mentally into a format
which held meaning for them, and retained this format during subsequent recalls over
many years, often distorting the material in the process. The distortions were such that

unfamiliar material could be assimilated to what Bartlett called a ‘schema’.
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(The idea of schema has since been elaborated upon by later theorists (see eg. Howatd,
1987), and is particularly relevant to science education in so far as Stavy and Tirosh (1996;
2000) have provided evidence of the widespread influence of schemata, which they call
intuitive rules. According to Stavy and Tirosh, students naturally work with an intuitive
rule: more of one quantity will lead to more of another quantity, a schema which they cali
“More A — More B.” Thus, for example, it will be argued in Chapter Nine, an important
difficulty that students must overcoine, before they can understand Newton’s second law,
is that they must somehow ovetcome this natural tendency to interpzet the equation F =
ma as an example of the schema “More A - More B.” Stavy and Tirosh (2000, pp. 42-63)
also show that across many different subject areas, students appeal to a schema which
suggests that whenever quantity A is the same in two instances, then quantity B will be the

same also.)

Furthermore, in addition to calling attention to the phenomenon of schema, Bardett also
showed that recall of meaningful material was a matter of reconstruction rather than
(stimulus-and-response-style-) reproduction, with much of the (re)construction occurring
at the time of first exposure to the material (1932 p. 93). This is directly relevant to the
topic of this thesis: the mislearning of unfamiliar material like Newton’s laws may be due to

the way students construe what is said into terms with which they are familiar.

Secondly, Bartlett noted that certain salient detalls became fixed in successive
reproductions of the story, progtessively taking an earlier place in the retelling. He obtained
similar results with subjects who were asked to draw reproductions of abstract symbols
they had only seen for a short time. Certain details tended to become the readiest means
for identifying the symbols (1932, p. 107). This raises the question of whether there ate
particular details in, say, the topic of the mechanics which ate preferendally tetained, and

which setve to organise the memozy for what is learnt.

Bartlett’s work was important for the scientific study of memory because it raised questions
with which the then dominant behaviourist paradigm in psychology could not cope. But

his work was not the only relevant stream of knowledge outside this paradigm.

While Bartlett originated the empitical investigation of meaningful learning, there has of
course been the far older practical tradition of advice on remembering. This tradition,
which has been in existence since at least 500 BC, is detailed in Yates (1966) and
Carruthers (1990), and is exemplified by Lotayne (1986) and numerous other books with
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titles like Learn How fo Study. The amount of time students put into their study of topics
like mechanics, their preferred methods for the learning of this topic and how conscious
students are of alternative methods and many other such questions about the conscious
knowledge of and deployment of different methods of study by students is often termed
‘metacognition’ (White, 1988a). Some writers (eg. de Jong, 1996) have suggesied that
ditecting students to consciously and explicitly addtess the conditions for conceptual

change may have an impact upon their learning of physics concepts, for example.

A final point to make on the topic of memory is that it is not a single homogeneous
system. Modemn accounts of memory (eg. Baddeley, 1997; Gruneberg & Morrs, 1994;
Morris & Gruneberg, 1992; Norman, 1976; Parkin, 1993) detail the differences between
working and long term memory, and the distinctions which are made within long term
memory. These distinctions include those between episodic, autobiographical, semantic,
procedural, implicit and explicit memory. Adding to this complexity, separate stores have
been hypothesised for memory for faces, for words denoting abstract and concrete
concepts, for proper names and so on. It is hard to see how the single mechanism of

stimulus and response could account for the multiple systems of memory which have been

discoveted,

Work in cognitive science

Abandoning behaviourist theory, and its attempt to account for learning without positing
any mental constructs beyond stimulus-and-response associations, modern cognitive
science has attempted the task of describing knowledge structures. A number of methods
have been developed for doing this, including semantic networks (eg. Sowa, 1984),
production rules (eg. Sell, 1985, 33 ff.), propositional representations (eg. Hayes, 1979) and
connectionist models (eg. Dayhoft, 1990). These will be discussed in turn.

Semantic Networks

A semantic network is a formal method for describing knowledge which gives rise to

notations which are similar to what are ofien called concept maps: see Figure 2.
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Figure 2: Simple semantic network.

Semantic networks (externally) represent the way we (internally) represent knowledge by
nodes representing things connected by labeiled lines representing verbs and other
connectors. This is implemented in a formalism involving bipartite directed graphs: that is
to say, by labelled nodes connected by labelled links (also called edges). In so far as it is
usual to label the nodes of semantic netwotks with nominals (eg. CAT, MAT) and the
edges (i.c. the joining lines) with verbs (SITS_ON, IS_A) one can read off the knowledge
represented by starting from one node, reading its label, proceceding along an edge, reading
its label, and arniving at another node and reading its label in turn: CAT SITS_ON MAT,
for example. Although the basic idea is clear enough, a vartety of technical difficulties make
any implementation of semantic networks on computers by artificial mntelligence
researchers formidably complex. The necessity of including prepositions and articles as
part of the edge labels in STTS_ON or IS_A gives some idea of the sorts of difficulties that
are encountered. Transitive vetbs like ‘is’ or ‘sits’ are easily represented by an edge
connecting a ‘doer’ or agent with a ‘done to’ or patient. But what of intransitives like
‘sleeps’ only one node 1s attached to the edge to give CAT SLEEPS. Is the node an agent
or a patient? Ditransitives like ‘gives’ create more trouble: three things need linking by
edges: giver, ‘givee’ and given. And so on. Sowa (1984) gives a particularly thorough and
clear introduction to semantic network formalism. Way (1991) shows how semantic

networks can captutre some of the ability of people to use their knowledge metaphoricaily.

Most writers are content to leave the details of the formalism to the experts and use the
idea of a semantic network itself as a fruitful metaphor or image for our interdocked
knowledge of the world. For example Chafe (1980) offers the metaphor of a searchlight
beam playing across the semantic network to lustrate the idea of ‘priming’, the process by
which the activation of a particular concept activates associated concepts. (So that for

example reading or hearing the word ‘bat’ activates the words ‘vampire’ and ‘cricket
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because these are associated with bats in different ways.) The idea is that ‘neatby’ concepts
are ‘luminated’ at the same time as the ‘tatget’ concept by the ‘spotlight’ of attention.
{Priming, and si:read.ing activation models in general, will be discussed further below.) As a
metaphor, the ‘semantic network’ has proved useful. However, as a formalism that aims to
capture and make explicit human knowledge in machine-readable fotm, semantic networks

are subject to the same (hermeneutic) strictures as other formalisms.

Production Rules

While semantic networks tend to be esoteric, production rules, which are used extensively
in the type of computer programs known as ‘expert systems’, are individually very easy to
understand. Production rules consist of sets of preconditions and actions to be taken in
response (Sell, 1985). In many ways they ate a generalisation of behaviousist stimulus and
response theories. Expert systems use them to achieve their aim of representing the often
tacit knowledge of experts in a given field of knowledge, for example diagnosis of diseases,
oil prospecting and so on. An expert system might for example contain the production
rule: “If the patient has spots AND the patient has 2 fever AND the patient is itchy THEN
hypothesise measles.” As well as in expert systems, production ruies have been used notably
by the early Chomsky (1965) in characterising the deep structure of sentences (Rules are
defined, such as S ~ NP VP; NP — det N; VP -V PP; PP > prep NP: prep ~> ‘on’;

det = ‘the’; V — 45’5 N — ‘cat’; N — ‘mat’. Repeated application of these production
rules leads from S to, eventually, ‘The cat is on the mat’) Such representations of expert
knowledge and of grammar have proven to be useful in certain limited domains, but are
widely acknowledged to be ‘brttle’. That is to say, a system of production mles designed to
deal with diseases wil give completely etroneous responses if it is presented with
symptoms of a broken limb, or if there are complicating factors such as sunburn present.
Likewise, Chomsky-style grammars are regulatly used in the design of compilers for
computer programming ‘languages” however, the slightest error, such as a comma in the
wrong place can cause massive and incomprehensible (to the average human) errors.
Human reasoning is charactetised by its robustness and only gradually loses accuracy as the
situation gets further from that which is the human expert’s field of expertise. Thete seems
to be little reason, therefote, to believe that production rules are adequate, by themselves,

to give a representation of a student’s knowledge of physics.
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Propositional Representations

Propositional representations, by contrast, seem to be the most popular way of descubing
student knowledge. One reads for example that students believe that motion implies force
(Galili & Bar, 1992), that circular motion causes an outward directed force (Galili & Bar,
1992; Gardner, 1984; Gardner, 1982; Viennot, 1979), and so on. However, such useful
representations of some small portion of a student’s knowledge by a proposition (ie. the
logical content expressed by a sentence) must be cleatly distinguished from the thesis that
all knowledge is held in propositional form. That is to say: from the thests that whatever is
known can be charactenised by a database of facts of greater or lesser generality. (‘Cats
meow’; ‘Dogs bark’; ‘Cats and dogs can be pets’; ‘Cats and dogs are mammals’;
F=ma'...) Objectdons to such a thesis are plentiful: it does not account for such
knowledge as the ability to recognise a face, ride a bicycle, speak 2 language or understand a
joke for example. Indeed, part of the problem with physics instruction has been that it has
been content with providing students with propositional knowledge such as that
represented by F = w4, without ensuring students’” full understanding. Dreyfus (1993)
spent much of his book following up the consequences of the notion that proposttional
representation of knowledge is inadequate, using arguments gleaned from Wittgenstein and
Heidegger amongst others. This has not stopped computer scientists from atiempting (as
yet unsuccessfully) to achieve a representation of our physical knowledge of the world in

this format (see for example Forbus, 1988; Hayes, 1979).

Although the idea that what we know can be fully characterised by a database of
propositions is unsatisfactory, it does correspond faitly well with the “folk theories’ of
‘transmissive’ learning: bits of knowledge going from teacher to student. As many people
tend to hold this view uncdtically, educationalists should keep it in mind too. Biggs (1987)
details the extent to which such a surface approach (rote learing of details) is present in
the student population, and the extent to which such an approach depends on student

motivation and course assessment. Again, the issue of the significance of affective

- structures for students arises.

As well, the precision with which models of knowledge can be constructed using a
propositional representation, and the mathematical formalisms and semantics which they
enable one to use (Bach, 1989), mean that a propositional representation of knowledge can
be a very useful idealisation for some purposes, or even a suggestive metaphor, Thus

problems with iniplementations of propositional databases have led to researchers’

50




EL BT i RO S T

ﬁ)‘, \
i
Pt
s
e

,
%
s’é'
L3k
T
T
i
o

-F
i’
F
e
0

¥ 3l v

A

R S R et

emphasis on non-monotonic reasoning (wheteby propositions can be withdrawn from the
database when they prove to be false, enabling such things as defaults - people assume that
if something is a bird then it can fly, unless there is evidence to the contrary), partitioned
representations (allowing one to agree that Sherlock Holmes was a detective, and also to
agree that Sherlock Holmes never existed), and so on (Dinsmore, 1991). These
developments are highly relevant to physics education where students assume that objects
will slow down unless there is evidence to the contrary, and where they may agree that F =
ma in the context of textbook physics problems, but then agree that motien implies force

in examples drawn from everyday life.

Connectionist Models

While propositional representations of knowledge are at least partially inspired by everyday
ideas, connectiontst models of knowledge representation were onginally inspired by
neurologists’ investigations into the wotkings of the human brain. In the brain, as
elsewhere in the nervous system, individual neurons are either activated or suppressed by
other connected neurons, and In turn activate or suppress others again. The level of
activation of neurons can be measured by the rate of finng (Dayhoff, 1990, pp. 1-36).
While it is true that connectionist models were originally inspired by neurology, they have
changed a great deal from their simple beginnings. Connectionist models, for example, do
not have 2ny equivalence to the effect hormones have on neurons, nor has the mechanism
of ‘back propagation’ (a method of adjusting levels of activation in response to feedback)

as used in connectionist models been observed in the brain. (Dinsmore, 1991, p.25).

Nevertheless, by partially mimicking the responses of neurons, computers can be
programmed to perform useful tasks, and even to ‘learn’. However, the type of learning
involved requires hundreds of thousands of highly organised presentations of the material
to be leamnt, and is quite different from what we would nommally think of as learning
(Dinsmore, 1991, p.26). In spite of these differences, the ideas of ‘activation’ and

*‘suppression’ have proven useful in describing language comprehension (Gernsbacher,

1990) which is a central part of human learning. As well, connectionist models perform
surpasingly well at tasks like pattern recognition, characteristically human abiities that have

defied other approaches.

In one way this is because of the holistic approach of connectionism, which differs from all

the other approaches in so far as they all particularisc knowledge. In a connectionist
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netwotk, knowledge” essentially resides in the strengths of the interconnections between
the ‘neurons’, and so is effectively spread throughout the network. This means, however,
that there is nothing in the network that one can ‘point’ 1> and identify as a patticular piece
of knowledge: all things known’ by the network are mixed indiscriminately tog:ther. For
the process of categorisation this causes no problems: the network receives a ceitain input
and recognises John as opposed to Mary, or an act of seeing as opposed to an act of eating,
But this does cause problems when the network is faced with even the simplest
compositional representations like John sees Maxy’. With everything mixed in together, it
is hard to make sure that things are linked together in the correct way: thus connectionism
suffers from much the same sort of problems as, say, White’s theory of concepts and
learning, discussed above (White, 1988). For this and other reasons it seems likely that
connectionism must be supplemented by other methods of knowledge tepresentation
(Dinsmore, 1991, pp. 28-30).

ACT-R

A theory of cognition, referred to as ACT-R in its most recent version, which has had
some success In integrating these vanious methods of knowledge representation is due to
Anderson (J. R. Anderson, 1996). In this theory it is assumed that a production rules
operate upon declarative memorty, and the theory emphasises the role of activation based
processing in relating these two systems. A brief overview of the theory is provided in a co-
authored article (Anderson, Bothell, Lebiere, & Matessa, 1998), some extracts from which

are given below (eilipsis added to indicate omisstons) :

Different traces in declarative memory have different levels of activation which
determine their rates and probabilities of being processed by production rules.

According to ACT-R, procedural knowledge, such as mathematical problem-solving
skills, is represented by production rules which coordinate the retrieval of declarative
information ... for purposes of problem solving,

Activation

Activation of declarative structures has always been an important concept in the ACT
theories. Basically activation determines how available information will be.

Although the level of sophistication in the modelling of behaviour which chatacterises this
theory will not be attempted here, an account of cognition which is like that of the ACT-R
theory will be assumed.
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Overview

When, later in this thesis, an attempt is made to represent the knowledge students have of
two of the central concepts of Newtonian mechanics, aceleration and foree, all of the above
forms of representation will be utlised. Semantic networks will be used to charactetise
dictionary definitions, partitioned representations, or episodes, will be shown to exist in
transcripts of student discussions, activation and suppression in connectionist networks
setve as a model for Gemsbachet’s (1990) Structure Building Framework and this is used
as a model for the processes involved in utilising concepts in problem solving, and
production rules serve as models for the triggering of particular conceptions by particular

contexts, as is argued in the ACT-R theory of cognition.

However, before proceeding with these investigations, the literature related to the two

concepts acceleration and forve will first be examined.

Acceleration
Although there are 2 number of articles about strategies for the teaching of acceleration
(eg. Bunker, 1991; Flores & Turner, 2001; Kraft & Motz, 1995; Newburgh, 1998) there are

only a few that claim to investigate students’ concepts of acceleration.

The first of these was written by Trowbridge and McDermott (1981). In it the authors
confidently assert that

The crterion for assessing understanding of a kinematical concept is the abitity to
apply it successfully in interpreting simple motions of real objects.

While this may be one method for assessing students’ level of undetstanding, it is difficult
to accept that it is the (only) way to do so. Furthermore, the ability to w5z 2 concept in a
particular context is not equivalent to the wnderstanding of that concept. That the students
had an understanding of acceleration is indicated by their success in an initial task “which
presented nio challenge to the students interviewed” as a “primitive notion of acceleration
as speeding up seemed to be adequate.” This is as close to a charactetisation of the student
concept of acceleration as the authors get. While their data could have been used to analyse
student usages of the word ‘acceleration’ with the aim of characterising its meaning in the
same way that lexicographers examine usages of a word when trying to define its shades of
meanings, they did not in fact use it in this way. What they did in fact achieve in theit paper
was a survey of the vatious procedures by which students try to answer the problems that

wete posed by the authors. In the most interesting of these, students were asked to observe
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the motions of two balls rolling down inclined planes and to use their observations to
determine whether or not the accelerations of the two balls were numercally equal. The

authors wete primarily interested in the extent to which students utilised the notion of
, . , . Av \
measuring acceleration by direct use of the mtlo-g . Other methods, some of which were

appropriate, were not accepted as demonstrating full understanding. For example
substitution into a kinematic formula such as s = ## + % 4 £, utilisation of dynamics
formulae such as acceleration down an inclined plane = g sin &, or observations that the
same velocity change occurred over different distances were all disallowed. Similarly,
students who used strategies that would work in some contexts but not in the ones
presented were assessed as not understanding the concept. Indeed students who argued
that the ball which travelled the greater distance had the higher acceleration (which would
be cotrect if both balls had started from rest and travelled for the same amount of time)
were assessed as exhibiting “confusion between position and acceleration.” Others, using
different procedures, which also could have worked in simpler contexts, were said to
exhibit “confusion between velocity and acceleration.” Such claims ate difficult to accept: if
students truly confused, say, the first pair of these concepts they would have had to believe
that two objects standing still in different positions had different accelerations. It is surely
more likely that the students were simply applying intuitive rules (Stavy & Tirosh, 1996,
2000) such as “more of A — more of B,” in lien of any better way of coping with the

demands of the task.
The authors hedge their statements somewhat:

In referting to a confusion, we are using this word in a restricted sense. It is not
intended to indicate mistaking of one fully developed concept for another but rather to
characterize thinking in termns of nondifferentiated protoconcepts.

However, this hardly helps to avoid the absurd conclusions which follow from the idea of
student inability to distinguish between position and acceletation. Whether ot not these are
“nondifferentiated protoconcepts,” students who could not distinguish them would still be
unable to tell the difference between objects with different positions and objects with
different accelerations. Furthetmore, it is hard to see what benefit is gained by the
invention of a new category of mental entity, the “protoconcept.” Flow, one might ask

does this differ from 2 concept?
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In spite of these criticisms, the Trowbridge and McDemmott paper did uncover 2 number

of interesting phenomena, and led to more work in this area.

A later paper by Jones (1983), referred to the paper by Trowbridge and McDermott
described above, and aimed to extend its coverage of age groups (university level students)

to “identify the concepts of speed, velocity and acceleratdon held by students in the 11-16

years old range.”

This was done by presenting students with cards illustrating various events and asking

them, as part of a sequence of questions “Has it got any acceleration? Why do you say
that?”

The method applied here was clearly related to the task of finding the denotation of the
concept acelerafion, that is to say, the class of events which students classified as being
examples of acceleration. (By contrast, the paper by Trowbridge and McDermott had been
devoted to characterising the procedures by which students solved certain problems
involving acceleration, a focus only tangentially related to the concept itself.) However, the
limited range of evidence obtained in the research upon which Jones’ article was based

meant that its conclustons wete quite nightly limited in scope:

From the interviews it became obvious that the majotity of students realized that
acceleration mnvolved the idea of a change in speed but the relationship between the
two quantities was not the scientific definition (i.., acceleration = change in
speed/change in time).

One could quibble with the last part of this statement, which does not adequately
characterise the scientific definition a = % , but the basic thrust of this conclusion is

cleatly correct. It is, however, very vague. One wants to know: in what way is the idea of a

change of speed “involved” in the concept ameleration? There is clearly room for further

work.

However, the only further work in this area that I have been able to locate was carried out
by a number of researchers working in the phenomenographic subfield of educational
research, who applied theit approach to investigating the concept of acceleration (Dall' Alba
et al, 1993). In this investigation a number of students were asked to complete the task
shown in Figure 3 (Figure 1 in the original article). Students tesponses (which were
encoutaged by “non-directive questions, such as ‘Could you explain that further?™”) were
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recorded, transcribed and subjected to “rigorous phenomenographic analysis.” This
involved one member of the team of authors carefully reading the transcripts and
sugpesting a classificaion of the ways students understood acceleration in the problem,

followed by an iterative process of fine tuning of the classifications by the team as a whole.

Figure 1. “A small steel ball, thrown up in the ait, follows the usjectory shown, AiF
resistance is negligible.

Discuss the acceleration of the ball from the time it leaves the hand untif the time it
appruaches the ground.,”

Figure 3: Diagram used to prompt discussion of acceleration (Dall'Alba,
Walsh et al. 1993).

It was assumed that any particular student’s understanding of this concept fell under 2
single classification. Indeed the authors emphasise that classification was not made “by
matching particular statements with specific categories” but rather by “taking the transcript
as a whole.” This decision, of course, meant that any variant usages of ‘acceleration’ that

occurred within the transcript would necessarily have to be ironed out in the process of

analysis.

Like the study of Trowbtidge and McDermott (1981), the authers (Dall'Alba et al,, 1993, p.
627) already had a notion of what the student understanding of areleration should be, and

were interested in seeing how closely the students approached this ideal:

...the necessary elements of an adequate undezstanding of the acceleration of the ball
include instantaneous rate of change of vertical velocity and the causal relation with

gravity.
The resulting classifications were arranged from best to worst: the best included both these
points, the two next best levels included one or the other but not both, and then there

followed three other classifications whete various confusions were evident. In these three

remaining categories students cleatly ascribed force-like attributes to aceleration. However,
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given the context, where gravitational acceleration and the force due to the gravitational

field are both often indiscriminately called ‘gravity’ this should not be surprising.

While this wotk calls attention to some ways in which confusions can arise in the
qualitative understanding of projectile motion, as an investigation into the meaning of
acceleration it is less successful. Firstly, the requirement that acceleration should be
understood as the rate of change of vertical velocity is unduly specific. This is merely one
way of calculating a measure of the acceleration, not its meaning. Secondly, the
requirement that students understand the “causal relation™ of acceleraton with gravity
introduces the more complex ideas of Newton’s second law, FF = 4, into the definition of
the simpler concept aceleration. Apart from the inherent problem in defining 2 simpler term
by the use of more complex ideas, there is the objection that scientists and non-scientists
alike had used the term acceleration well before Newton’s time (the OED gives its eatliest
examples from the 1530s). This is not to argue that it is not better for students to
understand the causal relation between the gravitational force and the acceleration of a
projectile: clearly it is good for students to do so. However, this should not be confused
with the issue of student understanding of acceleration per +:. The understanding of

acceleration is possible independently of the understanding of jorve.

Force

The concept forze has been examined both within the field of science education and within
the field of linguistics. Both investigations commenced in the late 1970s independently of
each other, and there has been little, if any, contact between the two fields. This is evident
when one examines the citations in the literature — neither group cites the other. The

sctence education research will be discussed first, and then the linguistic research.

Science education and the concept of foree

Warten (1979) was amongst the first to report on the serious conceptual
misunderstandings which were evident in students’ accounts of the forces acting in
different situations. Some situations in which Warren demonstrated that there were
incorrect understandings included the case of motion along a curved path, and the case of
sutface tension. In the case of motion along a curved path, an example being the motion of
a pendulum bob, students did not understand that the direction of the net force must point
at an angle to the path followed by the object: the most common egror was to draw the

force in the direction of motion. In the case of surface tension many students (and many
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textbooksl) showed a net inward force acting on molecules at the surface of a liquid: if this
were the case then the surface of the liquid would, of course, accelerate inward. While
Warren gathered convincing evidence that students lacked understanding of the concept of

Newtonian jorve, he did not, however, investigate the concept of forve which they held.

Such an investigation could be carried out in two diffe it ways. One way would be to
investigate the reference {or denotation) of the concept, another would be to investgate its
sense (see p. 36 above). While there has been little or no :nteraction between the fields of
science education and semantics, a number of researchers worked on studies which had

results which could be interpreted in this way.

One way of investigating the denotation of jorve is to provide students with depictions of a
range of situations and ask if any forces were present (eg. Gilbert, Watts, & Osbome,
1985). A varation on this is to ask them to mark forces on diagrams of vatous situations.
When investigations that included these kinds of tasks were catried out it was soon found
that situations in which an object was not moving were assessed by many students as not
showing forces, despite the constant presence of normal reaction forces by surfaces that
support objects resting upon them (see eg. Minstrell, 1982). Furthermore, in situations
where things were moving, a force was believed to be present and acting in the direction of
the motion. These results have together been dubbed the ‘motion implies force’

misconception (see the review of research in Guastone & Watts, 1985).

In addition to the work using these methods there has been a great deal of work done in
the way students use the concept of forre in solving problems. As much of this is relevant,
however, to the understanding of Newton’s laws rather than to the understanding of fore

per se, it will be discussed in a separate section below.

Another way of investigating the denotation of the students’ notion of fore is to ask
whether particular types of forces accepted as such by physicists are also thought of as
fotces by students. An investigation into “the conception of fotce and motion of students

aged between 10 and 15 years” (Twigger et al.,, 1994) reported the following data:
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Table 2: What counts as a force (based on Table 1, Twigger ct
al,, 1994)

Responses Percentage {requency of
response (N=36)

Force identified as apush  69%

Force identifiedasapull  64%

Weight identified as a 61%

force

Friction identified as a 31%

force

As all of these would fall undet the denotation of Newfonian force, and as it has already been
noted that the normal reaction force which supports objects at rest on a surface is often
not considered to be a force by students, these results together clearly indicate that the

denotation of many students’ concept of forre differs from that used in physics.

Investigations which give insight into the sense, rather than the refetence, of student
conceptions of force have also been carried out. Hart (2002) asked students, working in
pairs, to consider all the forces that they experienced on their way to school. Although the
purpose of this was to “make connections between the students’ experiences and the
content of the unit that was to follow”, it proved to be a more valuable exercise than
expected. This was because it provided a cotpus of usages of ‘force’ from which the
students’ senses of the word became apparent. (The same sort of collection of usages is
done by lexicographers in defining the variant meanings of words for a dictionary entry.)

Some of the responses were classified by Hart as metaphorical usages:

“My mother forced me to get out of bed.”

“I forced my eyes open.”
Others were straightforwardly Newtonian forces, such as a bat striking a ball, or pushing
down the lever of a toaster (although the latter sparked an argument between partners as

one of them did not regard such a gentle action as a force).

Further insights into students’ meanings of force were prompted when, to emphasise the
interactional nature of forces this terminology of an agent and a receiver of a force was
introduced to the students. Students were then asked to identify the agent and the receiver

of a2 number of forces, and to identify the effect of the force on the receiver. Hart writes:
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However, there were also many surprses. For some of the forces, students did not
identify the effect of the force on the relevant receiver. Thus they said that the effect of
the force from your hand on the tap was that the water came out (whereas the effect
on the recciver — the tap — is that the tap begins to move); or that the effect from the
hand on the steeting wheel was that the car changed direction (rather than the steeting

wheel begins to move); or that the effect of the force from the bike on the ground was
that the bike moved.

Puzzling results like those above, become easier to understand if one refers to the

literature on fore within linguistics.

Talmy's account of cansation in terms of force dynamics

While it has become increasingly evident to science education researchers that grasping the
Newtonian concept of force is not only essential, but also problematic for students,
research carried out in linguistics has rgued for the importance of the concept of physical
force in understanding the patterning of language. According to Talmy (1976; 1985),
physical force interactions are fundamental, and these are metaphorically extended to cases

of psychological, social interactions.

Talmy (1976; 1985} pointed out a regularity in languages which appeared over and over
again at vatious levels: not only in conjunctions, prepositions and other closed class
elements, but also in open class lexical items (e.g. verbs, nouns), grammatical structures
(e.g. in English, the modal system), and at higher levels toc, in the rhetoric of persuasion
for examgle, or our conceptualisation of interpersonal behaviour. I all of these areas it

was plausible to interpret the patterning of language as being based on experience with
physical forces.

In the first instance Talmy provides evidence for 2 pattern based on what he describes as
our expetience of force in space: a four way division which Talmy organised into two
columns and two rows, see Table 3. The pattemns he observed have been widely accepted
(Johnson, 1987). Two roles were postulated: the agonist (the one with a goal) and the
antagonist (the one who opposes the agonist). Two types of goal were postulated: action
and inaction. Various possibilities can occur according to which is strongest: agonist ot
antagonist. The application of Talmy’s scheme is illustrated with his sample sentences in

the table below: the agonist is in bold, the antagonist in italic.
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Table 3: Sample sentences from Talmy (1985),

Agonist stronger Antagonist stronger

Goal is action The ball kept rolling despite the stiff grass. The log kept lying on the incline
because of the ridge there.
Goalis inaction  The shed kept standing despite the gale wind ~ The ball kept rolling because of rhe
blowing. wind blowing on it.

In the sentences in the top row of Table 3 the idea is that the subject of the sentence is
being talked about as if it had a goal: to keep moving. In the left hand sentence the ball
achieves this goal in spite of the difficulties caused by. the stiff grass — the ball is thought of
as having mote force than the stiff grass. In the right hand sentence the log is being talked
about as if it had the goal of moving, but the difficulty caused by the nidge stops this from
happening — the log is thought of 2s having less force than the ridge. A similar analysis is
proposed for the sentences in the lower row, although in these, the goal is inaction. These
four sentences are intended by Talmy as examples which explicate the senses of the phrase
“to keep doing.” Talmy’s basic idea is that we develop rr~ understanding of abstract
notions by metaphorically extending our experience with the effects of force on objects in

the natural world. In this expenence, according to Talmy, the object with the greater force

wins: it achieves its goal.
Two shott quotations from Talmy give the flavour of his claims.

As language treats the concept, an entity is taken to exert a force by virtue of having an
intrinsic tendency toward manifesting it-- the force may be constant or temporary, but
it is in any case not extrinsic, ...

A further concept in association with opposed forces is their relative strengths. As
language treats this, the entity that is able to manifest its tendency at the expense of its
opposer is the stronger. ... Finally, according to their relative strengths, the opposing
force entities yield a resultant, an overt occurrence. As language schematizes it, this
resultant is one either of action or of inact.un, and it is assessed solely for the Agonist,
the entity whose citcumstance is at issue. (Talmy, 1985 p. 71)

In spite of his belief that these patterns are based on physical expentence, Talmy is caretul
to hedge each claim by the phrase “as language schematizes it”. This caution is not evident
in some who take his wotk as the basis for theit own speculations. For instance, johnson

(1987) clearly intends to identify Talmy’s force with the force of physics:

...force has a vector quality, a directionality... the fotce is exetted in one or more
directions. As the baseball flies through the air, it traces 2 path that we can describe by
a force vector, or sedes of vectors, leading from the pitcher to the catcher.
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'What Talmy desctibes as force “as schematized by language” beats 2 tesemblance to the
typical errors made by students.

1. Force is a property of an entity.

2. The resultant action depends only on the stronger force (so that resultant motion must

be an indication of a force in the same direction).

What is wrtten by Talmy offers a possible account of why students get misconceptions:
they assimilate what they leamn in physics to the linguistic schematization of force. (What is
wtitten by Johnson, on the other hand, exemplifies misconceptions rather than accounts
for them.)

In so far as physical reality is not governed by forces which behave in the manner Talmy
describes, it is of course impossible that we should have structured our language using such
forces as the basis. What is it then, if not physical laws, which is present around the world
s0 as to lead to this cross-linguistically consistent patterning of language (Talmy, 1985)? A
possibility which will be offered here is that it is the internal processes of enhancement and
suppression posited in the Structure Building Framework, or SBF, developed by
Gemsbacher (1990) which provide this model. These have the requisite behaviour:

e particular conceptions are the source of enhancement or suppression of other
conceptions.

¢ the conception which is ultimately active is alone present: othet senses are simply
no longer present to consciousness.

In so far as we are consciously aware of our thought processes, as we are in the more
strategic forms of thought like problem solving, the process of considering and comparing
factors could perhaps serve as the basis for our understanding of the social world around

us, and thence to understanding the physical wotld.

Bearing this possibility in mind, it is interesting to see that Wierzbicka (1998) proposes for
a NSM definition of the verb ‘to force’ one that is resolutely in terms of people, not things:.
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Person X forced person Y to do Z (e.g. to apologise)

Xwanted Ytodo Z (a)
X knew that Y didn’t want to do this ®)
X thought that if X did something to Y then Y {©
would have todo Z
because of this X did something to Y @
because of this Y had to do Z @)
Y wouldn’t have done z if X had not done this to €3]
Y
when Y was doing Z, Y thought I don’t want to @
do this.

‘This definition clearly inclua.  "$alimy’s agonist (X) and antagonist (Y), and the lines (f) and
(@ clearly indicate the idea of rosistance which was so important in the historical
development of the concept of inertia (Franklin, 1976), as well as the concept of goal in
line (a). I will argue that these are the elements in the lifeworld conception of force which
can serve as the foundation upon which students build their technical understanding of

Newtonian force.

This definition 2lso resolves some of the puzzling results obtained by Hart (2002),
discussed above on page 60. It becomes plain that “My mother forced me to get out of
bed,” far from being metaphorical, is a completely literal use of the word ‘force.” It also
explains the curious inability of students to identify the effect of the force from one’s hand
on a tap as the turning of the tap handle. The goal of exerting a force on a tap is to get
water to flow, and it is this goal which is salient in the concept of forre, as defined above,
not the rotation of the tap handle. Similar explanations apply to the other two situations:
the force of the hand on the steering wheel, and the force of the bike wheel on the ground.
In each case the students identified the goal of the action as the effect, rather than the

immediate effect on the steering wheel or the ground.

Summary

The results of research in linguistics and in science education into the meanings of the

concepts forve and acceleration are mutually illuminating,

Reseasch into Newton’s laws

As noted above, much of the scieiice education research in mechanics that is aimed at
elucidating conceptual understanding has not dealt with concepts of force and aweleration per
se, but rather with their use in particular contexts. Particularly important contexts for these

concepts occur when problems arise which require the use of Newton’s three laws.
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Because of the importance of these contexts for the use of these concepts the literature
related to them will now be examined. The research into student understanding of
Newton’s laws will be examined beginning with Newton’s first and second laws, and then
discussing Newton’s third law.

Newtor's first and second laws

As was the case with the topic of acceleration much of the literature related to Newton's
first (Williams, 2000) and second laws (see eg. Bryan & others, 1988; Domann, 1982;
Geiger, 1908; Hood, 1992; Kikoin, 1979; Kurtze, 1994) is related to alternative

demonstrations and methods for reaching them.

Newton’s first law states that when no net force acts on an object at rest, it remains at rest,
and that when no net force acts on an object which is moving it continues to move in a

straight line at a constant speed.

Newton’s second law, which is usually presented to students in the form of an equation,
F = ma, states that the net force on an object is proportional to and in the same direction

as the object’s acceleration.

The key research findings which are relevant to Newton's first and second laws have
already been mentioned: in spite of explicit teaching to the contrary many students cling to
the view that a constant force is needed to keep an object moving (Gunstone & Watts,
1985). This clearly contradicts both laws. According to Newton’s first law no net force is
needed to keep an object moving. According to Newton’s second law a constant net force

applied to an object will cause it to accelerate, not move with a constant speed.

Newton's third law

People have noted confusions in the interpretation of Newton’s third law by students for
many years. Warren (1979) noted that students sometimes confused (fictional) centrifugal
and {actual) centripetal forces with action/reaction pairs. Gardner (1981) atgued that
centrifugal forces should be avoided in elementary teaching of physics, for this amongst
other teasons, and similar proposals continue to be made from time to time (de Jong, 1988;
Lan, 2002; Smith, 1992).

Some questions intended to elucidate difficulties with Newton’s third law were included in

a survey by Watts and Zylbersztajn (1981), which was intended to investigate both the
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distribution of children’s ideas about forces, and also the extent to which their teachers
were aware of these ideas. Further work was done by Maloney (1984) who argued that
most students were using one of five simpie rules to answer questions involving Newton’s
thitd law. Tetry and Jones (1986) used a set of seven questions to examine the
understanding of Newton’s third law by 16-year-old students. Brown (1989) reported on
three studies investigating aspects of students’ undersuanding of Newton’s third law.
Brown interpreted the results of the first two studies, interviews with pre-physics high
school students, s indicating that before instruction students viewed fotces as properties
of objects. This view clearly causes sfudents difficulty in their understanding of Newton’s
third law. This 15 because such a view would entatl that students would have to interpret
Newton’s third law as stating that what one might call the ‘force-property’ of two objects
was equal in size and opposite in direction. Such an interpretation would make Newton’s
third law essentially a mystery: ‘After all,’ students might think, ‘why should the force-
property in an interaction be the same when, say, the mass- or colour-properties were not?’
In a later paper Brown (1992) mvestigated the dimension of ‘activity’ versus ‘passivity’ and
its effect on student understanding of situations involving action/reaction pairs where one
object is resting on another (as in diagram 4 in Figure 4). He makes the point that ‘it may
be necessary to show bow certain examples are like prototypical cases (Rosch, 1973; Rosch
& Mervis, 1975) rather than simply telling students which examples illustrate the
application of a concept’ (p. 18, emphasis and references in the original). The remainder of
the paper is devoted to an exploration of bridging analogies as a method for motivating the
extension of the category of situations where Newton’s third law should be used. This

work was elaborated in Brown (1994).
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The data from the investigations mentioned above wili be reanalysed in the light of

pratotype theory in Chapter Five of this thesis.

Another investigation by Bao and others (2000) of students’ use of Newton’s third law
attempts to mathematically model the contributions of the dimensions of mass, velocity,
activity, and acceleration but — like the mathematical formula obtained by Labov (1973} for
the weighting of the features which determine whether an item is said to be a cup — this
serves simply to describe the data they obtained from the responses of a particular group.
It will be argued later that the key point is not the particular weightings for different
features, but rather the fact that there ate features of differing importance which together

determine whether the idea of Newton’s third law is activated in the minds of students.

The remaining work that has been published, related to Newton’s third law, falls into two
main categoties: work by Gauld (1993; 1998) related to the historical development of the
ideas of action and reaction, and suggestions for improving the teaching of Newton's third
law by means of change of terminology (Hellingman, 1989, 1992; Styer, 2001). From the
former one can gather that the prototypical situation about which scientists were
concerned was that of the head-on elastic collision between two pendulum-bobs.
However, the concerns and experiences of past scientists are quite different from those of
modezn day students, and while historical analogies ate sometimes suggestive they may also

be misleading (see e.g. Lythcott, 1985). From the second group of writings one is alerted to
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the differences between the everyday and Newtonian senses of the word force. However,
suggestions such as that of Hellingman that the word ‘force’ be redefined are unlikely to be

taken up, and if they were would likely compound the terminological confusion.

Chapter summaty

This necessatily lengthy chapter has reviewed the key findings relevant to the research
which is reporféd in the following chapters. The examination of the literatures of science
education, psychology and linguistics has suggested that it is possible to fruitfully combine
their conclusions and methods in order to come to a better understanding of the
difficulties which students face in learning mechanics.

The following chapters report upon 2 series of studies which are aimed at elucidating the
nature of the conceptual difficulties which challenge students in the study of mechanics.
They are directed first to the preliminary step of clarifying the nature of the concept of
concept in science education research, and then to characterising and investigating the
internal structure of the concepts of acceleration and forre which students bring with them to
their classes in Physics. Finally, they will deal with the way these concepts ate deployed in

problem solving using Newton’s laws.

This thesis has as its central argument that prototype structure is the key to conceptual

development in mechanics.

This will be shown to be the case not only at the level of concepts, but also at the level of
application of theories to problem situations. It will be argued that the ability of students to
generalise Newton’s laws requites that they recognise, hence categorise, situations

according to their relevance to Newton’s laws.

This account of conceptual development is inconsistent with the commonly accepted

conceptual change theory put forward by Posner et al. and it will be argued that this theory

is therefote incortect.
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Chapter Three

Methodology

Before proceeding to the body of this thesis, and in order to help justify its
conclusions, it may be worthwhile to provide an overview of the research methods,
both quantitative and qualitative, which are drawn upon. This overview is perhaps all
the more indicated in so far as these methods originate in different research

pesspectives: Science Education, Psychology, and Linguistics.

This variety of methods (and the variety of data to which they are applied) is in parta
natural corollary to the conclusion arrived at in the literature review: that one can
fruitfully combine these traditions in order to understand the difficulties which
students face in learning mechanics. Considered in this light, the need for 2 mix of
methods to investigate conceptual development in physics is due to the fact that this
area of research does not have a neat fit with any one particular discipline. Any
number of problems from applied technology could serve as an analogue: for
example, just as solving the problems of speech synthesis draws upon the disciplines
of Electronics, Acoustics and Linguistics, so here the solution to a problem in physics

pedagogy draws upon a varniety of related disciplines.

However, the mix of methods also reflects a larger hermeneutic ideal: that in so far as
one seeks understanding one should use a variety of approaches. If they all point to
the same conclusion, then one’s confidence in that conclusion is correspondingly
greater, Phrasing this differently, and in terms of the philosophy of science, a theory
which ties together different areas and shows an underlying unity in apparently
disparate phenomena is surely to be preferred to one which covers only the
phenomena for which it was designed. Thus the mete fact of the variety of data and

research methods utilised can act, in part, as a warrant for the conclusions of a

research investigation.

Theorists of qualitative research (Morse & Richards, 2002, p. 76) would classify this
thesis as utilising a triangulated research design:

Trangulation refers to the gaining of multiple perspectives through completed
studies that have been conducted on the same topic and that directly address each
other's findings. To be considered triangulated, studies must “meet” — that is, one
must encounter another in order to challenge it (for clanfication), illuminate it
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(add te it conceptually or theoretically), or verify it (provide the same
conclusions). Goffiman coined the term in 1989, drawing on the metaphor of the
sutveyor's practice of making sightings from two known points to 2 third.

Of course, 2 mixture of research methods without a clear theoretical justification
applied to bits and pieces of selective data proves nothing in itself. Morse and
Richards (2002) also note on the same page that although a “text search of grant
applications in many counttes would return a high count for the odd word
Iriangulation — so would a vote among researchers for the most misused term.” Thus, it
is the fuaction of this chapter to justify the use of those research methods which were
in fact utilised — to explain their use in addressing the question of conceptual
development in mechanics, and to address their limitations. Because of the level of
detail required, however, the question of how the results clanfy, illuminate or vesify

this thesis’ conclusions must be left to the individual studies reported in later chapters.

Outline of research methods used

The aim of this thesis is to show that concepts 10 mechanics develop in the same way

as everyday concepts.

This involves

o defining these concepts

® clucidating the prototype structure of these concepts
® examining the use of these concepts
Thus one strand of this thesis is oriented to explicating the meaning of the words

‘concept’, ‘acceleration’ and ‘force.’” For this purpose lexicographic methods were

used.

A second strand of the thesis is oriented to examining the prototype structure of
words. For this purpose survey instruments were developed in order to gather data,
and statistical analysis used on the results to ensure that they reflected real differences
rather than random fluctuations due to vartations in sampling. The statistical methods
of the behavioural sciences ate appropriate here, and are also appropriate for looking

at the test scores of students reported in Chapter Six.

A third strand of the thesis is directed toward understanding the use of these concepts
by students. Here some of the tools of Physics Education Research are used,

including particular test instruments:
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» the Force Concep* lnventory (Hestenes et al., 1992). This is a very wicely
used multiple choi ¢ test (Hake, 1998, reviews 62 studies using it).

o The Force and Motion Conceptual Evaluation (Thotnten & Sokoloff, 1998).
Using these standard tools was appropiiate as they have been thoroughly validated
(see for a detailed examination of this process Saul, 1998, pp. 131-166) and as it
enabled comparisons to be made between the answers of the students who were
studied in this investigation with the answers from a wider population. Nevertheless,
these are multiple choice tests and there are issues associated with their use that need

to be addressed later in this chapter.

A fourth strand of the investigations reported in this thesis is the use of the tools of
discourse analysis: in addition to examining student answers to multiple choice tests to
find evidence for the use of concepts, student discussions of the answers to these

problems were audio-taped and analysed.

Overall, then, four main types of research methods were used: lexicographical,

statistical, educational, and discourse-analytic. These will now be discussed in tumn.

Lexicographic methods
According to Sinclair (1985, p. 81), in order of decreasing populanty, the main sources

of lexicographic evidence are:

1. Other dictionaries

2. Introspection

3. Observation of language in use.
Dictionary-use
The first of these methods is, then, the straightforward approach to finding the
meaning of a word by consulting a dictionary. Again, according to Sinclair (1985, p.
81):

The great value of teceived description is that the information is already
organized. Language change is not so rapid that descriptions go out of date

quickly, and from decade to decade we must assume that most existing work is
valid and accurate.

This method is used in Study Three of Chapter Six. As is detailed thete, although it

has the advantage of useful organisation and ease of access, this method suffers the

limitations of
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* inconsistency — different dictionaries give different definitions
® obscurity ~ less complex words ate explicated by more complex words
* circularity — words are defined ultimately in terms of themselves

* inapproprate focus — the aims of the dictionary makers are not those of
science educators.

Language corpora

To overcome the limitations inherent in dictonary definitions one needs to put
oneself in the place of the writer of such a definition, and go to the primary data: the
recorded usages, and one’s own introspective awareness of the sense of words in use.

Language corpora were used in Chapters Four (for ‘concept’), Five (‘acceleration’) and
Six (‘force’).

According to Biber, Conrad and Reppen (1998, p. 4):

The essential characteristics of corpus-based analysis are
- it is empirical, analyzing the actual patterns of use in naturally occurring texts;

- it utilizes a large and principled collection of natural texts, known as a “corpus,”
as the basis for analysis;

- it makes extensive use of computers for analysis, using both automatic and
interactive techniques

- it depends on both quantitative and qualitative analytical techniques
These characteristics make corpora usefa! in this study. The principled selection of
texts (see Kennedy, 1998 pp. 13-87 for details) ensutes that the relative frequency
with which students encounter various lifeworld uses of, for example, senses of the
word ‘force’ can be reasonably approximated. The very large sizes of the corpora
make it more likely (although, of course, not certain) that all relevant usages are
fonnd. Computers can rapidly sift through the massive database to provide KWIC
(Key Word in Context) concordances which provide the standard method for
determining the different senses of words by dictionary compilers (see Biber et al,
1998 pp. 26-28; and Kennedy, 1998 pp. 251-258; see also Wierzbicka, 1985 for
detailed discussions on the methodology of definition; and Winchester, 1998 for a
fascinating account of pre-computer methods of obtaining such concordances), and
they can rapidly prbducc a random sample to reduce the vast quantities of materiai to
2 manageable size without introducing bias. This facility was used, for example, to
obtain 250 randem samples of general usage of the word ‘concept’ for analysis in

Chapter Four, and 1000 random samples of the use of the noun “force’ for analysis in
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Chapter Six. (It was unnecessaty to reduce the sample size for ‘acceleration’ as this

term was used less frequently, and all 137 recorded usages in the corpus could be

examined.)

However, computer technology can only do so much, and while the KWIC
concordance of 1000 usages of the noun ‘force’ used in Chapter Six can be examined
quantitatively to ascertain the relative frequencies of usages of different senses, it is
first necessary to decide just what senses of the word are represented, and which
usages represent which senses — decisions which must be made qualitatively, indeed
introspectively. The standard method for presenting such qualitative decisions, as
used in sertous dictionaries is to quote supporting instances of usage for each sense,
thereby enabling the reader to judge the correctness of the analysis. This is
supplemented ia this thesis by detailed analysis, argumentation and justification for
particular decisions. This sort of detal is important because, as Wierzbicka (1985, p.
19) puts it:

... to understand the structure of the concept means to describe fully and
accusately the Zdea (not just the visual image) of a typical representative of the
kind: that is to say, the prototype. And to describe it fully and accurately we have
to discover the internal logic of the concept. This is best done not through
interviews, not through laboratory experiments, and not through repotts of
casual, superficial impressions or intuitions (either of ‘informants’ or the aralyst
himself), but through methsdical introspection and thinking. (Emphases in tiie original)

Even the comparatively simple quantitative decision involved in determining how
many words were being used in something identified as 2 concept (see Chapter Four)
requires qualitative judgement: no computer program is as yet able to make this sort
of dectsion. However, in this case, the standard method of quoting suppotting
instances of each case is sufficient: for people the decision process involved in

counting wotds 15 mechanical.

Statistical analysis
This thesis uses descriptive and inferential statistics and explotatory data analysis.

These quantitative methods will be discussed in turn.

The use of descriptive statistics (such as relative frequency of word usages, or ages at
which children start to use particular words) s relatively straightforward. Obtaining
the figures on word usage from a corpus is a matter of using the tools which form

patt of the software packages which vary from corpus to corpus: for example the fieg
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command in CHILDES (MacWhinney, 2000a, 2000b), cr saving Frequency Tables
from the program SARA for the British National Corpus (BNC, 1994). Details of the
relevant software tools can be obtained from the references listed, and details of the

corpora themselves and the data obtained from them will be found in the relevant
chapters of this thesis.

Inferential statistics ate also important to the argument of this thesis.

The two main tools of inferential statistics used in this thesis are the Xtest for
differenc= hetween means (used in Chapter Six), and Analysis of Varance (ANOVA,
used in Chapters Five and Six). The first of these is appropriately used to determine
whether the difference between the mean scores of two groups can reasonably be
attributed to chance, and the second extends this to three or more groups (and gives

equivalent results to the »test when applied to two groups).

These tests give the probability p that a difference between means is due to chance. It
is customary to reject the null-hypothesis (that there is no difference between means)
if p falls below 0.05.

However, it must be bomn in mind that when many tests are performed this level will
result in 5 false positives for every 100 tests. It is worth noting, too, that there is
nothing magical about 0.05 — its choice is simply 2 convention — a p value of 0.051
and one of 0.042 fall on either side of this conventional limit, but there is in truth no
great difference between them.

It has been noted that inferential statistics are being used less often in Science

Education Research (White, 1997) as qualitative studies have become more popular.

This may be due partially to the difficulty in interpreting their results: the bare fact
that a difference is unlikely to be due to chance » not 2 particulatly informative result.
One is far more interested in explaining what a difference is due to. For this one
needs an explanatory model: typically this has been that some expetimental
intetrvention (application of fertiliser on this crop but not that ctop in agricultural
studies; or use of a new teaching technique on this class as opposed to 2 standard
teaching technique with that class in educational studies) has caused the difference.
One can then argue that since the difference is unlikely to be due to chance, it should

be exphined by the expetimental intervention. However, if one does not have 2 causal
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model, the mere fact of the presence of a statistically significant difference between
group means is not very helpful

Furthermore, statistical significance and practical significance are quite different
matters. Particularly for large groups, very small effects of expetimental treatments
can be detected. A difference of 0.4 marks out of 100 between two groups’ mean test
results may well be highly statistically significant, but of little or no practical

consequence.

Given that there are problems with false positives when many tests ate performed
{exacerbated by the tendency to not publish negative results), that results require
interpretation in the light of an explanatory model, and that statistical significance
does not always correspond to practical significance one mmght well ask why these
techniques should be used at all (Carver, 1978).

However, this would be an over-reaction. Even apart from their other uses, statistical
tests serve as one way to avoid self-deceit. It is a simple fact of expedence that
stadents vary: if the differences between groups are no greater than would be

expected due to random assignment of students to groups, then it is as well to be

aware of this.

As well, where an explanatory model is available, and wher> the difference between
means is cleady of practical significance, and where the p value is significant or highly
signiftcant (<0.001 for example), and this difference is consistent with the explanatory

model, then this constitutes supportive evidence.

In particular, when only ordinal ratings are required (as is the case in considering
ptototype effects) “rull hypothesis testing is an optimal method for demonstrating
sufficient evidence for an ordinal claim.” (Frick, 1996, p. 379)

As well as descriptive and inferential statistics, two exploratory miethods of

quantitative data analysis arc also employed in this thesis: these are cluster analysis and

factor analysis.

Cluster analysis (Everitt, 1988) is a technique used to produce classifications from

initially unclassified data. As such it iy clearly appropriate to classifying the
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components of the concept of forwy, as reflected in responses to a questionnaire, in

Study One of Chapter Six. However (Eventt, 1988, p. 604):

Thete are many problems associated with using cluster analysis techniques in
practice, of which perhaps the most difficult is the assessment of the stability and
validity of the clusters found by the numerical technique used. This presents a
problem primarily because most (prebably all) cluster anatysis methods will give
clusters even when applied to data sets containing no cluster structure.

Hence, the use of cluster analysis is restricted to the role of corroborative evidence
when it is used in this thesis. That is to say, the similarity of the “cluster tree” to the
results of eatlier discussion is noted as additional evidence for the validity of the
analysis, and the resulting groupings are then subjected to further tests. (The details
can be found in Stndy One, Part One of Chapter Six.)

Factor analysis (ICline, 1994; Speatritt, 1988) 1s used to represent the relationships
between a set of variables using a smaller set of inferred variables. It is used in Study
One, Part Three of Chapter Six to point out a limitation in the construction of the
questionnaire which was used, rather than as a direct c-~*~hution to the investigation

of the topic of the thesis. The details can be found in the relevant section.

Multiple choice test instruments

As mentioned earlier, multiple choice tests were used in this investigation. These have
many advantages and ate widely used because of these. In contrast to the intensive
labour involved in transcription and interpretation of discourse, they can be scored
easily and quickly, yet can be written to test many different facets of a student’s
understanding. Instrumenrts can be written that test factual recall, higher order
reasoning abilities and, as here, typical student misconceptions. Instruments like the
-8 In this investigation use test-time efficiently, allowing topics to be covered in

some depth. As well, because of their extensive use, their level of difficulty is known.

However, multiple choice tests have received much criticism. For example, it is clear
that when teachers and students expect assessment to be mainly multiple choice this
may lead to ‘multiple choice teaching’ (Smith, 1991, p. 10 quoted in Bennet, 1993, p.
18). As well, because it is difficult to create items that test higher order skills there is a

tendency for many multiple choice tests to consist of items that test factual recall
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Thete is also the issue of test-wise students (Holland & Wainer, 1993; Mehtens &
Lehmann, 1984, pp. 156-157). Thete may also be a bias against women students when
testing is restricted to multiple choice items (Bennet, 1993, p. 19). While these are all
important issues, they are not relevant to this investigation: the FCT was not used for
course assessment purposes, and students were aware that although their tests would

be marked, the result would not affect their course marks.

Indeed, partly to emphasise the difference between the FCI and standard classroom
tests an unusual marking scheme was utilised, which might be called a probability
format. The use of this sort of system is discussed in detail in Taylor and Gardner

(1999) and a buef justification of its use in this investigation is given below.

Probability formats and marking schemes

It is often the case that students know enough to be able to eliminate from
consideration several multiple choice options in a test question, without knowing
enough to be certain as to which of the remainder is the correct answer. Matking

schemes have been developed which give credit for this partial knowledge.

Developers of such schemes initially assumed that it would be necessary to come up
with some way to motivate students to get them to admit to possessing only partial

knowledge. It was assumed that:

In order to be able to measure these degree-of-belief probabilities in an
educational environment, it is necessary to have a scoring system designed in a
special manner that guarantees that any student, at whatever level of knowledge or
skill, can maximise his expected score if and only if he honestly refiects his
degree-of-belief probablities. (Shuford, 1966, p. 126, quoted in Hutchinson, 1991,
p-86)

In order to achieve this, mathematical models were developed that awarded higher
marks for answers where the subjective probability (the student’s own assessment of
the probability) of an answer being correct matched the objective probability (defined
as the frequency of correct answers to the total number of answers for questibns ofa
given subjective probability) of its being correct (de Finetti, 1972; Hendrickson &
Buehler, 1971). Although by using these mathematical models a number of marking
schemes were devised which could be shown rewarded students whose subjective
probabilities matched objective probabiliies (Savage, 1971), these schemes had the
disadvantages of being comgplicated to score, and requiring pre-training in the format

for the students. But students, even after some training with such a test format, wete
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not using it appropriately (Koehler, 1974). The scheme: were simply too
cumbersome. They also confounded test scores with personality dimensions, because

certain personalities tend to unwarranted confidence (Hansen, 1971; Jacobs, 1971).

An alternative approach to eliciting partial knowledge was taken by Rowell, Dawson
and Madsen (1993). They had students rate each of the possible choices for an answe:
to a multiple choice question on a Likert Scale. The choices offered the students were:
definitely correct, probably correct, maybe correct, probably incorrect or definitely

mcortect.

On the onc hand, the use of Likert scales in rating answers was not new, since similat
proposals had been put forward in education since at least the 1960s, (eg. Michael,
1968; Rippey, 1968; Rippey, 1970). These are reviewed in Hutchinson (1991). There
are even earlier versions of this proposal in psychophysical work (cg. Hollingworth,
1913). However, the emphasis of Rowell, Dawson and Madsen was different because

they aimed at obtaining insight into student conceptualisations rather than focussing

on assessment,

In their work with year 10 students Rowell et al. (1993) provided evidence that using
Likert scales to rate multiple choice answers provided additional insights into student

(mis)understanding.

However, there is a problem with interpreting student answers on a Likert scale. At
least some students answer inconsistently. For an example consider the set of
responses to one question illustrated in Rowell et al.’s ariicle (1993, Fig, 4, p. 65). This
indicates that out of 26 students, 17 described one answeax as definitely correct and 15
descobed another answer as probably correct. Since the answers were mraually
exclusive this indicates that at least 6 (Le. 17 + 15 - 26) students inconsistently rated
one answer to a question “definitely correct” and a different answer to the same
question as “probably correct”. Obviously, if one of a set of mutally exclusive

answers is definitely correct, then the others would be definitely incosrect.

There are, then, problems associai >d with interpreting verbal statements of probability
as used in these Likert scales. That this is the case is confitrned by Prun and Teigen
(1988, p. 390), for example, who found that ‘different contexts influence the

interpretation of probability terms.’
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To overcome this problem a simple modification of multiple choice answeting was
used in the research described in this thesis: each question was worth 10 marks, but
these marks could be disttibuted amongst the answets. The score out of 10 for each
question was the number of marks assigned to the correct answer. The instructions
provided to students are given in Appendix B. Clearly if one answer was believed
defisitely correct, then it would receive all 10 marks, and no marks could be assigned

to other answers, ensuring consistency in interpretztion.

Students had no difficulty in using this scheme, perhaps because of their familiarity
with the idea of 2 “mark out of 10.” Taylor and Gardner (1999) show that while this
marking scheme provides additional information on student misconceptions for
particular questions, it nevertheless gives total test scores equivalent to the scores
obtained by students who use the standard method of answering Multiple Choice
Tests.

Discourse Analysis

Answering the FCI individually, and using the unusual answering method described
above, also provided the basis for the discussions which took place the following day,
whete students worked in groups to answer the same questions. It was these

conversations that were transcribed and analysed using the techniques of discourse

analysis.

Level of detail in transeriptions

It is often the practice of educational researchers dealing with transcrptions of
student discussions to tidy them up by eliminating pauses, hesitation phenomena
(“ums™ and “ahs™), repetitions, correcting grammatical mistakes and so on. For many
purposes this is necessary: whete the focus is on the content of what is said, the
incoherencies of spoken discourse are merely distractions. If we as readers are trying
to get at the gist of what is being said by the students, these things get in the way, and
we are grateful that they have been cleared up by the author before presenting them

to us.

However, in the transcripts used in the following chapters all four of these — pauses,
hesitations, repetitions and ungrammatical utterances — are recorded. This is done
because, amongst other reasons, pauses and hesitations give clues to the structuring of

knowledge into ‘episodes’ (Emmott, 1997) in the minds of students, repetitions give a
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clue to what students are attending to (Chafe, 1980; Chafe, 1976), and, finally, the
exact form of words may give 2 clue to just how concepts are conceived by students.
It is clearly grammatical to say “a force is exerted on a ball”” and not grammatical to
say “a force is given to a ball,” so that, particularly when dealing with discourse by
ESL students, one is tempted to silently correct the latter. However, these phrases
may be indicative of different views of the meaning of ‘force” force as interaction,
versus force as transferable property, for example. For all of these reasons then, in
this thesis the transcriptions will be more detailed than is usually the case in science
education research, while not as detailed as might be encountered in linguistically
oriented research where exact phonetic transcriptions of accent, voice quality,

laughter, ovetlap, and so on may well be recorded.

Tone gronps

Researchers into discourse state that when speakers communicate they package
individual ‘pieces’ of information into what have been called ‘tone groups’ (Chafe,
1980, 1995; Halliday, 1985). Because these tone groups will also represent the way
students package their knowledge of physics m their discussions, the transcripts in this

thesis attempt to identify them, and put each on a separate line.

When one person 1s speaking at 2 time it can be straightforward to identify the tone
groups by physical roeans: the pitch reaches a high at the tone centre (the first new
information) and then follows a gradually decreasing curve, until the next tone group
begins. (An example of the pitch contour of a tone group is shown in Figure 5. It was
obtained by digitising the audiotape and processing it with the program Speech
Analyzer from the Summer Institute of Linguistics (SIL, 2001). Details of the theoty
of acoustic phonetics, and the significanze of fundamental formant traces can be
found in Fry (1979).) Although the pitch curve is not completely smooth the pattern
is clear enough. Varation is due to such factors as: ‘content’ words have theit own
distributions of stress (or accent) superimposed upon the overall pattern; and, low
information words typically receive low stress, so where they occur the pitch drops.

By ‘low-information words’ is meant

¢ function words like the articles, the conjunctions, and auxiliary verbs, such as

‘is” and ‘have,” which are required by grammar, but without which the content
of a message would still be cleat, although expressed pethaps i an unnatural
telegraphic style.
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¢ words which refer to things already mentioned: for example pronouns,
indications of assent, and polite echoes of what has alteady been said.
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Figure 5: Characteristic pitch contour for a tone group.
The wortds are approximately synchronised with the

pitch contour below.

The example in Figure 5 is from the beginning of Group 97 5-3’s discussion of
question 22 (see Appendix 1), where Male Speaker 1 (MS1) is describiing the question
before the group discussion proper begins. A clear and regular drop in pitch after the

fizst content word (“golf”) is easily seen.

However, once a lively conversation starts to take place it becomes far more difficult

to isolate tone groups by physical means (see Figure 6). Furthermore, the process is

time consuming,

%
Figure 6: Pitch contours of an exchange between MS1 f
and MS4. '
Fortunately, ue the light of these difficulties, it is reasonably easy to analyse the
discussions into tone groups by attending to the information structure and grammar. i
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Slight pauses, intonational patterns, and the introduction of new information are

typically good clues as to where tone groups are, and it is therefore on this basis, not

acoustically, that the transcriptions wete divided into tone groups.

Summing up this section: it must be born in mind that while the transcripts are more
detailed than have been typically used in Science Education Research in the past, they
nevertheless suffer from some limitations: they are not as detailed as might be
required for a study directed to their examination as discourse phenomena per s; as

well, the tone groups were determined without examining pitch contours.

Conclusion
This thests addresses a topic which does not fit neatly into a single disciplinary area,
and so needs to draw upon methods used in the areas of Educational, Psychological,

and Linguistic Research. It features a triangulated research design which uses a
variety of data and analytical techniques that offer different approaches to the same

research question.
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Chapter Four

Concepts in physics education research

Introduction

The topic of ‘concepts’ has been widely discussed in science education research over
at Jeast the last thirty years. However, within this field the properties of the ‘concepts’
themselves have not been investigated. 1n so far as there has been any consistency in
the theoretical underpinnings of the idea of a concept, it has been consistently,
traditional, indeed Adstotelian, notions of concepts that have been assumed.
However, modern linguistic investigations of concepts have shown that they exhibit
prototype structure and graded membership. To investigate the applicability of this
wotk within science education, a2 number of research papers were examined to
determine the actual usage of the word ‘concept’ In spite of the Aristotelian
assumptions behind the explicit discussion of the terminology of ‘concept’, the actual
usage pattern for the word reflected a prototype structure. Hence, it is argued that the
definition of concept used in linguistics should be adopted. Not only does this
provide greater precision in discussing student understanding, but it also aids in
making sense of the way the word ‘concept’ has been used in science education

reseatrch.

The concept of ‘concept’ in science education research

When discussing, above, the issues of terminology used in science education research
it was obvious that there was little agreement as to how ‘concept’ should be defined.
However, definitions are not the only method of access to concepts. Taking seriously
the linguistic notion that any concept is related to classification entails that one can

also access the concept of ‘concept’ by looking at what is classified as such.

Dictionary makers need to examine the usage of words in context in order to discover
and characterise the range of meanings they may have. In order to do this large
collections of text have been created, called language corpora. These are often made
available for use by researchers. One corpus which is available in this way is the
British National Corpus. Using this it was possible to examine the usage of the word
‘concept’ in a representative sample of naturally occutring utterances. Using a sample
size of 250 utterances, I counted the number of words which were used to describe

what was labelled as a concept. From the results, shown in Figure 7, one can see that
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concept Is tost often used to refer to ideas that can be characterised by a single word. 7
k Examples of the utterances analysed can be seen in Table 3. :
:
40%
2 30%
N "6
o 20%
.;: n . '
i g 1%
a 5% il
0% , 1 BB _mR |
; 1 2 3 4 35 6 1T 8 9 10+
word word word word word word word word word word :
Number of words used fo identify the concept
Figure 7: The usage of the word ‘concept’ in general b
] discourse
Table 4: Mustrative utterances from the British National
Corpus showing the usage of the word concepr.
Number of words ~ Sample utterances
. 1 word His current work on the concept of flow with Thom and Deleuze...
] ...stressing the need to define the concept of work...
5 ...understanding of the elusive concept of “literature”. |
2 words ...concept of home-ownership.
In “The Hollow Men”, the concept of wandeting souls would link. .. 4
3 words We are implacably opposed to the concept of payment to climb.
...palaces, value for money is a concept which cannot be satisfactorly... 1
4 words "This appears to make the concept of locally-availablc core services a... :
The concept of loss of self-control has received little close attention...
5 words however difficult it snay be to attach a precise concept to a “general rise” in
‘._:'; ptices.
( ‘The concept of a minister having Cabinet rank - and therefore implicitly... 3
This data is consistent with the meai: vy of a single word being the prototype for the |
1 concept concept in general use, It romaiss a question as to how the word is used in its
.III':' .
1 technical sense.
14
1 Using the Natural Semantic Metalanguage, one can attempt to characterise the
g meaning of ‘concept’ in its general use as follows:
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X is a concept

X is something people think. i
When people hear a word people think of 2
something.

X is something like this. 3

The idea of such a definition is to use the restricted defining vocabulary of the
Natural Semantic Metalanguage to avoid circulanity of definition. However, because
of the very limited vocabulary, NSM definitions can give the impression of being
oversimplified. Nevertheless, if one examines the definition given above one can see
that it could be reworded using a larger vocabulaty, so as to avoid this impression.
The first line of the definidon (1) indicates that a concept is not a physical, but a
mental entity. Line 2 desctibes the prototype upon which the definition is based. Line
3 indicates that things are called concepts if they are similar to the mental entities
which are called to mind when one hears a word. The use of the word ‘people’ rathci
than ‘someone’ in the definition is necessaty to bring out the social nature of wors
meanings: particular individuals may well have their own idiosyncratic associations
which are called up upon hearing a word, but these are not what we would call
concepts. Although, therefore, one could rephrase the definition along the lines of “a
concept is a mental entity similar to the mental entities brought to mind when people
use a word,” the conciseness of the rephrased definition, and its more adult tone, aze
at the expense of using words of greater complexity than necessary, and this aiso

introduces the risk of circularity of definition.

For comparison the Oxford English Dictionaty defines concept as follows (ignoring

the obsolete usage which it lists as meaning 1):

2. a. Logic and Pkilos. The product of the faculty of conception; an idea of a
class of objects, a general notion or idea.
b, Hence in weakened use, a general notion or idea, esp. in the context of
marketing and design; a ‘theme’, a set of matching or co-ordinated items, of e.g.
furniture, designed to be sold together. Chiefly advertisers' jargon.

The circularity of defining ‘concept’ in terms of ‘conception’ is apparent. Defining it
using the terms ‘idea’ or ‘notion’ at first seems o avoid citcularity: undl, that is, one
consults the definitions of these terms only to discover that they are defined using the

term ‘concept’.
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If one, therefore, accepts the NSM definition as a characterisation of the meaning of
the word concept in general usage, the question arises as to whether the usage of this
word in science education research is similar or different. To determine this within the
geitre of science education research involves assembling a corpus of textual material
and examining those things within the corpus that are explicitly referred to as
concepts. There ate two aspects to this: some papers will provide explicit definitions

of the word concept, and others will simply illustrate its meaning implicitly.

Esplicit definitions

Much research has already been done in identifying what students already know (or
what they think they know) and there is a vast literature on student conceptions (for
details see e.g. Pfundt & Dhuit, 1994) . One could question what more of value there is

to be done.

Investigations have been conducted into how students make sense of what they are
taught in science classes (Driver et al,, 1995), their mental models {(e.g. Gentner &
Stevens, 1983; Johnson-Laird, 1983), and their beliefs {(e.g. Dawson & Rowell, 1990;
Gauld, 1987; Gunstone et al., 1989; Keil, 1991; Koballa, 1989). Researchers have
investigated the process of change in conceptions (e.g. Po;ner et al, 1982), and
methods for getting students to abandon non-scientific conceptions (reviewed in

Scott et al., 1992).

What they have not done, by and large, is investigate students’ concepts per se. This is
in spite of the use of the word concept in the titles of many ardcles (e.g. Dekkers &
Thys, 1998; Domenech, Casasus, & Domenech, 1993; Domin, 1996; Evrard, Huynen,
& Borght, 1998; Gabli & Kaplan, 1996; Grayson, 1994; Greca & Motreira, 1997,
Heinze-Fry & Novak, 1990; Heller & Huffman, 1995; Hestenes & Halloun, 1995;
Hestenes et al, 1992; Huffman & Heller, 1995; Langford, 1987; Leonard, Gerace,
Dufresne, & Mestre, 1994; Pankratius, 1990; Pines & Leith, 1981; Roth, 1993, 1994;
Ruiz-Primo & Shavelson, 1996; Stavy & Betkovitz, 1980; Tomkvist, Petterson, &
Transtromer, 1993; Trowbridge & McDermott, 1980, 1981; Wrobel, 1994). Clearly,
what is at stake hete, when it is claimed that few of these writers have actually
investigated ‘concepts’ is at one lcvel a question of terminology. However, it will be
argued that more than this is at stake. The argument that will be made below has two
patts. Firstly, it will be argued that the idea of a ‘concept’ in science education research

has been theotised loosely: furthermore, the definitions put forward by different

85




A
frics
5
%9
14
.
3
L}
]
3 -
£
S
R
g
SR,
()
4
i
_‘!l
Y
g
a2
&
‘}'"
Fi3
é‘-.
.
pr
b2

33
L

]

) S

authors do not agree. Secondly, it will be argued that in spite of the various definitions
of concept provided by different authors, that the wotd can nevertheless be seen to be
used consistently. The idea of prototypes not only enables one to make sense of data
that has been collected about colour terms, and words like bitd, it is also useful in
making sense of the way the word ‘concept’ has itself been used in science education
research. In Chaptets Four and Five of this thesis, the idea of prototypes will also be
used to provide greater precision in discussing student understanding of physics

concepts.

Implicit illustrations of the mieaning of ‘concep?’

Journal papers with the word ‘concept’ somewhere in the title (including cases where
it was part of a word, as in ‘misconception’) were used in this study, as it scemed likely
these papers would explicitly label things as ‘concept’ within the body of the text.
Twenty-five of these papers were examined (Pfundt & Duwt, 1994, lists 804 such
papers altogether). Of these twenty-five papers, six were from The International Jonrnal
of Science Education, five from Scence Education, four from Journal of Research in Science
Teaching, two cach from the American Journal of Physics and Studres in Science Education,
and the remainder from other sources. While this is clearly not a random sample from
the population of science education papets, the purpose of the investigation was not
to form a statistical characterization of this population, but rather to determine how
the word ‘concept’ could be used. For this purpose, the sample chosen proved

serviceable.

For each paper all those things that were judged to be explicitly referred to as
concepts were recorded, together with sufficient context to indicate why this
judgment was made. Where there is no context indicated, an ellipsis generally

indicates a phrase like “the concept of”. The results are shown in Table 5.

It is appatent that the vast majority of things referred to as ‘concepts’ were
represented by single words (such as ‘animal’, ‘force’ or ‘time’), consistent with the
position of Carey (1991) and of Dykstra (1992), mentioned above, p. 13. A smaller
number were represented by two words (for example ‘chemical reaction’, ‘potential
difference’). There wete also examples composed of a short phrase (for example
“force as an innate or acquired property”), and examples of statements, or
propositions, referred to as concepts (e.g. “Weight is determined by the measuring

method, including what one’s own body feels”). These latter are obviously
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inconsistent with the position of Carey and Dykstra if one takes the concept wnap? to
be classical. However, if one accepts that comeepr itself has a prototype and graded
membership then the evidence falls into place.

Examining the use of these different examples one can see that all the listed authors,
with the exception of Greeno (in this particular article: 1983), use ‘concept’ to refer to
‘single-word-concepts’. It seems that the prototype for the concept wmegps is a mental
construct which can be natned with a single word. Other uses are poorer examples:
for example, concepts formed by restricting the meaning of one word either by
another modifying wotd before it (an electric current is a particular type of current),
or by a modifying phrase following it (as in “a table as a rigid body”). Further
elaboration results in short sentences (for example one could have written with little
difference in meaning “a table is a rigid body”, in the same way as what was written as
“Weight is established by Newton’s Law of Gravitation” could have been “weight as
established by Newton's Law of Gravitation”). Similatly as one progresses from
simple wotds to sentences one sees a progression from simple adjacency as in “the
concept gravity” to use of the preposition “of” as in “the concept of force as...” to
the use of the preposition “about” as in “the concepts about free fall and gravity”.
Personally, I find the first two usages perfectly acceptable, but find the third less so,
again reflecting the prototype structure of the concept comceps.

Table 5: Details of all the things explicitly referred to as
concepts in a sample of 25 papers.

Details Reference

...animal, ... plant, ..living, ...force, ...fricton, (Ameh & Gunstone, 1985,
...gravity, ...electric current, ...light, ...chemical p.151)

reaction. ..

... weight (Bar, Zinn, Goldmuntz, &
...heaviness ot lightness as a property of objects Sneider, 1994, p. 149)
Scientific Concepts: (Table 1 Bar et al., 1994, p.
Weight is established by Newton’s Law of 150)

Gravitation

...{and other statements}

Everyday Concepts:

Weight is determined by the measuring method,

including what one’s own body feels.

...{and other statements}

...the concept of force as an innate or acquired (Brown, 1992, p.25)
propetty

...a change in their concept of a table as a rigid object (Brown, 1994, p. 209)
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...mass, acceleration, momentum, charge, energy,
potential difference, torque
...scope... force

. concepts of evolution... scientific concept...
everyday concepts... pror concepts... long-held
concepts... alien concepts
“...To see through all things is the same as not to
see”... This is a difficult concept for the scientifically

] ...literacy '
e ...the concept about electric cutrent...
...force

...Interaction

25 e R

...force

...living thing

...force...mammal

...bird... bachelor... force... number

...force...  number...  animal...  velodity...

L ST S e e e e S e

acceleration
...the concept of spatially-localized and permanently
existing entities. ..
...the concept of object permanence...
...force... acceleration
K ...dog... force... number
i ...wotk. .. energy
E
...volume. .. density
! ...mass, volume, density... particulate nature of
i matter... speed

£ ...energy

(Clement, 1982)

Details Reference
to the table as a kind of spring
...space...time (Brouwer, 1984, p. 602)
...density, heat...temperature (Brouwer, 1984, p. 603)
The banking concept of science teaching
...a physical object {Carey, 1991)
...object, matter, weight
direct cuzrent concepts (Chambers & Andre, 1997,
electrical concepts p. 107)
science concepts (Chambers & Andre, 1997,
p. 110)

(Cobern, 1996, p.579)
(Cobern, 1996, p. 583)

(Cobern, 1996, p. 585)

(Cobern, 1996, p. 586)
(Cobern, 1996, p. 595)
(Dekkers & Thijs, 1998, p.
31)

(Dekkers & Thijs, 1998, p.
43)

(di Sessa & Sherin, 1998, p.
1156)

(dt Sessa & Sherin, 1998, p.
1159)

(di Sessa & Sherin, 1998, p.
1161)

(di Sessa & Sherin, 1998,
1164)

(di Sessa & Sherin, 1998, p.
11606)

(di Sessa & Sherin, 1998,
p.1173)

(i Sessa & Sherin, 1998,
p.1175)

(di Sessa & Sherin, 1998, p.
1187)

(Domenech et al,, 19¢3)
(Drmer & Erickson, 1983, p.
45)

(Driver & Erickson, 1983, p.
52)

(Drver & Erickson, 1983, p.
53)

(Dhit, 1993, p. 15)

b {Artificial concept invented for the purpose of (Dunn, 1983, p. 648)

88




Details Reference

research. }
...insect 3
...veloaity, acceleration. .. force (Dykstea Jr., 1992, p. 42) 1
...position... instantaneous velocity... acceleration... (Graham & Berry, 1996, p.
momentum 75)
...energy... current (Grayson, 1994, p. 2)
...constant voltage. . .constant current (Grayson, 1994, p. 3)
... momentum... force... energy (Grayson, 1994, p. 5)
...abstract concepts such as conversion of (Greeno, 1983, p.240) :
momentum,.,.
...electromagnetic field. .. field (Greca & Moreira, 1997, p.
712)
...atom. .. molecule (Guffiths & Preston, 1992,
p. 611)
...chemical bonding, chemical reactions, ions...states (Gnffiths & Preston, 1992,
of matter p- 612)
...force... motion (Gunstone, Champagne, &
Klopfer, 1981, p. 27)
...density (Gunstone et al., 1981, p. 31)
Concept: (Entries in one column of
1. Whatis a force? the table in Appendix I of
2. General idea of force as a push or pull. Gunstone, Gray, & Seatle,
3. Directionality is important. 1992, p. 191)
{and further statenients}
...movement, force. .. energy (Gutierrez & Ogborn, 1992,
p- 209)
...a model of Linear Causal Reasoning... The (Gutierrez & Ogborn, 1992,
concept of Linear Causal Reasoning p- 216)
...gravity, balanced forces. .. projectile motion (Guzzetti, Williams, Skeels,

& W, 1997, p. 706)
...counterintuitive concepts about free fall and gravity  (Guzzetti et al,, 1997, p. 707)
Although Wayne had defined inertia i a lecture, (Guzzettietal, 1997, p. 713)
several students were also unfamiliar with the term 3
and/or the concept. |

In summary, an analysis of the way the word ‘concept’ is used in science education
tesearch literature accords with its usage in everyday contexts better than it accords
with any one author’s explicit descriptions of concepts. Furthermore, both the general
usage, and the usage in science education research papers illustrate that the concept
coneept has a prototype structure with graded membership. In fact, the evidence
gathered in this chapter suggests that the word “concept’ is used in ‘science education
research literature with much the same meaning as it is used in general contexts,

irrespective of the theoretical accounts discussed in Chapter Two.
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The usefulness of prototype theory has been established in this chapter in discussing
the terms used by science education researchers. The next chapter looks at a concept

which plays an important role in science education itself: acceleration.
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Chapter Five

An investigation of the structure of the concept of acceleration

Technical concepts

Some might agree that. the use of the word ‘concept’ does in fact show that it has a
prototype structure, but still disagree about the applicability of prototype structure to
technical concepts like aceeleration. DiSessa and Sherin, for example, are willing to
concede that the prototype account of concepts works well for lifeworld categories like
bird and bachelor but claim that it is a prima facie absurdity to apply this to technical
concepts like force and number (di Sessa & Sherin, 1998, p. 1164).

Just as Rosch and others discovered in the 1970s that concepts like bind, or_furmiture or
animal did not cleatly delineate classes of objects in the real world, in so far as their
informants would classify certain instances of these classes as better and others as
worse examples, so later researchers discovered that the same conceptual structure of
prototype and marginal cases applied to such apparently unlikely cases as odd numbers,
where 3 and 7 are prototypical examples and numbers like 23, 57 and 447 are
successively less good examples (Armstrong, Gleitman, & Gleitman, 1983). Given that
an odd number is defined mathematically, Armstrong interpreted this result as showing
that concepts do not in fact have a prototype structure: that the typicality ratings are
simply 2 by-product of the routines our brain uses to identify instances of a concept.
But this argument does not affect the importance of prototypes for science education:
whether or not technical concepts are completely clear-cut (as the concept edd-number
presumably is) the fact that we find a prototype structure and graded membership
within them 1s irrefutable. Given firstly that some concepts are vague (like ba/d) and,
secondly, that some are clear cut (like odd-mumber) and, thirdly, the evidence for the
prototype structure of the concept mncept, one can conclude that clear-cut categories
are simply one sort of concept. Although there are different sorts of concept, the
human mind nevertheless seems to deal with ail of them in a similar way: initially
building upon a foundatdon of a prototype and only later clarifying the boundaries

which separate examples from non-examples.

This can be seen to be the case if one looks at another technical concept: aaekration,
the rate of change of velocity. Acceleration is not, by and large, a word in everyday use.

People would normally encounter it often only in restricted contexts.
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Evidence for this can be seen in the results of two large-scale projects caried out to
determine word frequency, one in the USA and another in Britain. Each of these took
five hundred extracts, each of 2000 words, from texts selected from fifteen genres. The
word ‘acceleration’ occurred in each of these million word samples of written text both
infrequently and in restricted contexts. It was present only four dmes in British texts
(Johansson & Hofland, 1989) and nineteen tiznes in US texts (Francis & Kucera, 1982).
It was present in only two out of fifteen gesnires in the British sample, and in four out of
the fifteen genres in the US sample. In fact, the US figures overestimate the frequency
with which the wotd ‘acceleration’ is used, as one of the articles selected for the corpus

happened to be about accelerometers.

Furthet evidence can be seen by consulting linguistic corpora. These are very large
computerized databzses of text samples which can be searched in a variety of ways.
The COBUILD corpus, for example had (at the time this chapter was written) 137

instances o: the word ‘acceleration’ in at.

Further evidence can be scen by consulting corpora such as that of COBUILD (2000).
This consists of a large computerized database of texts that can be searched
conveniently, When using the corpus of texts one supplies the word for which one is
searching and receives a list of extracts from the corpus, each centered around the

word of interest. The COBUILD corpus contains:

¢ American hooks, ephemera and radio (nine million words)
¢ DBntish transcribed speech {ten million words)

¢ DButsh books, ephemera, radio, newspapers, magazines (twenty-six million
words)

In this total of 45 million words of text, ‘acceleration’ occurs only 137 times. Roughly
40% of these uses are in the context of cats (e.g. “...gives a top speed of 130mph and
acceleration to 62 mph in 8.5 seconds.”), 20% are in the context of politics (e.g.
“...freedom movement also produced an acceleration in militancy.”), 10% in the
context of sport (“... from short range, and excellent acceleration by Amold produced
a try.”) with the remainder harder to classify (e.g. “...and tomorrow — thoughtless
acceleratioﬁ, unrestrained speed.”). In each casx;, it should be noted, the sense is go faster
where some of the usages (in politics, for example) are metaphotic (the “militancy”

doesn’t actually “go” anywhere).
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In so far as ‘acceleration’ is an abstract, formal term and, as Wietzbicka (1985) notes,
formal abstract terrus are generally easier to define than concrete ones like ‘cat’, it

seems to be an excellent test case for applying the Natural Semantic Metalanguage.

To get an idea of how the NSM deals with definitions, one can first attempt a
definition of ‘fast”

Something is fast =

Something can move from some place to a far place
in a short tme.

Each of the “words” in the above definition is taken to represent an innate concept.
(The scare quotes around “word” are there because the innate concept of 4 shor? fime is

represented in English with a short phrase.)

One can then attempt a definiion of ‘acceleratiorn’ as it is used in the quotations
represented above. (The line numbers do not form part of the definition, but are

inchaded for eass of reference in the following discussion.)

Acceleration =
Something that happens like this:

Something cannot move from some place to a far place in 2
short time.

After a short time it can move from some place to a far place in
a short time.

This NSM definition descrbes the lifeworld usage of the word ‘acceleration:’ that is to
say, the meaning of ‘acceleration’ which students will bring with them to the classtoom.
Loosely, what we call acceleration is the process (Le. “something that happens”, line 1)
of something rapidly changing (“After a short time...”, line 3) from going slowly (line
2) to going fast (line 3). This definition can, of course, be criticized. For example: it
does not explicitly say that we can speak of acceleration even when something is moving
fast already. However, in defence of this definition, the situation of accelerating, when
already moving quickly, falls under the rubric of “like this” (line 1). Accelerating when

already moving quickly is /ike accelerating from slow movement to fast movement. The
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key point to be made is that it is possible to define the everyday, lifewotld meaning of
acceleration non-technically and without circulanty.

Given that the idea of acceleration is infrequently referred to in everyday life, and yet is
a key concept in Newtonian physics, it is clearly a technical term. A second
investigation was therefore carried cut. Its purpose was to determine if the technical

concept ‘acceleration’ had graded membership, and whether it possessed a prototype.

It was hypothesized that situations falling under the technical definition of aavkration
would be rated consistently as better or worse examples of acceleration. It was further
hypothesized that there would be a prototype which all would accept as acweleration,
while less good instances would be rated sometimes as examples and sometimes as

non-examples of acceleration.

Method

Subfects

Sixty-four students in intact Physics classes participated. They were students at a senior
secondary college for international students in Melbourne, Australia. Apart from
English, almost all of these students spoke at lezst one other language, mainly Chinese
(Mandarin, Hokkien or Cantonese), Indonesian or Malaysian. The students had 2l

completed units on kinematics and Newtonian mechanics.

Pilot study

Eighteen of these students in one Physics class participated in an informal pilot study.

The pilot study was to determine whether there was any prima face evidence to indicate
that it might be worth investigating if the concept acceeration had a prototype structure.
The students in one class were simply asked to put up their hands to vote for the best,
the average, and the worst examples of acceleration out of ‘getting faster’, ‘getting
slower” and ‘changing ditection’. The unaniinous response of this class was to classify
these as best, average and worst respectively. Clearly it seemed possible that this
concept had a prototype structure. However, there were some obvious problems with
this 2s evidence: the students could see each others responses and might be influenced
by peer pressure, the students might have been influenced by the order in which the
options were presented, and the students might have answered what they felt the

questioner wanted to hear.
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Questionnatre study

The investigation proper involved three different classes of students one week later.
They were asked to write out their answers to a questionnaire written on the
blackboard regarding the degree to which they felt that different situations of
acceleration were good or bad examples of accelersion. Forty-six students in three
different intact Physics classes answered this questionnaire. Putting one’s name on the

questionnaire was optional, and twenty-six students did so.

T questionnaire

This questionnaire was in two parts: the first part attempted to concretize the situations
by dealing with examples of the motion of a car. (The situations are given in table 2))
For each of these the students were asked to complete a scale from 0 to 10, with higher
scores indicating better examples of acceleration. The second part of the questionnaire
repeated the eatlier pilot study, but, instead of giving three types ot acceleration to
select from students weze told There are three types of acceleration. Please list them in
order from best to worst.” The intention here was to avoid giving the three types of

acceleration in any particular order.

Results

The ratings were analyzed to provide a summary of grouped frequency distributions,
histograms, and were also compared using ANOVA. For putposes of analysis the 11
possible scores were collapsed into five categories: 0 = non-example; 1-3 = poor; 4-6

= average; 7-10 = good; 10 = perfect. The results are shown in Table 6 and Figure 8.
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Table 6 Percentage of student classifications of different
situations as exemplifying ‘acccleration’, together with
mean and standard deviations of the ratings for cach
situation.

A car getting A car starting A car getting A car falling A car tuming A parked car.

faster from rest slower, after going 2 comer

when the over a cliff

lights go edge.

green.
Perfect 77 51 26 28 26 6
Example
Good = 13 23 38 34 13 11
Example
Average 4 15 28 21 32 1
Example
Poor Example 4 9 2 13 21 9
Not an 2 2 4 4 9 64
example
Total 100 100 100 100 100 100
Mean rating 9.2 8.0 7.3 5.7 7.0 22
Standard
Dewviation 2.1 2.9 2.7 3.4 3.0 34

“Figures shown in the columns do not sum to 100 because of rounding,

e

ol g
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Percentage of students who classify different situations as
examples of acceleration
(N= 47}

A parked car.

A carfurning a corner

A car falling after going over a

cliff edge.
60 .
540 A car getting slower,
Percentage :
9 {% & A car starting from rest when the
: . lights go green.
.
g =2 - A car getting faster
& o o
Tdfeg
$8 5 d §
g g °
$ & &
< B
-4
B A car getting faster WA car starting from rest when the lights go green.
O A car getting slower, L1A car falling after going over a cliff edge.
M A car turning a cormer B A parked car,

Figure 8: Ratings for situations involving acceleration

Although the second part of the questionnaire was intended to avoid ptesenting the

options in a particular order, the instruction’s wording (‘There are three types of
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acceleration. Please list them in order from best to worst.”) proved to be obscure to
students, and many responses were left blank, were uninterpretable, or went off in a
different direction ( eg. one response was ‘linear, gravity, centripetal’). As a result of

this, only 27 useful responses were obtained from 47 students.

These results are shown in Table 7, and Figure 11.

Table 7: Percentage of student classifications of different
situations as exemplifying ‘acceleration’.

Faster Slower Change Direction
Best 78 11 22
Average 19 63 15
Worst 4 22 63

Percentage of studenis who classify abstract situations as examples of acceleration.
{Ne27)

Parcentags

Figute 9: Comparison of ratings for three types of
acceleration.

While it is clear that there is considerable variation from the unanimity of response
obtained in the pilot investigation, it is also clear that the general picture remains the
same: students take ‘getting faster’ to be the best example, ot prototype, of
acceleration. Discussion with students showed that deceleration is accepted as an
example of acceleration on the basis that it is negative acceleration. Change of direction

is clearly a marginal example of acceleration for these students.
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Compating these results with those on the previous page one sees some commonalties,
and some surprises. As would be expected from the results in Table 2, the situation of
‘a car getting faster’ is clearly the best example for most students. ‘A car starting from
rest when the lights go green’ is less central an example, perhaps because the idea of
acceleration includes the component of increasing the quantity of speed, or perhaps
because the idea of acceleration is not clearly distinguished from that of velocity so a
car at test is harder to consider as accelerating. After these two situatons comes
slowing, classified as average or better by most students. The car going over a cliff and
falling and the car turning a comer both involve change of direction and students are
less certain over their classification, and finally most students consider a parked car a
non-example of acceleration. Those who do not considet it a non-example may think
of it as having an acceleration of zero, rather than not fitting into the category of
acceleration. Or, like those informants who classify bats as birds, they may have an

idiosyncratic definition.

In any case, the ratings provided by students for each situation were significantly
different from one sitvation to the other, but consistent across classes. These results

are cleazly statistically significant.

For both the studies whose results are reported in the tables above, comparing the
ratings of the different situations using ANOVA gives p < 0.0001 (Table 6: F,, = 5.37,
F=27.86. Table 7: F,, = 10.39, F = 21.75). Hence one can be confident that it is very
unlikely that the differences between the ratings of situations were due to chance.
Furthermore, there were no statistically significant differences between the ratings
provided by the three different classes surveyed. (ANOVA gives p values ranging
between 0.204 and 0.963, with the exception of the ratings of the parked car situation
where p is 0.079, approaching significance at the 0.05 level. Given the number of

comparisons made, this is likely due to chance.)

There is clearly a prototype structure to the concept of acceleration, and this is in spite

of the fact that this is a technical term that is encountered mainly in scientific contexts.

Historical analogues to conceptual development in learning science
It has been a standard approach in science education to compare students’ conceptual
development to the historical development of scientific theories during scientific

tevolutions (e.g. Hewson, 1981a, 1981b; Piaget, 1970; Posner et al, 1982). In some
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ways this has been a fruithul approach, suggesting useful ideas for research into aspects
of science education. However, critics have argued that there are important differences
between the conceptions that students exhibit and the conceptions put forward by
historical figures (Viennot, 1985). Scientific theories, too, are much more complex

entities than concepts.

An alternative model would be to compare student conceptual development with the
historical development of the senses of wotds, Changes in the senses of words come
from two main, often opposed, sources, “the effort of individual speakers to express
and communicate their thoughts” which drives speakers toward extending the usage of
the words and concepts they already possess, and the drive toward having one word,
one meaning (“the isomorphy principle”) (Geeraerts, 1997, p. 113). On this model,
while the genetalizing development in a concept such as acceleration (to cover all cases
of change of velocity, not just increase of speed) is motivated by students’ and
teachers’ efforts to communicate, the isomorphy principle explains some of the
difficulties students have. When they enter the classroom, students already have the
lifewozld concept of acceleration as increase of speed, but they also have concepts of
slowing and changing direction and words to express them. So, for example, “slow
down” and “decelerate”, and “change direction”, “change course” and “change tack”
ate all found in the COBUILD corpus with frequencies of the same order as

“acceleration”,

Students cannot be expected to simply adopt the physicist’s notion of acceleration
without a compelling reason. The reason for adopting the technical definttion of
acceleration is usually expressed in terms of all three situations (faster, slower, change
direction) falling under the single mathematical definition of the vector acceleration as

Av . o .
a= A Other reasons for grouping these situations together can be found in terms

of the relativity of frames of reference (Bowden et al., 1992).

However, when looked at abstractly, what is being asked of students is that they should
gtoup acceleration and deceleration under the single term acceleration: this is to put
together what are two opposites in lifeworld terminology. It is of the same order of
counter-intuitiveness as asking people to group black and white under the single term

white. And when we proceed to the study of citculat motion and ask students to add
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changing direction in, we are creating a problematic mix: acceleration is getting faster or
getting slower or changing direction. It has been known since at least the fifties that
disjunctive concepts (categories formed by having this propetty or that property) ate
amongst the hatdest to learn (Bolton, 1977, pp. 102-105). Students are generally
cooperative and will try to do their best, but integrating the mathematical definition of
acceleration with its lifeworld meaning(s) is bound to be difficult. As the results above
indicate, changing direction is for most students a vety peripheral member of the
categuiy delineated by the concept acceleradon. It is hardly surprising, thea, that
students have many difficultes in understanding circular motion (Gardner, 1984;
Gunstone, 1984; Seatle, 1985).

However, it would be wrong to give the impression that it is the prototype structuze of
concepts that is the source of problems: that students are somehow imprisoned behind
prototypical bartiers to learning. On the contrary, as Geeraerts (1997, p 113) has
argued in his analyses of semantic changes of Dutch words as varied and as apparently
totally unrelated to physics as the modern Zgging (English: legging), or the centusies old
vergripen (English: to lay violent hands upon), the prototypical structure of concepts
allows people to communicate by their shared possession of the prototypical meaning,
and still to express themselves and to develop new senses by means of modifying the
boundaries: generalizing, specializing, or hiving off peripheral instances to form the

prototype for new concepts.

... the cognitive systern should combine structural stability with flexibility. On the
one hand, it should be flexible enough to adapt itself to the everchanging
circumstances of the outside world. On the other hand, the categorical system can
only work efficiently if it does not change its overall structure every time it has to
cope with new circumstances. ... the development of peripheral nuances within
given categories indicates their dynamic ability to deal with changing conditions
and changing cognitive requirements. ... the fact that marginally deviant concepts
can be incorporated into existing categories indicates that the latter have a tendency
to maintain themselves as particular entities, thus maintaining the overall structure
of the system.

Prototypically defined concepts acts as the source upon which the new concepts, ones
which wé tind to be necessary in our interactions with each other and with the world,
can be developed. They are our opening through which we deal with the world: our
concepts at any stage form the horizon of our outlook, and by developing them we
expand our horizons. Once we have grasped the idea of acceleration by assimilating its

prototype we can immediately begin to build up the Newtonian notion of net force as
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mass times acceleration without having to be fully clear about all the details. By
clarifying and expanding the notion of acceleration we then entich our understanding
of force too. The problem, then, in learning concepts like acceleration is not the fact of
the concept’s prototype structure, but that the efficiency of the system can mask lack

of complete undesstanding.

... the conceptual organization is not drastically altered any time 2 new concept
crops up, but new facts are as much as possible integrated into the existing
structure, which can thus remain largely unchanged.

In the above quotation Geeraerts (1997, p. 114) is discussing semantic changes in the
meanings of words from the times of Middle Dutch to the present, but his words have
obvious application to conceptual development in mechanics. Prototype theory has
found widespread applicability in many, apparently unrelated, fields. It has been argued

here that it is cleatly applicable to science education research as well.

The development of the concept acceleration over time

Much research has been done which has looked at the way concepts like forve, ot mass
(and many others) have fitted in with stuc ent beliefs: how they are utilized in talk about
real situations; the extent to which they are used consistently; whether they form part
of a framework or worldview; whether there are gender or cultural differences; whether
there are common developmental sequences, and so on. Analogies with historically
recorded theories have been common: people talk of students being misled by their
Aristotelian concepts of mwtion, which is to say that students say things that can be
interpreted as similar to things that Awstotle said. What all these various (and
important) investigations have in common, however, is that they have looked at the
concept from the outside: from how it is linked to other things. The assumption has
been that the concepts of mechanics are classical and clear cut: reseatchers have
themselves assumed, somewhat paradoxically, that the Newtonian comepts of motion ate
Aristotelian concepts needing no further investigation as they have no internal structure.
White (1988a; 1992) is a partial exception to this generalisation, as he does not
conceive of concepts as classical. However, he does not look at the intemal, prototype,

structure of concepts.

This chapter has demonstrated that such assumptions are false. The concept acceleration

does have a structure, and this structure must develop over time.
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An order of development of the concept of aceleration which is consistent with the
evidence presented in this chapter is illustrated in Figure 10. Students start with the
lifeworld concept that they have encountered in contexts outside the Physics
classroom, and soon learn to include examples of slowing. Only a small aumber of
students, however, initially extend their concept of awelration to include cases of

changing direction.

In so far as the study reported in this chapter was not a longitudinal investigation of
the development of student conceptions, there is no direct evidence for the order in
which the concept extensions occur. Nevertheless, it is typically found that less
prototypical representatives of categories are the last to be added, so given the ratings
shown in Table 7, the order indicated in Figure 10 is predicted.
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Figure 10: Development of the technical concept of
acceleration.

Contrast with earlier investigations

This chapter has looked at the structure of the concept aweleration. In this, it is different
in approach to the eatlier investigations discussed in Chapter Two which had been
largely gestricted to looking at the use of this concept. Fusthermore this investigation

did not start with 2 fixed notion of what aeceleration was.

103

R e L et s g M b




The evidence shown in this chapter indicates that the meaning of ‘acceleration’ is not
M Av M 1 3 2 [14 3
that of the ratio N contraty to the assumptions of earlier investigators. “But how,

one might ask, “can such a conclusion be reconciled with the definitions in a thousand

Physics textbooks? An answer to this question can be found in the ACT-R theory of
cognition (Anderson, 1983; J. R. Anderson, 1996): calculating the ratio % is one

ptocedure by which one may calculate the measure of acceleration (others include
. solving kinematical equations such as = #° + 2as, or finding the slope of the tangent
to a point on a welecty-time grapis;. Such procedures (‘productions’ in the nomenclature
used by ACT-R theorists) are, or can be, activated when the concept of aceeleration is in
working memory, and one has the goal of determining its value. They do not represent

the meaning of the concept, although they are closely linked to it.

In other words, acceleration is something that happens in the real wotld, and we can
recognise it as such because we have a concept of aweleration. The formula for
acceleration 1is a procedure we can subsequently use - if we know it, and if we wish to

find the measure of the acceleration.

This is not to say, however, that such technical definitions do not play an important

role in the development of the concept of awelration. Cleatly they do: using the fact
that the formula % applies equally well to all three situations is one method that a

teachet can use to show students that the situations of getting slower and changing
direction are like the situation of getting faster. It setves, in other wotds, to motvate

the extension of the concept.

Having shown that the concept of awekration has a prototype structure, the 1ext

chapter reports on an investigation of the related notion of fore.
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Chapter Six

The lifeworld meaning of force

Introduction

As noted in Chapter Two, language has been cited as one possible source of
misconceptions (e.g. Duit, 1990; Gunstone & Watts, 1985; Williams, 1999). Given that
misconceptions abound in the area of Newtonian mechanics, and that it is one of the
most thoroughly researched areas in physics education, this investigation of the role
played by language in the understanding of physics concentrates on this area.
Specifically, this chapter aims to characterize the concept represented by the word
‘force’, as it is used in everyday language to refer to physical force. It is argued that
some of the difficulties that students expetience in gaining a conceptual understanding
of Newtonian physics are due to the need to integrate the Newtonian concept of forve
within the structure provided by this lifeworld concept. This chapter is focussed on the
development of the meaning of the concept of physical fore that students bring to
school from their lifeworld experience. It details four studies.

Overview

The four studies employed different methods. The first study used the results of a
questionnaire to elicit the prototype structure of the foree concept in a group of senior
physics students, average age 17 years. The second study investigated the usage, among
children of ages from one-and-a-half to seven years, of wotds related to force (using the
CHILDES corpora). The third study investigated the lifeworld concept of force by
examining the definitions of force in dictionaries. The fourth study again investigated
the usage of the word forwe, this time amongst the population in general (using the
British National Corpus). These studies will now be described in more detail.

The first study investigated the structure of the concept fore amongst senior secondaty
physics students by means of a questionnaire. Students wete asked to rate various
situations as good to poor or non-examples of forre, and the responses were examined

in the light of prototype theory discussed in Chapter Two (Rosch & Mervis, 1975).

The second study looked at children’s usage of words related to force and motion.
Prototypical examples are typically learned before other examples: looking at which

words are used at different ages provides additional evidence for the prototype
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structure of the force concept. It is possible to examine word usage at different ages
because developmental linguists have established commmon formats for transcription of
children’s discourse, and large numbers of transctipts have been made available by the

original researchers for reanalysis, so providing rich source material for this study.

The third study examined definitions of ‘force’ provided by a nun:ber of dicitonaries in
the light of the results of the first study, with the aim of obtaining a clear
characterizatdon of the lifeworld senses in which we conceptualise physical force. The
definitions from English dictionaries are also compared with those in sevetal other
languages to see which connotations are specific to a particular language and which are
present cross-linguistically. However, while dictionaries are excellent sources for the
explication of word meanings they are, in a sense, secondary soutces: the usage of
words by the general population are analysed and classified by lexicographers but the
dictionaries contain only the final results of this work. It will become plain that
dictionary meanings disagree with one another in different ways. It 1s also obvious that
the analysis of this particular one word cannot have been a prority for lexicographers,

who must deal with an entire lang, age’s vocabulary.

Thus the final srudy returns to the primary soutce material, using a random sample of
1000 usages of the word ‘force’ to examine them in the light of the earlier three studies,
with the aim of clearly delineating this word’s meaning. Naturally occurring uses of the
word ‘force’ in adult discoutse (both written and spoken) are examined in order to
identify the patterns of usage of the wotd ‘force’ in the adult population. Once more,

this investigation is made possible by the availability of cotpora developed by linguists.

Prototypes

As discussed in the previous chapter, there is clear evidence for the relevance of
prototype theory to the technical coniept of ace/eration. This chapter extends this work
to the related concept of forre: a concept that is shated by the lifeworld and technical

vocabulares,

As discussed in Chapter Two, basic level, prototypical exemplars of a concept (e.g. dog
as an example of awimal, ot chair as an example of furnitur) are typically (see, e.g. Lakoff,
1987, pp. 41-46):

¢ produced first when examples are asked for,
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¢ rated highly,
e easily visualised,

e amongst the earliest words to be learnt.

It will also be recalled from Chapter Two that where 2 concept is complex, it may have
distinct multiple prototypes. An example discussed there was that of the Dani language
of New Guinea, which uses just two terms to divide the whole of colour-space: ‘mola’
{teferring to the warm colours) and ‘mili’ (the cool colours). In this language, some
informants asked to identify the best examples of mo/z identify the prototypical 724 and
othezs the prototypical white of English (see Kay & McDaniel, 1978, pp. 616-617).

This chapter presents evidence of a prototype structure for the concept of physical
Jorve. The above dot point critetia ate used as a guide. The studies reported here

provide evidence that the concept of physical fone is complex and has multiple
prototypes.

Study 1: The prototype structure of force

The subjects

Study 1 was carried out with thirty-five Physics students who were mainly from an
Asian background but were fluent in English. They had been studying the final year of
secondary physics (in English} at a semor secondary school in Melboutne, Australia.

They were asked to answer a questionnaire (Appendix F), which is desctibed below.
Filling in one’s name on this questionnaire was optional, and twenty-one students did
so. Of these, the second language of twelve was Chinese (four Mandann, three
Cantonese, and five unspecified), six students spoke Malay or Indonesian, and two

spoke Vietnamese.

The questionnaire.

The students were asked to complete a questionnaire at the end of the course: this is
reproduced in Appendix F. There were two main paits to the questionnaire, each
subdivided into subsections. The first part was subdivided into four subsections. The
first three of these subsections asked the students to rate each of ten words as to how
good it was as an example of forre, as used in physics. These first three subsectons

investigated ten everyday nouns, ten everyday verbs, and ten nouns taken from a
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technical context: see Table 6. The words were selected from entties in a thesaurus
under ‘force’. The fourth subsecton of Part One asked the students to wrte a sentence

describing a situation that was a good example of a force.

Part Two asked students to rate the forces present in various situations, which were
described in one or two sentences. Thete were three subsections: the first subsection
dealt with forces exerted by objects (specifically, by cars), the next subsection dealt
with forces by people, and the third subsection dealt with forces on objects. The
situations in 2ll three subsections were chosen to vary along five dimensions labelled
here as: transitivity, aspect, effectiveness, speed and acceleration. See pages 116 ff. for
descriptions of the meanings of the five dimensions so labelled and Table 10 for the
details of the ratings.

Results

The following analyses pool all the data for all students irrespective of background, as
it was found that there were no statistically significant differences between the
responses of students from different language backgrounds. Neither were there
statistically significant differences between responses from those who gave their name

(hence allowing thetr background to be included in the analyses) and those who did

not.

Study 1, Part 1: rating words
As expected, students had no difficulty with the request that they rate different words

according to how pood an example of force they were. In
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Count

Table 8 the words are listed in order of their ratings, from best to wozrst examples. The
ratings were fairly consistent between students. Most items had a similar spread of
ratings (the standard deviation is given in the table). The skewness in the distribution
of ratings indicates that ratings were not randomly distributed about the mean: the
higher rated items had a few low ratings but mainly bunched at the high end. Similarly

the low items were skewed the other way. See Figure 11 for two examples.

Figure 11: Distribution of ratings for a good and a poor
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example of physical force.

An analysis of the data from the first three sub-sections of Part One of the
questionnaire indicates that the most prototypical exemplars of forer, amongst those
tested, are pushing, pressing, punching, and sirength. Since there 1s no single factor common
to all of these, it is argued that forre is a complex concept, with multiple components to

its meaning,
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Table 8: Ratings of words as examplces of physical jforre,
ordered from best to worst,

Word N Mean StdDev  Skewness ‘Word N Mean StdDev Skewness
apush 33 85 19 14 tocompel 30 52 3.1 -0.1
topress 33 85 15 -0.9 a propulsion 32 5.0 29 0.1
3 apunch 33 75 23 -1.3 toshove 31 5.0 3.2 -0.2
strength 32 7.1 29 -1.2 energy 33 4.9 3.8 -0.1
thrust 32 67 30 -0.7 to cram 29 4.9 3.1 0.1
E tothrust 33 66 3.2 -0.8 drive 33 43 2.8 0.1
astength 33 65 32 -0.6 tomake 31 3.7 3.3 0.6
E resistance 33 6.5 3.1 -0.9 impetus 29 3.6 24 -0.1
apressure 33 6.1 2.6 -0.5 to pack 32 33 2.8 0.3
asqueeze 33 5.9 3.1 -0.7 to oblige 32 2.3 3.0 1.0
power 33 59 35 0.6 torequire 33 2.1 27 1.3
momentum 33 5.8 34 0.7 anarmy 33 2.0 3.1 1.5
topropel 32 5.8 3.0 0.4 a sinew 28 2.0 2.6 1.6
fmpulse 33 5.5 3.1 0.4 a squad 33 1.8 2.6 1.7
inertia 32 53 34 0.4 a shame 32 12 2.1 2.2

A glance at Table 8 shows that the idea of 4 push has the highest mean rating, narrowly
followed by 7o press. These two words do contain a common component of meaning:
exerting a force on an object in a direction away from oneself. Interestingly, while both
push and press are, like forve itself, quite general terms (pretty much anything can push or
press) the next most highly rated example is the highly specific pumch. A punch is 2
violent impact (i.e. as opposed to /4p, a non-violent impact), which can only be exerted
by a hand (i.e. as opposed to 4ick, by a foot), which is rolled into a fist (i.e. as opposed
to s/ap, by an open hand). Both the specificity of the details that the word ‘punch’ calls
to mind, and its nature as a unitary event occurring at a particular point of time make it
mote easily visualisable and so may contribute to its high prototypic.lity rating. Again,
the force of a panch on an object is typically directed away from the ‘puncher,’ so it
shares this component of the meaning with the first two items. However, as this
sample of thirty words did not include any which represented an action directed

toward the actor (such as ‘pull’, ‘draw’ or ‘attract’) the importance of this component of

meaning cannot be determined.

The next four items consist of two paits that were present in both the technical and

everyday contexts.
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Whether in the list of everyday verbs or of technical nouns, fhrust, was rated very
similarly. Also, at least in its everyday sense, it again shares the meaning component of

a force directed away from the self.

'fhe term strength, however, does not share this component of meaning. As well, there
ate significant differences between the ratings in the everyday and technical lists (» =
0.008 on a paired samples / test with 4f = 31). The key meaning component which 4
strength possesses is ability, while the key component of the adjective sfrengh is the degree
with to a propetty is present (Sinclair, 1987). Note also that both strength (as one speaks
of ‘the strength of coffee, ot acid, or the wind), and 4 s#rength (as in “each firm has its
particular strength”) are properties, rather than actions like the previous items. It has
often been reported that students treat fore as a property of a moving object and the
presence of this meaning component may help to indicate why. The fact that both
strength and a strength differ in important ways from other highly rated items, yet are also
rated very highly indicates that the concept of physical forve is complex. The concept of

Jore has multiple components.
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This can also be seen from the results of hierarchical clustering applied to the matrix
composed of the student responses: see Figure 12. The method used (Euclidean
distance, furthest neighbours) performs well when the data forms natural clamps
(StatSoft, 1999). Before analysis, 2 number of words (army, squad, pack, cram, sinew)
were removed: they had received very low ratings because they were essentally
untelated to the concept of force in physics. (When included they mainly cluster

together, but have little in common except their irrelevance.)

Starting at the top, there is the group containing the words identified above as the
prototypes of physical fotce. Below this 1s a group of everyday words related to causes
of and obstacles to motion: thrust, propel, propulsion, shove, dtive, compel, resistance.
Below this in tumn is a group of six technical words also related in various ways to
motion: impetus, inertia, impulse, momentum, energy and power. Finally, at the
bottom of Figure 12, one sees a group of three terms related to obligation: to make, to
oblige, to require. This is presumably because force can be used in expressions like

“force him to do his homework”.

A box-plot of the distnbution of mean ratings for the ter:is in these four groups,
Figure 13, shows that while the sense of obligation i clearly distinct from the other
senses, that at least some students perceive terms from mechanics like momentum,
power and energy as, at least similar to, if not actually representing, genuine Newtonian
forces. Rating power, momentum or energy highly as an example of forve, indicates a lack of
conceptual clarity, which could impact upon the students’ understanding of mechanics.

There is some evidence that is consistent with such an expectation.
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Figure 13: Box-plot showing distribution of mean ratngs
of main subgroups identified in Figure 12,

The scores for items on the Fore and Motion Conceptual Evaluation instrument (Thomton
& Sokoloff, 1998) were available for eighteen of the students. These students were
civided into two groups: those whose mean rating for the six technical terms (impetus,
inertia, impulse, momentum, energy and power) was above the group average
(TEKMINOL = High) and those below this value (FERMINOL = Low). Items on
the Force and Motion Conceptual Evaluation were classified as relating to those involving
constant velocity (NEWTONIST), those involving non-zero acceleration
(NEWTON2ND), and those involving Newton’s third law (NEWTON3RD). In each
case there was a lower score for those who had rated the technical terms like
momentum mote highly as examples of force: see Figure 14. However, the difference
was only statistically significant at the 0.05 level for the Newton’s first law examples
{two sample 7 test, 4f = 16, p = 0.037), and this, while suggestive, obviously does not

show causality.
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Figure 14: Comparisons between performance on test
items related to Newton's laws.

Study 1, Part 2: Student produced-excamples

The second part of this first study examined the results of the Questionnaire’s Part
One subsection four, where students were asked to write a sentence desctibing a
situation that was a good example of a force. Thirty students did so: see Table 9. The
sentences averaged nine or ten words in length and altogether 279 wotds (149 different
word types) were used. The relative frequency with which various concepts wete

represented was examined.

The most commonly used word (apatt from the articles) was ‘push’ (twelve times: four
times as ‘push’, four times as ‘pushing’, and four times as ‘pushes’). It was used more

often, even, than ‘force’ itself (ten times).

The next most common idea (cight times) was of one object hitting another violently
(‘punch, ‘hit,) ‘collide’ were each used twice, banging’ and ‘bounce’ once each).

Possibly, given the context, ‘fight’ belongs to this category.
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Motion was referred to six times (‘move’, ‘moved’, ‘movement,’ ‘moving’ twice, and
‘travelling’). Friction, falling and strength (once as ‘strong’, once as ‘strength’) were

each referred to twice.

These results are consistent with the first set: pushing and various forms of bifting are
prototypical forces, but other components ate present. One cannot therefore 3
characterize the lifeworld conception of force as simply ‘something like a push or a hit’.

Amongst possibly other components of the meaning of physical force, thete is some
evidence for components related to moffon, and strength.

Table 9: Responses to request for good examples of a
force.

Example

When we lean on the wall, we exert force on the wall and the wall also exert the equal force on us. 3
A person pushes a box along the floor 4
A person pushes another person, so the former is exerting a force on the latter and vice versa.
A push on a thing.

Charles pushes against the wall.

Push a heavy stone. i,
Pushing a box on the floor.

Pushing by somethirg,

When you push an object along a surface.

When you push somebody.

A moving car is pushing a standing car to move in front.

Any pushing force and frictional force and pulling force are good examples.
Something {pushes, pulls, collides} something.

A car banging into a tree. i
A physics teacher was hit by a car traveling at 500 miles/hr.

When 2 cars come crashing together, they actually exert force on each other.
When two identical cars collide. 5
Two men fight with each other.
When we hit a ball with a bat the bat applies force on the ball.
Getting a punch on the nose is really hurt. 3
Punch Mr Taylor with our muscular and strong arms.

A ball free fall to the floor and bounce up again.

Attraction b/w a boy & a girl. ‘Cause they've ali got mass F = GMgMp/R?

Some people fail the school result and jump from the 5/Fl to Ground.

Free fall Twisting something

In Physics force is mass x acceleration and the S.I. Unit is Newton (N). So a good example is the frictional

force. 3
Reduce the speed of the car by braking. s
Refusing to do anything
A force is when an applied sirength will create movement. :
Moviny, from a stationary position, More accurately, being moved. 3
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Study 1, Part 3: ratings of sitwations.
Similar results were obtained in Part Two of the questionnaire, in which the students
wete asked to rate fifty situations using the same scale with which they had rated the

words.

Again, in this section of the questicanaire the prototypical examples of force are found
to be pushing, and various forms of hitting (pwnching, kicking, and cw/fisisn). The mean
rating for each situation is shown in Table 10. Also shown are the classifications of
these situations along six dimensions (the coding of each dimension is discussed
below) which are labelled here as transitivity (see p. 119), aspect (see p. 120}, effort and
effectiveness (see p. 121), and speed and acceleration (see p. 117). The analysis of the

data once more shows that a number of factors are at work when students rate these

situations.
Table 10: Ratings of Sitvations, Ordered from Rest
Example to Worst, Together with Classifianis as to
Transitivity (p. 119}, Aspeet (p. 120), LEffort and
Effectiveness {p. 121}, and Speced and Acceleration {p.
117).
g 2 5
& = - . & 5
2 i a8 8 & <
__= Example = < SR
8.7 A soccer player kicks a ball. Active Instantaneous 3 3 2 3
8.6 A boxer punches a boxing bag. Active Instantaneous 3 3 2 3
8.6 A door is pushed hard and it opens. Passive Beginning 3 21 3
8.3 A car collides with a truck at an intersection. Intransitive  Instantancous 4 2 2
8.1 A car is driven into the back of a parkeua truck. The Passive  Instantaneous 4 0 2
car is wrecked. The truck is badly damaged.
7.9 A weight lifter lifts 100 kg from the fioor to Active Final 4 3 1 3
shoulder height,
7.8 A door is pushed gently znd it opens. Passive Beginning 2 2 1 3
7.8 A door is pushed hard but it doesn’t open. Passive  Beginning 30 00
74 A dentist pulls out a tooth, Active Final 33 1 3
7.4 A girl presses a button on a camera to take a Active Instantaneous 2 ] 0
picture,
7.4  Aniron bar is compressed. Passive Final 4 3 0 0
7.4  An iron bar is twisted out of shape. Passive Fina! 4 3 1 0
7.3 A car gets faster. Ergative  Final 2 2 3
7.3 A rubber band stretches. Ergative  Stative 2 21 0
7.1 A car pulls a truck out of a mud hole where it wag  Active Final 31 3
stuck, '
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7.0 A car is driven past a parked truck, hits the truck’s Active Instanlaneous 2 2 0
taillight and breaks it. The car doesn’t stop.
6.9 Arock falls 100 m. Intransitive  Final 3 3
6.7 A criminal squeezes a gun’s trigger. Active Fingl 1 4 10
6.5 A caris driven into the back of a parked truck. The Passive Instantancous 0 1 2
car is wrecked. This truck is not damaged.
64 A car gets slower. Ergative  Final 21 2
6.4 A car goes around a curve. Ergative ~ Ongoing 1 2 1
6.4 A door is pushed gently but it doesn’t open. Passive  Beginning 2 ¢ 0 0
62 Abomb explodes_ Intransitive  Instantaneous 4 2 3
6.2 A cyclist rides around a circular cycle track. Intransitive  Ongoing 2 1 2 1
6.2 The Moon orbits the Earth. Ergative  Ongoing 0o 1 1
6.1 A string vibrates. Ergative  Ongoing 1 2
6.0 A roller coaster goes over the top of a hill Intransitive  Instantaneous 2 2 1
59 A cook chops up a cabbage. Active Repetitive 2 3 1 0
5.9 A pendulum bob reaches its highest point. Ergative  Final 0 1 2
59 Anavalanche of snow goes down a mountainside. Ergative  Instantancous 3 2 3
5.7 A car starts when the lights turn green. Ergative  Beginning 2 1 3
5.7 A student spits out a watermelon seed. Active Instantancows | 3 2 3
5.6 A ballrolls down a ramp. Intransitive  Ongoing 2 2 3
5.5 Water comes out from a hose nozzle. Ergative  Ongoing 1 2 0
5.3 A car has a truck resting on its roof for an Ergative  Stative 0 0 0
advertisement.
5.3 A teenager chews gum. Active Repelitive 11 1 0
5.2 Aball rolis along a horizontal table. Intransitive  Ongoing 2 1 0
52 Aballrolls up a ramp. Intransitive  Ongoing 2 1 2
5.1 Arockdrops 10 mm. Ergative  Final 2 1 3
5.1 A tired shopper sits on a park bench. Ergative  Stative 0 0 0 O
49 A boy sucks a milkshake. Active Ongoing 1 2 1 3
4.9 A caris on the back of a truck. The truck is getting Ergative  Stative . 0 2 3
faster.
4.9 A metal bar expands as the temperature rises. Ergative  Stative 2 1 ¢
4.8 A boy picks his nose. Active Ongoing 1 0 0 0
4.8 A caris on the back of a truck. The truck goes Ergative  Stative 0 2 1
around a curve at a constant speed.
4.5 A person walks down the street. Intransitive Ongoing 2 01 0
4.4 A catjumps into the air. Intransitive  Beginning 3 3 2 3
3.4  Acaris on the back of a parked truck. Ergative  Stative 0 0 0
3.4 Aaelephant sleeps. Ergative  Ongoing 0 0 0 0©
1.1 Acaris driven past a parked truck. They donot ~ Passive ¢ 2 0
touch.

Force and motion: dlassifying the sitnations by speed and acceleration
Since it has often been reported that students confuse force and motion (e.g.Gurstone

& Watts, 1985) the sentences were classified according to:
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¢ speed: none (coded 0, e.g. “sleeps™), slow (coded 1, e.g. “pushes”), fast (coded
2, e.g. “kicks™)

e type of acceleration involved: get faster (“a car starts™), slower (“a ball rolls up
a ramp”), direction-changing (“a cyclist tides around 2 circular cycle track”), no
acceleration (““an elephant sleeps™). Thesc were coded as 3, 2, 1, and 0 in order

of their ratings as examples of acceleration (see previous chapter).

Pethaps surprisingly, particulatly in the light of the evidence for a component of
meaning related to motion in the first two analyses, but also because all the students
had studied Newton’s laws including 2F = ma, there was no evidence to support a
direct relationship between the concept of motion (whether as speed or acceleration)
and the concept of force. Analysis of variance for the classification by speed (df = 2,
47, F = 0.534, p = 0.590) and for the classification by type of acceleration (df = 4, 45, F
= 1469, p = 0.228) showed no evidence for differences in ratings of situations as
examples of forces where different types of motion occurred (see Figure 15). If there
were confusion between the two concepts then differences in one sheuld correlate
with differences in the other. Admittedly, it 1s possible that such differences do occur,
but that the size of the effect is small enough that the sample here was insufficient to

allow them to be detected at statistically significant levels.

Although this finding (i.e. that the force-ratings of situations are unrelated to the type
of acceleration) may be due to lack of statistical power, this seems unlikely. Thes: are
very clear and robust differences between the ratings of different types of accel-viion
as examples of aweleration: getting faster is cleatly prototypical, getiing slower has a
much lower rating, and chasiging direction is at best rated as a marginal example. If the
students’ concept of physical force were closely linked with that of acceleraton then
one would have expected a similatly matked ordering in the ratings of sitvations as
examples of forces. Although an upward trend is apparent in Figure 15, it is nnt
significant statistically, and forces that cause slowing wese rated marginally (non-

significanty) higher than those involved in increasing speed.

Note that this lack of a relation between the concepts of mofion and of foree does not in
itself conflict with the oft-reported association between force and motion, Hlustrated

for example by students drawing force vectors in the direction of velocity. What it
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implies is that this association is not caused by conceptual confusion, but by other

factors.
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Figure 15: Mcan ratings of situations classified by speed
and by type of acceleration

By contrast with the above results, there was clear evidence for the relevance of the

remaining variables.

Force as interaction: transttivity

Newtonian force is an interaction between two objects, not a property of a single
object. To the extent that the concept of a physical force coincides with the Newtonian
concept of force, situatons involving two participants should be rated more highly

than those involving one. Since the number of participants is coded grammatically as  '_

e

transinvity, the situations were classified by the transitivity of their description, as

follows:

4
BT P

¢ active (where the subject of the sentence is the agent, and performs some
action upon the object e.g. “player kicks ball”), 1

* passive (whete the subject of the sentence has some action performed upon it
by an agent, which need not be specified, e.g. “iton bas is twisted”),
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e intransitive (the subject represents an agent that performs some action that
does not require an object, e.g. “a cat jumps”),

e ergative (the subject is the undergoer not the agent, e.g. “a rubber band
stretches”)

A comparison of the mean ratings is shown in Figure 16. It is apparent that those
sitations with two participants are rated as better examples of force than those
involving only one participant, itrespective of whether the agent is mentioned (active
sentences) or not (passive seatences). Although the differences by grammatical form
fall short of significance at the 0.05 level (ANOVA with 4f = 3, 46, F = 2,687, p =
0.057), the difference by number of participants is statistically sigmficant (ANOVA
with df = 1, 48, F = 8.008, p = 0.007).
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Figure 16: Mean ratings of sitvations classified by
grammatical form of seatence (TRANS), and by number
of participants (PARTICID).

Force as an event: aspect
It was noted above that a punch was rated very highly as an example of a force, and it
was speculated that this might be due to, amongst other factors, its occurrence at a
particular point of time. In order to investigate this, the aspect (i.e. progtression over

time) of the descriptions of the situations was classified as follows:

® ongoing state (Stative, e.g. ‘sit),

* ongoing action (ongoing, e.g. ‘rolls’),
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® repetitive action (repetitive,’chews’),
¢ action charactenised by its imittal stage (beginning, e.g. ‘jumps’),
® action occurring at an instant (instantaneous, e.g. ‘explodes’),
¢ action characterised by its final stage (final, ‘reaches’)
(One case was not classified because it reptesented a situation where nothing

happened: the car passing a truck without touching it.)

The differences in mean ratings amongst these classifications are shown in Figure 17.
They are statistically significant (ANOVA with 4f= 5, 43, F = 6.218, p < 0.001). There
are two main groupings: those situations that occur over an extended period of time,
and those that are characterised by an instant of time. The mean ratings obtained by
grouping together all the instantaneous events (coded EVENT = 1) and all the things
that happer: over an extended duration (coded EVENT = 0) are also shown in Figure
17. The difference is cleatly statistically significant (ANOVA with 4f = 1, 48, F =
37.241, p < 0.00).

] T T T j | E— 8 T T
T-— -
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&° @ R g 0 1
o ¢ oo o ° EVENT
w
ASPECT

Figure 17: Mean ratings of situations classified by aspect,
and when grouped as Events (Begioning, Final and
Instantancous) and non-Events (Ongoing, Repetitive, and
Stative).

Force and intensity: effort and effectiveness
It was noted above that strenglh was highly rated as an example of fore. Since strength is
a property of a single participant, and is a state rather than an event this seems
inconsistent with the findings reported above. It may be, however, that strength

represents a different facet of the concept of forre. As discussed above, strength is
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widely used to indicate the degree or intensity of entities: ‘strong wind’, ‘strong acid’,
and ‘strong argument’, are just three examples from widely varying contexts. It may
then be that strength relates to the magnitude of force, a facet of the meaning that is
not obviously related to the number of participants or to the localisation of an event in
time. To investigate the importance of the sirength of the force on the ratings, the
situations were classified both in terms of the degree of effort, and the degree of effect

obtained.

The effectiveness, or extent of action, was classified as:

e violent (coded 4, e.g. ‘explodes’),

¢ large (coded 3, e.g. “falls 100 ),

e medium (coded 2, e.g. a doot is pushed and it opens),
» small (coded 1, e.g. ‘suck a milkshake’),

¢ none (coded 0, e.g. a door is pushed but it does not open)

In so far as it is possible to exert 2 large force without obtaining any noticeable effect,
when there is a great deal of resistance, for example, the degree of effort was also used

to classify situations. Effort was classified as:

¢ high (coded 4, e.g. 1ift 100 kg to shoulder height’),
¢ medium high {(coded 3, c.g. ‘push a door hard’),

¢ medium Jow (coded 2, e.g. ‘push a door gently’),

¢ low (coded 1, e.g. ‘suck a milkshake’),

¢ none (coded 0, e.g. ‘sleeps’).

Where there was no agent (e.g. ‘a car gets faster’, 2 rock falls’, ‘metal expands’) this
classification was left uncoded. (Note that sentences whete there is no agent differ
from passive sentences whete thete is an agent, but it is omitted. Compate ‘a car gets
faster’ with ‘a car is broken.’ The first of these sentences has no grammatical agent,
while the second is a passive with the agent omitted. The difference is that while,

logically, it is possible that a person may have been responsible for the occurrence of
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each of these situations, one cannot say ‘a car gets faster by Fred’ even though it is

§ perfectly grammatical to say ‘a car is broken by Fred.”)

e
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by Figure 18: Mean ratings of situations classified by degree
of Effort and Effect.

The results are illustrated in Figure 18 above.

There is a clez' trend for a situadon to be rated as a better example of a force when

either the effort or the effects were greater. The differcnces between groups were
statistically significant at the 0.05 level. (Effort: ANOVA with df = 4, 20, F = 4.080, p
= 0.014. Effect: ANOVA with df = 4, 45, F = 4.394, p =0.004.)

An interpretation of this result, which is consistent with results that ate to be reported
in study four, is that strengsh is a component of the meaning of foree. (In study four it is

argued that forces are prototypically large — see p.154.)
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Sumimary of Study 1, Part 3

Compatisons of student ratings of situations as bettet or worse examples of fore

indicate tiat a prototypical physical forve

g

P

four components of the meaning as the components were quite highly correlated in the

3 E * involves two objects,

% ® occuts at an instant of time,

% * requires a large amount of effort, and

"f_ i s creates a large effect.

§ It is not possible with the data here to disentangle the relative contributions of these

situations that were rated by the students. A factor analysis of the classifications of the

situations presented for rating fllustrates this: see Figure 19.

The situations presented to the students varied essentially along only two dimensions.
Amongst the situations presented for rating, event-like situations and situations with
two participants were also typically high effort situations: these all weighted on factor 1.
The higher speed situations were typically higher acceleration: these both weighted on
factor 2, which could be interpreted as the motion factor. And since motion is one type
of result of force, the degree of effect had roughly equal weightings on both factors.
__ Because of this one cannot disentangle their contributions to the meaning of force
: from this data set.

However, that the situations used essentially vaned along only two dimensions, does
not indicate that the classifications were just variants of one another. The classifications
were not what Kline refers to as “bloated specifics” (1994, pp. 128-129): they are
conceptually distinct. There is no conceptual necessity for situations with two
participants to occur at an instant of time, or to involve large amounts of effort, for

example. The fact that the vatious classifications happened to cotrelate is a property of

this data set.
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Figure 19: Factor analysis (Oblimin) of the classifications
of the situations presented for rating, without mean rating
{icft) and with mean mating (right).

Adding the mean rating of the sentences to the list of variables ta be factored helps to
clatify this point, and to make clearer the meaning of factor 2: see Figure 19. Addition

of the variable ‘mean rating’ leaves the factor structure almost unaffected. It can be

seen that the mean ratings weight almost entirely on factor 2. Thus one could interpret
factor 2 as the rating of forve, which was investigated in this study.
That effort, effect, number of participants and event-status are weighted on this factor, 3

st as s e R o R

while speed and acceleration are not, simply reiterates what has been argued above.

—

Study 2: The lifeworld use of the word ‘force’ and related terms by young

i

children
&{;‘\f-, )
i The occurrences of words related to force wete examined in a set of transcripts of 4

discourse produced by young children. The data were obtained from transcripts on the

CD ROM accompanying a guide to the CHILDES Corpus (MacWhinney, 2000a,

_ 20005, The original data used here were produced by many rescarchers over many 3
years (Bellinger & Gleason, 1982; Bliss, 1988; Bloom, 1970; Bloom, Hood, &
_ Lightbown, 1974; Bloom, Lightbown, & Hood, 1975; Bohannon & Marquis, 1977;
Braine, 1976; Brown, 1973; Cacterette & Jones, 1974; Cruttenden, 1978; Fletcher &
Garman, 1988; Giles, Robinson, & Smith, 1980; Gleason, Perlmann, & Greif, 1984;

ey

Gleason, 1980; Gleason & Greif, 1983; Greif & Gleason, 1980; Haggerty, 1929;
Johnson, 1986; Jones & Carterette, 1963; Kuczaj, 1976; Masur & Gleason, 1980; Menn
& Gleason, ; Stine & Bohannon III, 1983).
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The subjects.
The 153 childten were aged from one year five months to seven years five months.
The number of transcripts used for each age group is shown below in Figure 20. While
the number of transcripts for six year olds (= 7) is far less than other age groups, the
total word count for these transctipts was over 10000. Although transcripts from 153
children wete analysed, a few children had been the subjects of detailed longitudinal
study and some 64 % of the transctipts relate to just five children at different ages. At
the other extreme, 21 % of the transcripts were due to single transcripts of some 136
chiléren.

Sample used

250
2 N
g 20 §
g 150 1 \\\
S 100 N\
£ 50
L5 DRI ;
g 0 d &\\\\ 3 3 3 3 et

1.00 2.00 3.00 4.00 5.00 6.00 7.00
Age in Years

Figure 20: Number of transenpts used for each age in
years

The amount of speech analysed was not evenly distributed among different age groups,

but from the ages of 18 months to 64 months more than a thousand transcripts were

available: see Figure 20.
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The age at which those words discussed in study one ate first recorded as being used is
shown in Table 11.

Table 11: The ages at which force-related words are first

k. uscd.
? Age (months) when first used Force-related words
b 18 sit, fall, pull, kick
1 }"; 19 hit
3 20 jump, run, roll, shake
4 it 21 push, chew
; by 23 squeeze, spit
1 & 24 strong
25 squash
28 press
3t punch, chop, stretch
33 lift
38 twist
49 explode, strength

The total number of times these words were used 1s shown in Figare 21, and their rank
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order in terms of overall frequency is given in Table 12.

Figure 21: Total number of times words were used in the
teanscripts from age 17 months to 87 months,
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It is apparent that the word ‘force’ has not entered the active vocabulary of these

children before the age of seven.

Tt is also clear that three of the terms that have been found to be prototypical for force
(push, punch, press) are amongst the earliest used and are used quite frequently
(ranking between 331 and 1160 overall), while the fourth, ‘strength,’ is used far less
often, and does not get its first use until comparatively late, although the related term

‘strong’ does appear early and is used frequently.

Note that it is not being argued that either an early appearance in the vocabulary or a
high frequency of usage causes words to become prototypical. (‘Sit’ for example occurs
both very early and very frequently, yet is rated very low as an example of force.) What
is being argued here is that eady high frequency terms are available to act as
foundations, or prototypes, for later developing concepts. It may well be that terms
need to be available for development of higher order concepts. For example, the late
development of the nominalisation ‘strength’ from the adjective ‘strong” may prevent
young children from forming the higher-level concept forve, although they are perfectly

familiar with many examples of forces in their everyday experience.

Table 12: Rank of frequency of usage during first seven

years,

Word Rank Word  Rank Word  Rank
sil 161 punch 841 lift 1635
fall 203 kick 846 spit 2202
jwap 262 strong 906 squash 3017
hit 275 squeeze 1077 stretch 3173
push 331 precs 1160 twist 3376
un 396 chew 1517 strength 5724
pull 491 shab 1517

roll 689 ch o 1635

Summary of S tmfy 2

The concept of physical force does not seem to have been attained by children under
the age of seven years, although the prototypical actions which the concept of physical
Joree will subsume are familiar to very young children It may be that the development

of the concept of strength is needed before the full concept of physical fore can develop.
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On the other hand, some have argued that the concept of physical force never does
develop naturally: that naturally occurring meanings are too vague to be labelled

concepts.

Study 3: Concepts, proto-concepts and vague conceptions

While it is sometitnes argued that the ideas refetred to by everyday worids like ‘force’
are too vague to deserve the title ‘concept’ (Trowbndge & McDermott, 1981), that
they are merely ‘proto-concepts’ {or "vague and intuitive experiential notions" Deakin
& Troup, 1981), there is a consensus amongst lexicographers that it is in fact possible
to define both the lifeworld concept of physical force and, quite separately, the
Newtonian one. Typically dictionaries list the lifeworld meanings fiest, followed
sornewhat later by the Newtonian definidon of force in a separate, numbered, entty.
(Similatly other meanings of ‘force’, such as its use together with a number as a
measure of the speed of winds, or the rare, now obsolete, meaning walesfall also receive

separate entrics.)

Consider the English language dicticnary-definitions of the noun ‘force,’ in the sense
of physical force, in Table 13. It is plain, for instance, that there is a close link between
the everyday concept of force and the everyday concepts of strength and power: all six
definitions mention strength, and five of the six mention power. An attempt to arrive
at a precise definition of the lifeworld concept of ‘force’ on the basis of linguistic

evidence, such as dictionary definitions, is the basis of this study.

Although there are also ideas that are not common to all definitions — some like
impact, ot vigour, are mentionied in only one or two entries ~ this does not in itself
prevent one from arriving at a precise definition. In fact, this phenomenon of having a
prototype (a shared central core), and a more variable periphery has been argued to be

a property of all meanings (see e.g. Lakoff, 1987; Rosch & Mezvis, 1975).




Table 13: English-Language Dictionary-Definitions of the
Moun ‘Foree’ (Senses not Dircetly Related to Physical
Force, Etymologies, Pronunciatons, Examples of Usage
and so forth are Omitred.)

A, 1. Strength, power (Murray, Bradley,
o 1. a. Physical strength, might or vigour, as an atiribute of Craigie, & Onions, 1971}
= living beings (oceas. of liquor).
,k;i 2. As an attribute of physical action or movement: Strength,
:;f impetus, violence, or intensity of effect.
‘f 5. Physical strength or power exerted on an object; esp. the
use of physical strength to constrain the action of persons;
g0 violence or physical coercion.
% B. 1. power; exerted strength or impetus; intense effort. (COD, 1993)
i C. 1. strength; impetus; intensity of effort (Delbridge et al,, 1997)
& D. 1. strength; power; intpact or impetus (Robinson & Davidson,
1996)
P E. 1. Strength, power (Agnes, 1996)
5‘?% F. 1.  a. strength or energy esp. of an exceptional (Gove, 1976)
4 degree: active power: VIGOR
I b. physical strength or vigor of a living being...
ot ¢. power to effect in physical relations or
% conditions.
G.  7.If you use force to do some*hing or if it is done by force, (Sinclair, 1987)
strong and violent physical action is taken in order to achieve
i it.
E 8. The force with which someone hits or moves something is
: e the amount of power that is used.
e 9. Someone or something which is referred to as a force has a
b considerable effect or influence on a situation or on people or
& things.

£H

Of course, someone who doubts that everyday lifeworld word-meanings are

sufficiently clear to deserve the ttle ‘concept’ might argue that writers of dictionaries

e
it

have a greater command of language than the average person and that in everyday
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0
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practice there is far more vagueness in usage than is evidenced in dictionary definitions.
f‘ 7 In terms of physics education, they might argue that there is evidence, for example, of
- confusion of force with motion (Gunstone & Watts, 1985), displacement with velocity
(Trowbridge & McDermott, 1980), and velocity with acceleration (Trowbridge &
McDermott, 1981). To this one could add the confusion of force with power, energy,

momentum, and so on, evident in some students in Study 1, Part 1, above.

To answer such a critique requires, firstly, that one distinguish vagueness in refersnce |
4 from vagueness in meaning, To clarify this first point, consi-er a word unrelated to the BJ
1 issues under discussion: ‘bald’. The word ‘bald’ could be defined quite precisely as
‘being like a head that lacks hair’. Although this definition is in itself clear and precise,

the word bald’ can obviously be used not only to refer to the completely hairless
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person, but also to refer to a person with only one or two, or a few hundred hairs. In
fact there is no exact number of hairs on one’s head that qualifies one to be bald, and
who (or what, eg. tyres) one calls bald will depend upon the context. The point is that a
definition, to itself be precise and accurate, must correctly specfy the indeterminacy in
reference, and that if it does so successfully, then it can be used to predief what the wozd
will be used to refer to in various contexts. (An analogy with statistics: the mean and
standard deviation, analogous to meaning, are precisely defined and yet are very useful

in characterizing a population of many varied measurements, analogous to usages.)

Hence, what one wants in a definition of the lifeworld concept of physical force, is a

clear explication of the meaning that enables one to accurately predict the range of

usage.

Linguistic evidence for lifewosld cenceptions of force

Atristotle comes in for 2 fair share of criticism in science education reseazch, and he has
the dubious honour of having some common student errors tagged with his name. In
his defence, however, it can be said that, whatever his errors in physics, he got at least
one point correct in at least one field of study. In a translation of his Topres (1899), we
find “It is the easiest of all things to demolish a definition, while to establish one is the
hardest.” The truth of this is illustrated here in an investigation of the definitions of
force in a number of dictionaries. In the discussion that follows, these definitions ate
criticised. This should not be taken to reflect upon the abilides of the lexicographets
mnvolved, but rather upon the difficulty of their task, which, of course, goes well

beyond the analysis and definition of the one particular word that is being examined

here.

The key criticisms to be levelled here at dictionary definitions of ‘force’ are that they
suffer from both obscurity and circulariiy — faults well characterized by Goddard
(1998, pp. 26-35). The definitions in a number of dictionaries will now be examined to
show that they exhibit these problems.

Obscurity
For a definition to be of use, it needs to use words that are simplet than those being

defiied. Not to do so is simply to delay the explanation of meaning, putting it off until

the mote complex words have in turn been explained.
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So, for example, consider the term ‘inpetas’ that 5 used in each of definitions A, B, C
and D in Table 13. This is clearly a word iess frequent than the word “force’. It is hardly
likely that people who did not know the meaning of force would have this term in their
vocahulary.

Or consider entry G, also in Table 13, taken from a dictionary which uses a “carefully
controlled defining vocabulary” (Sinclair & Coulthard, 1974, quoted from the rear dust
jacket): even here use is made of the terms ‘power’, and ‘strength’, which are of
comparable complexity to the word “force.” (In fact both of these terms are present in
ail the dictionary definitions in Table 13, entry E consisting solely of them.) Since it is
by looking up their definitions in turn that oune finds that these words are of
comparable complexity to ‘force’, this leads naturally on to the next problem with

dictionary definitions: circulanty.

Circularity

While it is possible to find examples where a term is defined in terms of itself (as for
instance the Oxford English Dictonazy does with cnept defined in terms of conception),
none of the dictionaries consulted did this with the word ‘force’. However, all of them,
without exception exhibited ciccular definitions (for example, whetre A is defined as B,
B is defined as C, and C 15 defined as A). This sort of circulanity was all pervasive,
although camouflaged to some extent by the use of multiple explications within each
definition. Tracking down the circularities requises some willingness to follow up the
deftnmitions of cach content word in a given definition, and the patience to continue
doing this for some ume. Table 14 dllustrates the extent of this problem using the
Oxford Concise English Dictionary as an example. Consulting Table 14, onc sees that

force, for instance, is defined using

>

imipetus, in tuza defined using force

®  power, in turn defined using force

strength, defined in temms of sfrong, in turn defincd using power; and so back to

Jorce.

effort, defined 1n terms of exertion, in tarn Gefined using exers, which finally leads
one bach to fore

Table 14: Edited definivions from the Concise Oxford
Dictionary {COD, 1993). Ocly relovant senses are shown,
and grammarica! information, ctymologics and samples of
usage have been coniteec.




Term

Definition

Force —n
Ability —n
Capacity —n
Cause —n.
Cause — v.ir
Change —n
Change —v
Conseguence
—n
Different —
adj

Drive —v
Effect —n
Effort-—n
Energy -—n

Exercise — n.

Exercise — v
Exert —v
Forcibie —
adj

Haste —n
Hasten — v
Hurry —v
Hurry —n
Impede —v
Impel —v
Impetas —u
Impulse —n
Issue —n
Move —v
Occasion —
v

Ouicome —n
Power —n
Produce — v

1. power; exerted strength or impetus; intense effort.
1. capacity or power
1. the power of containing, receiving, experiencing, or producing
1. a that which produces an effect, or gives rise to an action, phenomenon, or
condition.
b a person or thing that occasions something,
. be the cause of, produce, mak:: happen,
. a the act or an instance of making or becoming different.
b an alteration or modification
. Ir. & infr. undergo, show, or subject to change; make o1 become different
. the result or effect of an action or condition.

St st

— b

. unlike, distinguishable in nature, form, or quality (from another
. distinct, separate; not the same one {as another).

urge in some direction, esp. forcibly.

. a compel or constrain forcibly b force into a specified state

5. a force (a stake, nail, etc.) into place by blows

1. the result or consequence of an action etc.

1.strenuous pnysical or mental exertion,

2. a vigorous or determined attempt.

3. Mech. a force exerted.

1. force, vigour; capacity for activity.

3. Physics the capacity of matter or radiation to do work.

4, the means of doing work by utilizing matter or radiation.

1. activity requiring physical effort, done esp. as training or to sustain or improve
health.

1. #r. use or apply (a faculty, right, influence, restraint, etc.).

2. tr. perform (a function).

4. tr. a tax the powers of.

l.exercise, bring to bear (a quality, force, influence, etc.).

2. refl. use one's efforts or endeavours; strive

done by or involving force; forceful.

N D =

1. urgency of movement or action.

2. excessive hury

1. intr. (often foll. by to + infin.) make haste; hurry.

2. 1. caase to occur or be ready or be done sooner

1. move ot act with great or undus haste.

2. tr. cause to move or proceed in this way.,

3. #r. hasty; done rapidly owing to lack of time.

1. a great haste.

retard by obstiucting; hinder

1. drive, force, or urge into action.

2. drive forward; propel

1. the force or energy with which a body moves.

2. a driving force or impulse.

1. the act or an instance of impelling; a push.

4. a resuit; an outcome

1. intr. & tr. change one's position or posture, or cause o do this,
2. tr. & intr. put or kec¢3 in motion;

1. be the occasion or cause of; bring about esp. incidentally.
2. cause (a person or thing to do something).

a result; a visible effect.

1. the ability to do or act

11. the capacity for exerting mechanical force or doing work
14, a mechanical force applied e.g. by means of a lever.

15. Physics the rate of energy output,

4, bring into existence.
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Term

Definition

Push-—n

Push—v

Resist —v

Resistance —
n

Result —n
Retard —v

Slow — adj
Strength —n

Strong — adj

Thrust —v
Urge — v.tr.
Use —v
Vigour — n
(US vigor)
Work —n

5. cause or bring about (a reaction, sensation. etc.).
1.the act or an instance of pushing; a shove or thrust.
2. the force exerted in this.
3. a vigorous effort
1. tr. exert a force on {a thing) to move it away from oneself or from the origin of
the force,
. {r. cause to move in this direction.
. infr. exert such a force.
. intr. & tr. a thrust forward or upward.
. intr. move forward by force or persistence.
. tr. arge or impel
. tr. withstand the action or effcct of; repel.
. r. stop the course or progress of; prevent from reaching, penetrating, etc.
. the act or an instance of resisting; refusal to comply.
. the power of resisting
. the impeding, slowing, or stopping effect exerted by one material thing on
another.
1. a consequence, issue, or outcome of something.
1. make slow or late.
2, delay the progress, development, arrival, or accomplishment of.
1. a taking a relatively long time to do a thing or cover a distance.
b not quick; acting or moving or done without speed.
1. the state of being strong; the degree or respect in which a person or thing is
strong.
1. having the power of resistance; able to withstand great force or opposition; not
easily damaged or overcome
6. capable of exerting great force or of doing much; muscular, powerful.
7. forcefitl or powerful in effect
. push with a sudden impulse or with force
. drive forcibly; impel; hasten
. cause to act or serve for a purpose
. active physical strength or energy.

B b o b e 20 B WD

b ]

1. the application of mental or physical effort to a purpose; the use of energy.
9. Physics the exertion of force overcoming resistance or producing molecular
change

Of course, many other terms are used in these definitions, and these too need to be

followed up. Fre 22 provides a summary cverview. Mote that the fact that the diagram

fits onto a single page should not mislead one into thinking all the cycles bave been

tracked down: the process was simply halted when space on the page ran out. Arrows

point from words to be defined to words used in the definition. Dotted lines point

toward new terms, while solid lines point back to terms that have already been used.

Thus, for example, Force is defined (dotted line) in terms of power, which is in turn
defined (solid line) in terms of force. (Sce Table 14 for details.)
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L DR,

Very similar pictures are obtained by following up the definitions used in other English
language dictionaries, although the resulting diagrams will not be reproduced here.

Summarizing: these dictionaties do not fully define the lifeworld sense of the English
word ‘force’: the explications rely on our knowing other concepts that are of the same
level of complexitv. The most one could claim for these dictionary definitions is that

they allow s 0 locate the place this concept, forre, occupies amongst other concepts in

our mental lexicon.

Languages other than English

A queston that naturally arises from the above discussion is that of the extent to which
this intertwining of concepts is a peculiatity of the English language, and the extent to
which this intertwining 1s a property of the concepts themselves. That 1t is the concepts
themselves that are inextricably intertwined is the position argued by the philosopher
Jacques Derrida. He is well known for his argument that all words are defined in terms
of their differences from other words, so that one can never arrive at the meaning of
anything, meaning being endlessly deferred (Derrida, 1976). Whatever the truth of
Dernda’s position in general, the evidence obtained by investigating words for force in

dictionaries, at least, seems consistent with his views.

Consider Dernda’s own language, French. Table 3 consists of the definition of force —
from the Lavousse de Poche (1954) — and the definitions of all the words used in the
definition of ‘force.” The English language glosses come from Harraps Shorter French
and BEnghsh Dictionary (Mansion, 1977). A quick glance at the table is sufficient to
establish that again there is extensive circularity within the definitions, and this is
(partially) illustrated by Figure 23. It 1s interesting to note, also, that the French wotds

involved in the French definitions, correspond to words that turned up in the English
definitions.
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Table 15: Definitions from Larrouse de Poche, (1954)

ictiobay

ke

Vigour, strength
Phiysical

Energy. Force,
vigour.

Power

Capable

To produce, bring
forward, adduce
{(evidence etc.)

French Word  English gloss Definition from Larrouse de Poche (1954)
{Mansion, 1977)
Strength, force, Vigueur physique, énergie vitale. Puissance capable de
might, vigour produire un effet. ..

Puissance d'imputlsion...

Energie, fermeté

Force physique. Energie du caractére. Puissance d’esprit.
Autonté effective.

Matértel...Qui a rapport i la matiere. ... Qui s'appuie sur
une obseivation des sens.

Puissance, force physique. Vertu, efficacité.

Autorité. .. Potvoir... Domination. .. Force, influence
Qui peut faire une chose
Engendrer, porter...Rapporter. Oceasionner. Présenter.

b

s

&

Effect, result Résultat d’une cause. Acte d’une agent. Réalisation,
exécution. Impression...
Impulse Mouvement communiqué

kit oy

-t

i

e
Gr

Enerme

Figure 23: Freach words used to define “force’.

The French language has shared 2 lengthy history of contact with English. It might be
that the similarides are due to this.
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A more distant language is Bengali Yet one also finds the same circulanty in
definitions in Chalantika Modern Bengali Dictionary (Basu, 1942), llustrated in Figure 24.

Samartha
(Capability)

Sakd

(Encray)

Figure 24: Bengal words wsed to define
"force’

Approximate English glosses are supplied in brackets.

These Bengali definitions of the word ‘Bal’ (meaning forve refer to certain concepts
(power, energy and strength) which were also present in the English and French
dictionaries. Hence it is clear that, cross culturally (at least withi» seme groups speaking
Indo-European languages), peopic have » qualitative understanding of the concept of
physical force, recognisable in the definitions quoted from various dictionaries above,

which is conceptually prior to any technical definition, such as that of Newtonian

force.

Study 4: defining the lifeworld sense of physical force using the Natural
Semantic Metalanguage

The mathematical definition of Newtonian force 1s quite straightforward in the case
where there is only a single force acting: it i1s expressed Newton’s second law, F = saq,
here F is the i-.c¢ which is acting on an object of mass », which has 4 as its
acceleration. Althwugii this equation provides a mathematically precise way of
measuring force, the concept of that which is being measured is one that we identify by

our prior qualitauve understanding. As shown in the investigation into their use of
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words, children are well aware of prototypical forces a long time before they use

mathematics.

In additon, the (very limited) examination of cross-linguistic datz attempted above has
shown that physical force is conceived in similar ways by (at least three) different
cultures, and other work (Talmy, 1985), discussed toward the end of Chapter Two, also

points toward the same conclusion: the idea of physical force is cross-culturally the

same.

Admittedly, the definitions given by dictionaries all clearly suffer from circularity, but if
one is not to abandon scientific understanding to some sort of Dernidean play of
signifiers, it should be possible to define the lifeworld idea of physical force, in such a
way that it will make sense cross-culturally, using some solid foundation. As an
empirical exercise, one can attempt to do this using the Naturat Semant- . etalanguage
(Wierzbicka, 1996). If it proves possible this has two consequences i+-stly, i will
indirectly provide a small amount of additonal backing for the theory of the NSM, in
so far as it will have proved its usefulness mn 2 field well outside its original context.
Secondly, it will provide a clear indication of the meaning of force which students use

as a foundation for thenr studies in mechanics.

It will be recalled that Wierzbicka (1998) defined the verb ‘to force’ using the NSM.
Her definivion is teproduced below for convenicnce. This definition is related to the

interpersonal meaning of force (as in “force a student to do homework”) rather than to

physical force.

Person X forced person Y to do Z (e.g. to apologise)

X wanted Y to do .2 (a)
X knew that Y didn’t want to do this ()
X thought that if X did something to Y then Y (©)
would have to do 2

because of this X did something to Y (d)
because of this Y hadto do Z (e)
Y wouldn’t have done Z if X had not done this to 6
Y

when Y was doing Z, Y thought I don’t want to ®
do this.
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This definition can be seen to be appropriate for many occurrences of the word ‘force’
in common usage. The following three illustrative examples, whick are taken from the

British National Corpus, are typical:

1. “This is not simply to force people into speaking blank verse, but to see
how a person responds to the essential humanity of a character — for
Shakespeare, of all the classical writers, is probably the most human, whose
work is blessed with both grandeur and the common touch.”

2. “I grow bored with the sheer size of the glass and have to force myself to
contnue, he wrote.”

K

3. “You can’t force her.”
In each of these there is something (speaking blank verse in example 1, continuing in
example 2, but unspecified in example 3} which someone wants someone else to do
(although only metaphorically someone else in example 2), and something has to be

done (or, as in example 3, cannot be done) to achieve this aim.

As a first attempt, one can modify this defimtion to define force, in the sense of
physical force, by removing any references to the humanity of the thing affected by the
force in the body of the definition. This involves removing any references to Y doing

things, Y thinking things, or Y wanting things. The result reads as follows:

X forced something (Z) to happen to Y (e.g. to break, or to
accelerate)

X wanted Z to happen to Y 1
X knew that another thing W would happen to Y 2
: X thought that if X did something to Y then Z would 3
1 happen to Y
because of this X did something to Y 4
because of this Y did Z 5
Z wouldn’t have happened to Y if X had not done this 6
E toY

This definidon conceptualises a force exerted by a person as being a goal directed (line
1), deliberate (line 3), and effective (lines 5 & 6) action (line 4), causing a change to
what would otherwise have happened (line 2). Clearly these features are present in

some usages, such as these two, again from the BNC:

1. “I found I could force the steering wheel a quarter of a turn and flex all
sorts of things, like the casting for the gearbox mounting.”

2. “He puffed softly, then strongly, to force the smoke from the smouldering
fungus into the skep.”
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While these two examples are cleatly related to the notion of physical force, as
opposed to social force, they are nevertheless in the form of the verb ‘to force’ rather

than in the form of a noun.
One way of rewnting the definition to make force a noun gives:

X 1s a force
X wants something (Z) to happen to'Y
X can do something to Y
because of this, something (Z) can happento Y
Z does not happen to Y if X does not do this to Y

PR RPN

In this case, however, force is characterised as an agent (X wants..., X does...). As
such, it does not describe a Newtonian force, although this definition might well be
appropuiate for usages such as these (again from the BNC), where a force is identfied

with an entity — in these cases, respectively, “The Galleries”, “She”, or “Helena™

1. “I see The Galleries as a focal point, a powerful force aiding the city, a proper
part of the centre designed to enhance its life and character.”

2. “She is becoming Burma's most famous non-person, much to the anger of the
military, who were hoping she would fade away as a political force.”

3. “Itisin the second half, when Helena becomes a quasi-symbolic force for life
and renewal that Patricia Ketrigan's performance comes into its own.”

The above definitions of ‘force’ could be charactenised as theoretical, as they do not
proceed from an encounter with evidence in the form of nawrally occurring
utterances, but rather from modifying the definition of the same word used in a
different way. In order to make further progress in this attempt to characterise the life-
wotld sense of ‘force’ in the sense of physical force it is important to examine its usage:

this can be done by consulting linguistic corpora.

A large sample of usages of force’

The British Natonal Corpus (1994) contains approximately 100 million words and can
be queried to provide examples of usage for any word. Querying it for the word ‘force’
one finds that it contains 15845 instances in 2460 texts. Of these, ‘force’ is used as a
stngular noun 9838 times in 2031 texts. To reduce this to a manageable level, the BNC

was queried to provide a random sample of 1000 usages of the word ‘force’ as a

singular noun.

When these were examined they could be sorted into nine main categories
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Groups of people can be called a force. For example, military or quasi-military
groups such as the armed forces, naval forces, the police force, peace-keeping forces,
combat forces and so on. Also, other groups with a common airn, such as a task force,
sales force or teaching force; and workets, such as labour force, wotk force, or force of

production.

Legal force: laws can be in force, or come into force, and they possess the force of

law, or statutory or regulatory force.

Communicative force: in this group is found the force of an argument, logical force,
the emotional force of writing, the force of music, or visual force of a painting, and so

on.

Forces of nature: including, as well as the phrases “force of nature’, ‘natutal force’ and
‘physical force’, examples like the wind or gale, odes and waves; as well as pushes,
pulls, squeezes, and pressures. As this is the category in which we are most interested,
further description will be provided below. It should be noted that although this
category includes within it examples which fit with the physicist’s notion of physica/ force,

it also includes many metaphozical and other usages which do not fit this notion.

Influences: including the force of tradition, or of will power; the force of destiny,
blind force, inner forces, moral force, and religious force. As well, there are forces to

be reckoned with, dominant forces and driving and motive forces.

Violence: here one finds the use of fotce, force of arms, excessive force or reasonable

force, and brute force, shows of force and the threat of force.

Effects: in this category one finds forces described by what they do. These include
forces of abrasion, a shattering force and a force for rehabilitation. This category is
sometimes hard to distinguish from the next category. The difference is between
whether the effect is something which just happens (effect), or whether it is in some

sense aimed for (goal).

Goals: forces desctibed by their aim. These include various “forces for...,” such as
forces for change, forces for emancipation, and forces for stability. There are also

forces of unification, guiding forces and leading forces.
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Personality: an individual can be called a force. One can be a dynamic force, a “one
womar shock-force,” an active force, or on the other hand one may be not the force
one was. A person also can possess force of character, force of personality or force of

will power, and be subject to a force of repression or the force of habit.

Some passages could not be classified because they were too short: for example, “the

existing force that was there.” Others were insufficiently clear, for example:

If an honest attempt is made in one’s own little world to make this strive (i)
living fotce without being crushed under foot by one’s contemporaries, then one
may consider oneself and the community to which one belongs lucky.

The nine categories are not represented in the BNC sample with equally frequency. Of
the 978 instances which wete classifiable, by far the most common usages were related
to military or quasi-military groups. The distribution of these categories 1s illustrated i
Figure 11.

Uses of the word "force'

30%
25%
20%
15%
10%

5%

0%

Percentage of sample

Meaning

Figure 25: Percentages of 978 utterances using 'foree’ in
different categorics.
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Usages related to the physicist’s notion of physical force

It has already been shown, in Figure 25, that utterances which fall under the category
of physical fore represent only a small proportion of the total. However, the initial
classification reported above was based on the form of the words: examining the
sample more closely in terms of the meaning of the words shows that the initial
classification is overly inclusive. Certainly the Figure 25 does not to underestimate the
frequency with which the concept of physical force is used within lifeworld contexts.
However, when one examines the 111 instances classified under this heading more
closely, one finds that only a proportion of these in turn are related to physical fore in

the physicist’s sense (apart from those taken from technical contexts).

Technical nsages — 35 instances
Technical usages were identified on the basis that they came from within a particular
specialised context: there were 35 instances of these which fell under the rubric of

physical force. Some examples:

¢ If the rotor is slightly displaced from the step position a force is developed
between the stator and rotor teeth (Harns et al,, 1977) giving a torque
which tends to return the rotor to the step position; a rotor displacement in
the negative direction produces a positive torque and a positive
displacement results in a negative torque.

® Cohesion, the force holding the watet molecules together, causes more
water to move into the leaf cells from the xylem.

¢ The plastic plate was suspended 3-5 mm above the abdominal wall from a
force displacement transducer (Grass FT3C).

e Simply pouring the beer out from a can did not generate the force needed
to initiate the gas break-out that creates the head.

e Energy is officially defined as ‘capacity for doing work’ and it has the
dimensions of force multiplied by distance.

Clearly none of these technical usages will form part of the lifeworld meaning of fore
which is being sought here. They occur within particular contexts which would only be
encountered after the lifeworld concept had developed. There remain only 76 instances

(111 less 35) which might represent the lifeworld concept of physical force.

Natural forces— 36 instances
Of these, one might expect that the phrase ‘physical foree’ would approximate the
physicist’s notion physical forre, but this s in fact clearly not the case. Consider the four

instances where this phrase was used.
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® Maybe hatred could grow so strong that it became a force of its own, he
thought — a real physical force.

e Violence ‘involves the use of great physical force or intensity and, while it
1s often impelled by aggressive motivation, may occasionally be used by
individuals in 2 mutual violent interaction which is regarded by both parties
as intrinsically rewarding’ (Siann 1985: 12). (sic — the reference forms part
of the quotation)

¢ If we were asked to offer a definition, we would probably suggest
something along the lines of ‘the use of physical force against an unwilling

party”.

e The constitution helps to shape politics and also regulates public access to,
and the behaviour of, the various institutions of the state (such as the
Cabinet, the House of Commons, the civil service, the military, the
judiciary, and the police) that in their different ways have the right to
exercise public power, if necessary through the use of physical force, within
the United Iingdom.

The first is piainly metaphorical. The remaining three instances are best classified under

the heading ‘violence.” Even though they explicitly use the phrase ‘physical force,” they

A

2

do not approximate the idea of force as used in physics. In fact, the last three are really

Hisii

X es of the ion ‘use o ic ce,” which is a minor variation of ‘use o
examples of the expression ‘use of physical force,” which is a min ration of ‘use of

AT

force’ — classified under “violence’ in the section above. The use of the word ‘physical’

is of little import. Thete remain 72 instances to be examined.

If the phrase ‘physical force’ is not used in the sense being looked for, then pethaps the
phrase ‘force of nature’ or one of its variants might be (there are four such instances in
the sample studied here). After all the word ‘physics’ derives from the Greek word for

‘nature’ (Lewis, 1961):

¢ DPecople love to be awed when they enter a pub by a superior natural force —
a strange sort of higher masochism.

e Christabel makes it into a force of nature.

» Silhouetted against the lightening sky, it seemed more majestic than ever;
more a patt of nature's raw force than the wotk of man.

e DPublic attention was focused on the force of nature as never before;
successful campaigns were launched to foot the vast bill for the clear-up
operation.

The first two of these are metaphorical usages. The third is also metaphorical, although

one needs to read the passage in context to be certain of this: the “it” which is said to

dil
7]

be “partt of nature’s raw force” is in this case a burial barrow.
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Only in the last of these is there some connection with physical force in the physicist’s
sense: in this last quotation the topic of the discussion is a severe storm, which is
something capable of exerting force. (In an aside, although these four quotations are
not all linked to the physicist’s notion of physical force, they are nevertheless linked
together by the write’s atitude ~ one of “awe”, toward the “majestic”, or “vast” —
towards the ‘force of nature.” This is consistent with the hypothesis that it is part of the
notion of a ‘force’ that it is, in some sense, big. This point will be returned to in the

section beginning on p. 155.)

However, once the instances examined so far have Leen ebiminated, the remainder
contain a higher proportion of relevant usages. For example various natural
phenomena — specifically light, gravity, and water or air in motion — are descrbed in
terms of force. There are 28 such instances in the sample and they will be discussed in

turn, in ascending order of frequency.

Light - 1 instance

® Outside, the sun stll shone, though with the approach of evening the light
had lost some of its force and the room grew dimmer.

Although light 15 described as having forve, this is as a way of describing its intensity, not

the physical force which it can exert.

Gravity — 2 instances

¢ I think my race across the car park and the force of gravity just made the
baby slip out!

e The time you eight, nine, ten, eleven, twelve hours later when you go to
bed because the force of gravity is hasn’t 1t to. (i)

Although the second of these is taken from speech, and is somewhat hard to interpret,
it becomes easier when one sees the context, which is that the speaker is arguing you
are taller after a night’s sleep. In both these examples, then, the force of gravity is a
clear example of a lifeworld sense of forve which is related to the physicist’s sense of
Joree. Note, however, that the phrase used is the ‘force of gravity’. In these examples,
gravity is not necessarily being identified as a force. Force could well be something
gravity has. These usages can be contrasted with the same phrase amongst the

technical usages mentioned above: there were seven of these, like this one:




¢ They are called the strong force, the weak force, the clectromagnetic force,
and the force of gravity; and the greatest prize in theoretical physics today
is to uncover the underlying symmetry which has to exist berween them.

In the technical usages it is generally plain that the “force of gravity’ is the name for 2
particular sort of force, while in the lifeworld usages this is not necessarly the case.
This point can be made clearer by looking at parallel phrases where the expression

‘force of X’ does not necessarily indicate the name for 2 type of force.

Forve of moving water — 4 instances

The expressions ‘force of the water,” ‘force of the downpour,” ‘force of the waves’ and
‘force of the bore’ are all used in the examples below, and all clearly have some relation
to the sense of physical force. Compare these usages to ‘force of gravity.” Gravity is not a
tangible thing in the world, but water, and so on, are. If one reads the above
expressions as naming forces, in the same way that ‘force of gravity’ 1s the name of a
force, then one i1s committed to the position that lifeworld forces can be tangibie

things.

¢ They tried pushing it back into the hole but the force of the water was too
great.

¢  When Kamacrli came back with the cows only minutes later, she was
caught in the full force of the downpour.

*  You are floating along a quiet r* ~er now, you don't see the water: boiling at
the foot of the great rocks, but une day you'll come to a point in life's
stream where the wild force of the waves may destroy you, where the noisy
rushing water may drown you!

¢ Rivermen were surprised at the force of the bore on a 9.3 metre tide, neatly
a metre below maximum at Sharpness.

Force of moving air— 21 instances

Again, here, one finds that many of these instances are not related to the sense of
physical force which is relevant. Of these 21 instances, 11 used force as a description of
the speed of the wind. Although $peed of the wind is indirectly related to physical force,
since faster winds can exert greater forces, this type of usage 1s sufficiently formalised
that this connection is irrelevant: a ‘force eight gale’ is simply a body of air travelling
within a certain range of speeds irrespective of whether it exerts forces on things in its
way or proczeds unimpeded over an empty seascape. Even though this is a specialised

sense of the word, it was not classified into the Technical subcategory since it is likely
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to be encountered by anyone who listens to a weather report. These are two typical

examples:

o  Gales of force eight gusting to storm force ten can be expected in the area
well after dawn.

» COASTGUARDS slammed organisers of a race in Swansea Bay after 65
teenagers were rescued when gale force gusts capsized their dinghies.

Apart from this specialised usage there wete another ten instances where there were

references to the force of moving air. Below are listed 5 instances which used the

phrase ‘the force of the wind.’” Of these the last is metaphorical, and the first four are

not able to solve the problem of whether ‘force of the wind’ is the name of a special

type of force, or whether it indicates a property of the wind. The first two quotations
tend to support the first hypothesis, while the remaining two tend to support the

second hypothesis.

e The force of the wind shook the alarm bell.

¢ It does not seem that we necessarily are always simply taken, let alone
overtaken, by our desires, so that they act themselves out in us as the force
of the wind acts on a leaf.

Ty

i

*

Miss Danziger put more pressure on the pedals; she knew that if she did
not reach Sandweg before the force of the wind had accumulated its full
strength, she would have very hard work before her.

¢ Theislands present a bare and inhospitable face to the mainland, as their
landward slopes receive the full force of the wind.

¢ This place must have stood here like this for all those years, and I imagined
it retaining always this season, a pocket of perpetual spring — almost a
source of spring from which the frozen bare earth in other places could be
revivified, as those old maps depict in each corner a Wind holding in his
bursting cheeks the force of the wind everywhere.

Two further quotations show that force can be considered a property of the wind by
the way they refer to a ‘gale’ and ‘its force,” and to ‘the wind driving hail’ ‘with a force,

respectively:

...like an Aldeburgh gale, changing the coastline, breaking down bridges,
and generally modifying the landscape by its sheer force and energy.

¢  After what seemed like only a doze she woke to daylight, the wind driving
hail against the window with a force which threatened to break it.
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There were two more which talked of the ‘force of air currents’ and the ‘force of an
air-condidoning outlet’ in ways that indicate that the ‘force’ is considered a property of

the currents and the outlet.

* Migradng birds displ:y great sensitivity to the direction and force of air
currents, changing altitude frequently to find the best conditions, and yet
for many years their sensors have eluded detecdon.

e Itis important to check that no seat is subjected to the full force of an air-
conditioning outlet, and to ensure that no guests are distracted by waiter
activity at an adjacent service station or kitchen door.

Finally, there is one example where the wind is clearly thought of as exerting a force:

® When we'te sailing downwind, the wind is simply pushing the boar forward
and there's no sideways force, so we don't need the daggerboard.

Only the very last of these 1s cleatly consonant with the idea of Newtoman force.
However, as its source 1s lsted as Roya! Yachting Association instruction wdeo: sailing
(Business) it seems likely that this in fact an example of what I have classified as a

Technical usage, rather than a lifeworld usage.

Out of this section consisting of 28 instances of nataral forces, then, there are 14
related to the relevant sense of physical force. These indicate that the lifeworld sense of

physical forve refers to either things, or to properties of these things, or possibly both.

Excerted forces — 17 instances

A better set of examples might be those to do with forces which we can exert
ourselves — our experience of these 1s available throughout out entire life. And, of
course, the same forces can be exerted by other things than people so this forms a

natural basis for extending the idea of forve to include inanimate agents,

For example, consider the most common of these: the push. In the first three of these
examples a person is doing the pushing (in the third case, metaphorically so), while in
the next two a psychological instinct is {metaphorically) pushing, in the second to last
an abstraction is (metaphorically) pushing, while in the last inanimate matter is doing

the pushing:

o At first it was a low moaning noise, and his mother tried to comfort him,
but he pushed her away with a force that almost knocked her down.
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e He saw 2 figure moving towards him, and feit himself pushed, with great
force, into a wall.

e Successful schemes always had someone who could be identified as the
driving force, someone who pushed and who steered the project through
to a satisfactory launch.

e Again her driving fozce was animating him, pushing back an insidious
sensaton of inertia.

e Ataround two years, there is another drving force pushing her towards
independence: the desire to be like everyone else.

© This is the economic force which pushes up national income.

e Beneath this the layer of ice was almost perfectly smooth, though
occasionally an unseen force had pushed s plates together and upwards
forming huge mountains amongst the hills and valleys.

In spite of all the differences between these sentences, they can be seen to fall into just
two categories. In the first two sentences, with L .ian agents, the word ‘push’ is
supplemented by a prepositional phrase ‘with ...force’. In the remainder, it is a force
that is said to be doing the pushing. That is to say, pushing is something which is done

by an agent, hence forre is being conceptualised as an agent which does the pushing.

On the other hand, where an agent is otherwise specified, as in the first two sentences,
there are two alternative interpretadons of the meaning to be attached to the

prepositional phrase containing ‘force’.

The first of these is that force is being conceptualised as an instrument of some agent: in
other wotds, just as one can push something ‘with a stick,” so one can push something
“with a force.” On this mnterpretation, then forves are seen as instruments, by the use of

which one can achieve one’s aims. This scems unconvincing.

The second alternative is that a prepositional phrase like ‘with...force’ indicates the
degree, strength or intensity of the push. This would also be consistent with usages like

these, not related to physical force:

¢ [ have never experienced the spring like this before, with such force, such
awareness, such joy.

¢ The gitls both stare at him, obviously impressed by the scale and force of
his concern.

In these examples, like those where it is used to indicate wind speeds, forre is, loosely

speaking, a measure of how big something is.
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Given these alternative analyses for pushing, one might like to lock at the usage of the

idea of pulling to compare the way it is conceptualised. Unfortunately, there is only one

a

i
)
[
i

instance in this sample where the concept pn//is linked with the concept jorve:

¢ Ifwe all pull together, then we can be a successful force in world rugby
again.

While this is not inconsistent with analysing force as an agent (since it can be

interpreted as saying that “a successful force...” is one that pulis together), it is hardly
convincing. To “pull together” is a dead metaphor meaning to cooperate, and the

meaning of ‘force’ here probably belongs better in the Influence category noted above.

While pushing and pulling can be done by anything, animate or inamimate, the next

two exerfed forces can only be performed by people (or at any rate creatures similar to

people — monkeys, say): gripping or squeesing, and embracing. In these examples, we

approach the sorts of situations which would be classified as forces in physics, but it s
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noticeable that in each case the action 1s not described as a force. The force in these

examples is not the action, but an attribute of the action:

F G lA iy ot 7

» Nicholson gripped Merrick's hand hard and squeezed with unnecessary
force, watching the flicker of pain cross the man's face.
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¢ Even her body protector wasn't enough to stop her wincing at the force of
his embrace.

With these, again, it scems that the force is seen as a measure of the intensity of the

action rather than as an entity in its own tight.

Sudden rrovernent — 22 fustances

The last set of instances has been grouped together because they all relate to sudden,

Sy

short term change in motion. In so far as Newtonian force is related to acceleration,

R PR T 1

the rate of change of motion, these then are good candidates for lifeworld usages

which fit with the physicist’s usage.

Explosions seem excellent examples of sudden short term changes, and there are five
instances in the BNC sample referring to the force of an explosion. However, 2

question similar to one discussed above atises: is the word ‘force’ here identifying a

type of force (as it does in ‘force of gravity’) or an attribute of an action (as it does in

‘force of his embrace’)?
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® Its basis is the naturally occurring substance uranium, an element which
under certain citcumstances can be made to become so unstable as to
produce an explosive force.

® The queston is the charge of gas, exploded in the cylinder head, which 1s
the motive force of every piston-stroke.

¢ They'd secemed robbed of speech by the force of the blast.

e Butin that very same instant, momentarily demolishing her composure, the
door burst open with the force of an explosion and a tall dark-baired figure
in a charcoal-grey suit came striding purposefully into the hall.

¢ About forty-five minutes later three huge explosions went off in the
Wilkerson house, the force of which blew Dustin's §700 desk through a
hole in the wall.

In the first two sample sentences above the word ‘force’ seems to be identifying a type
of foice: in the first it identifies an ‘explosive force’ and in the second it identifies the
force with the explosion of the gas — °...gas, exploded... which is the motive force...”
In the last three of these examples, by contrast, it seems to be identifying an attribute
of the action. In each of these three cases the explosion 1s identified as a particular
event. This can be seen from the undetlined words: “force of the blast, ‘force of an

explosion’ and ‘three huge explosions...the force of which..” The ‘force’ therefore

must be a property or attribute of this particular event: if it one wants to name a force
it would have to be called the ‘force of explosion’ — the same way we speak of the
‘force of gravity’ not the ‘force of a/the gravity.” Nevertheless, the attribute which
‘force’ is being used to express here 1s not just the degree or mntensity of the explosion
(cf. the discussion above of the foﬁ:e of a push). Rather, just as we can talk of the
‘noise of the explosion’ to indicate the sound created by the explosion, so here ‘the
force of the blast’ refers to the force exerted by the blast: a force which has effects
such as robbing people of speech, or blowing a desk through a wall. Thus all five of
these sample sentences ate examples of the lifewotld concept of physical force that is

related to the physicist’s.

The remaining 16 instances can be divided into five groups. The first three groups are
directly relevant to the lifeworld concept of physical force: these are forces that are
identified with impacts, force considered as the property of things, and forces
identified with effects of impacts. The remaining two groups are less directly related:
metaphorical uses where ‘the force’ of some abstraction ‘hits’ one, and examples where
the word “force’ is used to indicate size, degree or mtensity. These will be discussed in

turn,
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There are two instances where forces identified with their causes: in the first, ‘force. . .is
the... impact,” and the second speaks of ‘the force of flail threshing,’ a phrase similar in

form to ‘the force of gravity.’

¢ The only force generally believed to be sufficiently powerful is the high-
energy impact of a large asteroidal fragment on the Moon.

» [t would also catch grain bounding off the floor with the force of flail
threshing.

There is also one instance, a rather gruesome description of an early version of the
guillotine, which uses ‘force’ in such a way as to show that it 1s conceptualised as an

attribute of a thing:

®  As the block thundered down, its force propelled the severed head into the
basket she catried in front of her on the saddle.

As well there are four instances where ‘force’ is evidently conceptualised as being
caused by an impact: the expressions ‘force of the blow,” ‘force of it” and ‘force of the
impact’ indicate this interpretation, for the same reasons mentioned above when

discussing the force of explosions.

® As she stopped a few feet away from them she saw that his cap had been
knocked some distance from where he lay and the force of the blow, which
had thrown him through the air, had dislodged his fountain pen from his
pocket.

¢ He must have taken the force of it on his shoulder, it doesn't swing very
smoothly.

¢ The force of the impact knocked the breath out of her.

o A rake left lying on the ground is dangerous, not only because of its teeth,
but because an unwary step on the head of the rake could suddenly swing
the handle upright with sharttering force.

While metaphotical uses of ‘hitting” with ‘force’ are not directly related to the idea of
physical force, they presumably base their meaning upon the physical sense of ‘hit’.
There were four instances of this sort of usage in the thousand downloaded from the

BNC:

e The full force of being public property and pop royalty had not hit him —
whereas Beatty, who was being chased by the news hounds from New
York to Florida to the South of France, with Natalie in tow, had suddenly
become the talk of the town.
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e Neither of these events, nor other similar ones, have hit the imagination of
the media ot the public with the same force as the similar serious scandals
involving children.

¢ Then, suddenly, just as Joanna was nodding a dubious assent, the full force
of what she had been told hit her like a thunderbolt.

¢ He said then that the housing market recession had not hit the North East
and North Yorkshire with anything like the force with which it had struck
the rest of the country.

It is surprising that only metaphorical usages of ‘hitting’ with “force’ were found in this
sample: if the metaphor is based upon the physical sense, then one would expect to
find some instances of the latter. While none were present in this sample, they do exist,

as for instance, the following, which was found in another search of the BNC:

» Although Jack was taller, Ho hit him with such force that soon Jack fell
away from him and he sprang out.

The last grouping to be discussed here is where ‘force’ 1s used to indicate the degree or
size of effect of some impact. The impact can be of many different types: some
described with verbs such as ‘smiting’, ‘slapping,” ‘thumping,” ‘banging’, or ‘slamming;’
some described with a noun such as a ‘blow; some descubed with a phrase like
‘bringing his fist down.” In each of these cases, however, the ‘force’ describes how

much effect (usually a lot) the action had. This group includes the following:

¢ An open palm, as big and fattily solid as a Bradenham ham, smote the side
of my head with horrific force.

® The delicate porcelain features split two inches above the right eye as a
fountain of bluod arced out, a trajectory of sheer surpzise at the force of
the blow.

¢ The force with which he brought his clenched fist down on the parapet
showed just what he had held in check.

® The sound of the slap surprises her, she drops her hand, tingling with the
force of it.

e Then whoever it was began thumping on the knocker with renewed force,
and Jessamy forgot all about being cautious.

¢  She banged the receiver down with a force that made Claudia wince.

e I grabbed the door handle and pulled the door wide open and with all my
force slammed the door into him before he could do anvthing about it.
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Ouerview of the thousand sariple sentences

After removing the technical usages, and lifeworld usages restricted to the specialised
context of wind-speed and other usages where ‘force’ is used to indicate the degree,
intensity or strength of some action, and, finally, discounting metaphorical usages there
remained only 32 instances which showed ‘force’ being used with a sense related to the

physicist’s notion of physical force, or slightly more than 3% of the total.

Of these, a number of examples conceptualised force as an entity in the world: that
water, a storm, light, and wind are thought of as forces is arguable from the evidence of
the sample sentences discussed above in the secton headed Natural Forces. This
should not be surprising: many other usages of ‘force’ — forre as influence, for example

— conceptualise a forre as an agent.

It was found that lifeworld examples of physical force were predominantly related to
pushing, gravity, explosions, and impacts of various sorts. This is consistent with Study

Two, where these were found to be highly rated as examples of force.

Qunantified forces

It has been mentioned above (see not only the preceding section, but also p. 124 and
pp. 144-146) that that there is evidence consistent with prototypical forces being large.
Further evidence for this can be seen if one examines all the examples, out of the
thousand in this sample, where the force has been described in quandtative terms,
irrespective of whether in the sense of physical force, or force in one of its other

senses.

When this is done it is found that out of 86 such instances the force is described as in
some way large in 80 instances. Most commonly used (19 instances) was the expresston
‘full force, closely followed by ‘powerful force’ (18 instances). Other common
adjectives were ‘great’ (8 instances), ‘sheer’ (6), ‘sttong’ (4), and ‘huge,’ ‘irresistible,’ and
‘formidable’ (each occurring 3 times). Forces could also be ‘enormous,” ‘potent,” ‘too
much,’” ‘exceptional,’ ‘ttemendous,” ‘invincible,” ‘terrible,” ‘horrific,’” ‘unstoppable,’ and

‘excessive’.

By contrast there were only five instances when the force could be considered of a
medium size: the phrase ‘reasonable force’ occurred four times and ‘sufficient force’

occurred only once. Even here, the sense is surely large enough rather than medium.
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There was only one instance where the force could be possibly counted as small: this

occurred in 2 sentence quoted earlier:

e Outside, the sun still shone, though with the approach of evening the light
had lost some of its force and the room grew dimmer.

An NSM description of physical force.
As discussed above, the idea of a physical force that is being sought here is not
identufied with actual entties. However, the evidence shows that forces are often

conceptualised as being agent-like, as being like pushing or impacts, and as being large.

An NSM definition that covers these aspects is as follows:

Fis a force
F is something that happens 1
Sometmes someone does something (X) to something 2

(W) near and because of this something (W) moves far
from this person.

A force is something like this (X). 3
Sometimes someone (5) wants something (X) to 4
happen to something (Y)

S can do something (Zj to Y 5
because of this, something (X) can happen to Y 6
X does not happen to Y if S does not do this to Y 7
A force ¥ 1s something like this (Z). 8
When someone thinks of a force (X) they think X is big 9

Line 1 states that a force is not an entty i the world, but rather an event.

Lines 2 and 3 describe pushing and say that a force is like this. That is to say ‘pushing’

can serve as a prototype for force.

Lines 4 to 8 indicate that forces are similar to the actions of agents — things that cause

other things to happen.
Line 9 summarises the default assumption that forces are large.

Rephrasing the NSM definition in a more compact form, it says that forces are events
like strong pushes, which make things do what we want them to. (While this is more

compact, however, it has the fault of circularity — to “make something do what we
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want” is to “use force;” “to push” is “to exert a force away from oneself’; and

someone who is “‘strong” is someone who can “exert great force.”)

Conclusion

The four studies reported in this chapter converge in a definition of Newftonian force

which shows that it is based on the lifeworld concept of forze.

Study 1 focused on the denotation of the technical concept of fone: that is to say, the
situations which would be classified as showing forces. This study showed that for
students the highest rating examples of Newronian force were pushing and hitting, and that
these prototypical forces were thought of as having large effects, mvolving two entities,

and requiring considerable effort.

Study 2 showed that ‘pushing’ and ‘hitting’ were amongst the earliest words which
children learnt. As prototypical examples ate amongst the earliest to be learnt this was

consistent with the claim that these were prototypical forces.

Study 3 showed that the sense <f foree was entangled with those of power, strength and

effort, amongst other concepts.

Study 4 showed that the technical sense of forve could be derived by meodifying the
lifeworld sense of “imposing one’s will on another.” A survey of a very large sample of
usages of the word “force’ showed that situations including Newtonian forces formed
only a small subset of things that people count as jorees. This was reflected, too, in the
fact that the length of the NSM definition of Newtonian force was longer than that of
the NSM definition of the verb ‘to force:’” additional clauses 1n the definition were

required to whittle down the numbet of situations which the definition covered.

Unlike the case of conmceps, which was found to be used in a way that was equivalent to
its lifeworld usage, and unlike the case of awelration, which was found to be an
extension of the corresponding lifeworld concept, the concept foree has been found to

be a restriction of the corresponding lifeworld concept.

Students learning to understand the Newtonian concept of foree need to learn not only
what ate the prototypical situations, but also what other situations are included (eg.

those involving passive reaction forces (Minstrell, 1982); frictonal forces (Stead &
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Osborne, 1981)). As well they need to leamn the classes of situations to exclude (eg.

those involving momentum, energy, or powerful agents or influences).

Because students have to learn which cases of lifeworld fore to exclude as well as which
ones to include in the category of Newtonian fore, 2 more complex sequence of
conceptual development can be expected with this concept than is found with
aceeleration. Students need to learn to include in the category of forres situations in which
the object applying the force is not salient: frictional forces, the normal resction force
of a supporting surface, and the weight force for example. They also need to learn to
exclude situations where the object applying a force is salient, and the effect of the
force is obvious, but where the force has ceased acting: for example, they must learn
that the ‘hit’ on a golf-ball does not act throughout the flight. As well they need to
exclude influences on moton like momentum, energy and power. Because each of
these adjustments is independent of the others there are a wide number of possible

sequences in the development of the Newtonian concept of forw.

Even though they may not have achieved a final understanding of the technical
concept of fore, or of acceleration, the fact that they have grasped the prototypes enables
students to have a rough idea of what is meant by their teacher, their textbook and
their fellow-students (who will also, by and large, have a similar rough level of
understanding). When asked to apply their knowledge to prototypical physics problems
(eg. calculations using formulae applied to situations involving constant forces on
fricionless surfaces) this level of understanding will be enough to get by. When
occasionally they encounter a less prototypical situation they may learn to modify their
concepts (for example, learn to recognise passive reaction forces), and if these
situations are encountered frequently these modifications may become a permanent

part of their understanding.

The next three chapters will show how dealing with non-prototypical problems
influences students’ concepts of forre and aeceleration. 1t will also lustrate the influence

of the different concepts held by students on the way that these problems are dealt
with.

The problems discussed by students in the next three chapters come from the FCI and
were developed for the purpose of uncovering common misconceptions in the

understanding of Newtonian mechanics. The next chapter, dealing with Newton’s
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third law, will include discussions of the way students dealt with the relevant problems
on the FCL. Chapters Seven and Eight will then discuss the way students dealt with

problems mvolving Newton’s first law and second law respectively.
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Chapter Seven

Newton’s third law

So far, this thesis has been focussed upon the structute and development of particular
concepts: aceeleration and foree. ‘The next stage is to look at how larger scale conceptions,
ones that use these individual concepts, are structured and develop. An important set
of conceptions in mechanics is Newton’s laws. These refer to the concepts already
discussed, and develop partly out of everyday experience and thought, as well as
explicit instruction. Of course, everyday experience can often appear to be incongruent
with Newton’s laws and this is one of the main sources of difficulty that students face

in alighing their study of Physics with their overall world-view.

In the previous two chapters it was argued that students hold prototypes for acceleration
and for force. The importance of prototypes is again emphasised i this chapter which
extends the idea of prototypes from simple concepts to situations. In particular, it is

argued in this chapter that students hold prototypes for

¢ sttuations involving Newton’s third law, and
® action/reaction paits.

It 1s fusther argued that

¢ where these prototypes are incorrect, that predictable errors will occur, and

s the level of errors will be related to the ‘distance’ from the prototype.
This i1s argued by three studies: the first re-examines the data provided by earher
researchers to show that it can best be explained in terms of prototypes. The second
study analyses transcripts of student discussions of the solutions to problems in the
Force Concept Inventory (Hestenes et al, 1992) to show that these too are best
understood in the framework provided by prototype theory. The third study sought to
tind whether teaching which explicitly took account of prototype theory could be

effectve.

Stucly One: reanalysis of carlier work
As noted in Chapter Two, questions intended to elucidate difficulties with Newton’s
tnird law were included in a survey by Watts and Zylbersztajn (1981), which was

intenided to find both what was the disttibution of children’s ideas about forces, and
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also the extent to which their teachers were aware of these ideas (children: N = 125;

teachers: N = 5).

A diagram showing stick figures in a tug of war (Figure 26} was presented to the
subjects, and they were asked to compare the sizes of the fotces exerted on the rope by
the left and right contestants when one or the other was winning. They found that
most students (82%) claimed that the winner was exerting the greater force: ‘If one
person is winning a tug-of-war, then it is clearly very difficult for children to imagine
that the forces on the rope joining the two people 2:2 equal’ (p. 363). While this was
taken as evidence for widespread difficulty with Newton’s third law, there is a problem
with the question, which in one way raises a doubt about their conclusion, and in
another serves to confirm it. What raises doubt about their conclusion with respect to
the answers to this question is that, in so far as the contestants were each pulling on
the rope and not cn each other directdy, the forces they exerted were not an
action/reaction pair. That is to say, both forces were acting on the rope, while an
acton-reaction pai, in Newton’s sense of these terms, acts on two different bodies.
While the authors may have made the tacit assumption that the rope was an 1dealised
light inextensible string serving simply to transmit the force, and that therefore
Newton’s third law was applicable, they may have simply not understooa the third law

themselves.

Bescriphon card

eft E: r ;i Right

Fipure 26: Diagram used by Watts and Zylbersztajn
(1981)

That this ambiguity (forces on rope vs forces on each other) is present in the question
can be seen by a btief comment made by one of the teachers, who cleatly saw the
question as being about Newton’s second law: ...I mean its not clear when you say he
is winning... do you mean he is accelerating that way...” Watts and Zylbersztajn quoted
this teacher to suggest that confusion about Newton’s third law was not confined to
students, but was present in teachers. However, the confusion was implicit in the

question itself and, quite possibly, in the researchers.
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On the other hand, as suggested above, this in a sense confirms their conclusion: if the
researchers themselves are not clear about Newton’s third law then confusion is indeed

widespread.

Tliis particular problem of interpretation does not occur in the research preserted Ly
Maloney (1984). Here students were presented with diagrams showing two blocks
touching (see Figure 27 for some examples) so that the forces of each block on the

other were unambiguously an action/reaction pair.

Figure 27: Diagrams from Maloney (1984)

The situations were varied along four dimensions: mass of blocks (equal or not),

motion (rest, constant velocity, constant acceleration), direction of force (push or pull),
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and agency (which block was the ‘cause’). Of these dimensions, the direcion of force
was not found to be of significance. Overall, then, eight situations were of interest.
These are shown in Figure 28 . For each of these situations, the students were asked to
compare the size of the forces of block A on block B, and of block B on block A.
Only 9 of 112 students consistently answered according to Newton’s third law. The
remaining students all answered differently according to the situation. The main point
Maloney was concerned to make was that, for most students (63%), the students’
pattern of answers corresponded with the answers that would be cn'cpectcd if the
students were using one of five simple rules (Table 16). This resuit provides evidence
for the active involvement of the students in the conceptualisation of physics (none of

these rules, obviously, had been taught), 2 point which will be returned to below.

Table 16: Cosnmon Rules Maloney (1984, 1. 40)

Rule Description of rule Percentage of subjects
designation overall using rule
la Mass is the only determiner for all states of 11

moton. Greater mass cxerts greater force.

22 At rest the forces are equal, but for moving 16
systems greater mass exerts greater force.

2b At rest the forces are equal, but for moving 19
systems the "cause’ exerts greater force.

3a For rest and constant velocity the forces are 8
equal, but for accelerating systems greater
mass exerts greater force.

3b For rest and constant velocity the forces are 9
equal, but for accelerating systems “cause’
exerts greater force.

Total 63%

However, for the purposes of the present argument it is worthwhile looking not at the
detals of the hypothetical rules that the students were using but, instead, at which of
the eight situations the students claimed had forces of equal magnitude. Doing this
reveals the typical pattern for prototypes: all students agreed about the central member
of the category — objects of equal mass exert forces of equal magnitude on each other
— but different decisions were made about the boundaries (see Figure 28). It will be
recalled from Chapter Two that when people were asked to pick out from an array of
colour chips examples of a particular colour, for example, red, everybody picked out
central instances but people made different decisions about whether or not to include

colours near the boundaties where, say, red left off, and orange took over. Similarly, in
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Labov’s (1973) investigations of the meaning of ‘cup’, when subjects were presented
with arrays of drawings where the height, width and other features of a container were
systematically vanied people agreed on the prototypical cup, but disagreed on the

instances near the boundaries with bowl or mug and so on.

The same sort of pattern is cleatly present in the resuits presented by Maloney (1984).
Figure 28 shows the eight categories of situation used by Maloney, with boundaries
drawn around them in order to indicate which sttuations were included in the category
‘equal forces on each body’ for each of the rules listed by Maloney. Note that the
percentages do not total 100% as not all students’ answers were captured by the listed
rules: although ‘41 distinct rules were found’ (p. 39), details were provided only for
those listed here. Nevertheless, it is quite clear from the reported results that the
prototypical exemplar of a Newton’s third law situation for these students is one where
the masses of the two bodies are equal: all students agreed that in this case the forces

were equal.

Situations Rule

AME MAss,

Sante Mmass,

I est constant v. constant a. < 11%)
J {Agent unspecified) {Agent unspecified) } |3
‘5 unspecified) oIS LA e T T VO PV et AT T
F Different mass, :.Di fferent mass £ Different mass, 2a
N\ at rest % constant v ’ | Constanta. (16%)
5, . (Agent A ' Agent and
K . .o Agent i
\Wﬁcd) venses
- Different mass, l Different mass, 2b
™~ constant v. I constant a. (19%)
~ o Patient Patient
\ ™ - ! j 3
=S o (8%)
and
3b
(9%)
Newton’s 3rd Law {3%)  —

Figure 28: Situations for which students stated that the
forces of the blocks on cach other were equal (based on
data from Maloney, 1984),

Furthermore, there is evidence consistent with the hypothesis that the extension of the
category ‘equal forces’ is a result of teaching, Rules 1 and 2, which specify the most
limited range of cases whete the forces are equal are those favoured by 55% of those
who have not studied high school physics (‘novices’), but are used by only 16% of

students of those who have studied high school physics (‘experienced’). Just 7% of
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novices, but 50% of experienced students favour the more inclusive Rule 3. And
Newton’s third law, the most inclusive category, was used by no novices, but by 9% of

expenenced students (data from Table 3 in Maloney, 1984, p. 41).

Finally, a consequence of Maloney’s argument is that students do not just add
situations at random to the category ‘equal forces’. Rather, they followed rules that they
themselves must have generated (they were certainly not taught), to guide their
extension of the category. This, in my view, is related to LakofPs (1987) discussion of
‘radial categories’ where the extension of a category is motivated by likeness in some
key feature. In this case, the grouping together of the state of rest, and the state of
constant velocity by the ‘experienced’ students, plausibly provides the motivation for

their move from Rule 2 to Rule 3.

Overall, then, Maloney’s papet provides evidence of three characteristic prototype

phenomena:

® Particular exemplars are agreed to by all.

¢ These are amongst the first to be learnt.

» [Extensions to the categoty are motivated.
Further evidence of prototype structures can be seen in thie research reported by Terry
and Jones {1986). They used a set of seven questions to examine the understanding of
Newton’s third law by 16-year-old students (N = 39). From the first two questions
they found that most students (93%) could not identify the reaction force to the action
force of gravity acting on a person standing still. Furthermore, most students (90%)
could not identify the reaction to the force of gravity acting on a falling stone. This was
in spite of the heavy cueing ptovided by the form of the latier question where the
weight force acting on the ball was referred to as ‘the force gf the earth on the stone’ (p.
295, emphasis in original). The authors comment that the ‘emphasis was clearly
insufficient to prompt the pupils into giving the cotresponding force of the store on the

earth’.
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Figure 29: Diagrams for the first two questions used by
Teery and Jones (1986).

Five more questions were asked. Two of these questions asked students to predict the
effect of forces on the motion of a boat, and the remaining three asked them to
compate the telative sizes of paits of forces between people, and to compare the
relative sizes of the action/reaction pair between a car windscreen and an insect. Only
in one circumstance (two skaters of equal mass pulling on each other via a rope) did
most of the students (90%) state that the forces were equal in magnitude. The authors

suggest that this ‘can probably be atmbuted to the use of this example to introduce
Newton’s third law’ (p. 295).

These results can be interpreted simply in terms of prototype theory: for these students
the prototypical third law situation was the one that was used to introduce it (see Table
17). As such, it was easily recognised, and Newton’s third law, as they undetstoed it,
was applied. For situatons that were not prototypical, the usval uncertainty that is
likely at the boundanes of concepts occurred, and some students did, and others did

not recognise them as third law situations.

Action/ reaction pairs

It is suggested that, for these smdents, a prototypical Newton’s third law situation is

one where

» the focus of attention is on a pair of forces
¢ exerted by two people
¢ of equal mass

® on skates,
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¢ both pulling on a rope (Figure 30).

0
Bgi/ A

v 7 7 f 4 T 77

Figure 30: Diagram for question 5 in Terry and Jones
(1986).

What were the prototypical features of action/reaction pairs in the minds of the

students? From the evidence one can hypothesise that these are that the forces

¢ occur on the same object,

¢ have the same magnitude,

o have oppostte directions, and

e fit the formula ‘force of A on B = force of Bon A”

Of course, the first feature, should rof be present as action/reaction pairs act on
different objects, but these four features were @/ present in what, for these students,
was the situation used to introduce Newton’s third law and therefore likely to be, for
them, the prototypical situation. As well, the second and third features are emphasised
in the traditional formulation ‘for every action there is an equal and opposite reaction,’

and the fourth feature was emphasised in the wording of the questions.

In so far as acton/reaction pairs never act on the same object, it was surely
unfortunate that the sitnation chosen to introduce Newton’s third law was one where a
rope was being treated as an idealised method of transmitting force. For the teacher,
presumably, the force is to be implicitly understood as being ‘ttansmitted’ by a (light
inextensible) string from A to B and from B to A, but any misunderstanding by the
students is understandable. For the students, both A and B were pulling on the rope,
and the forces due to A and B were identified as action and reaction. For the students
therefore, the reaction force to the pull of A on the rope would very likely be
understood as the pull of B on the rope.
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Assuming that the prototypical features for action/reaction pairs in the minds of these
students were as hypothesised above, one can interpret their answers. In the first two
questions, they were asked to identify action/reaction pairs. In each case the most
common answers were pairs of forces present in the situation represented in the
diagram. In the first situation, a person standing on the ground, the normal force due
to the ground and the weight force had three of the four prototypical features {1.e. all
except fitting the formula) and we.e identified as the action/reaction pair by ‘over two
thirds’ of the 37 students whe had answered incorrectly. In the second situation of the
falling rock, the weight force and air resistance had two of the four prototypical
features (i.e. acting on the same object, and in opposite directions) and were identified
by as an action/reaction pair by 18 of the students. In so far as air resistance had so
few of the prototypical features the other 21 students either did not consider it or
rejected 1t. Of these, 17 were unable to identify the reaction force (which after all was
not acting anywhere within the situation represented in the confines of the diagram),
while 4 students (prompted perhaps by the phrasing of the question) were able to

provide the correct answetr.

Table 17 Peototype  PFeatures  ws, Choices  for
Action/Reaction Pairs

Choice  Description Both in situation No of prototypical Chosen
tepresented by features by
diagram?

Weight force/normal force Yes 3of4 07%

1 (approx.)
Force on man by earth/force  No 3of4 5%
on earth by man
Weight force/air resistance Yes 20f4 46%

2 Force on man by earth/force No 3of4d 10%

on earth by man

In the next two questions, students were not asked to compare the size of forces and
‘there was no evidence to indicate that the pupils interpreted the interactions in terms

of a pair of forces’ (p. 295). The remaining three questions did ask for forces to be

compared.
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Table 18: Prototype Features of Situations vs. Correct Use
of Newton’s Third Law., Data from Terry and Jones

(1986)

Number of prototypical features Question Newton’s third law used correctly
by

Oof5 3 10%

1 of 5 (2 people) 4 15%

1 of 5 (focus on pair of forces) 7 40%

4 of 5 (focus on pair of forces, 2 people, on 6 50%

skates, pulling on rope)

5 of 5 (focus on pair of forces, 2 people, equal 5 90%

mass, on skates, pulling on rope)

From this set of data three conclusions can be argued for. Firstly, that as the number
of prototypical features increases, the situation is more likely to be recognised as a
member of the category. Secondly, that not all features of the prototype carry equal
weight: equality of mass (compare the responses for quastions 6 and 5), and focus on a
pair of forces (compare the responses for questions 4 and 7), are cleatly of more
importance than other features (compare the responses for questtons 7 and 6). Thirdly,
where a force is not present in the immediate situatton it is unlikely to be thought of,
even though it might have many prototypical features {compare the populanty of the

two different responses for question 1, or for question 2).

Brown (1989) reported on three studies investigating aspects of students’
understanding of Newton’s third law. Brown interpreted the results of the first two
studies, interviews with pre-physics high school students, as indicating that before
instruction students viewed forces as properties of objects. This view clearly causes
students difficulty in their understanding of Newton’s third law. This is because such a
view would entail that students would have to interpret Newton’s third law as stating
that what one might call the ‘force-property’ of two objects was equal in size and
opposite in direction. Such an interpretation would make Newton’s third law
essentially a mystery: ‘After all,” students might think, *why should the force-propetty in
an interacton be the same when, say, the mass- or colour-properties were not?”
Nevertheless, this view throws light on the prototypical status of equal mass objects in
the understanding of Newton’s third law. When other properties are the same, then it

may well seem logical that the forces are the same too.
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Brown’s third study compared the pre-instruction and post-instruction scotes of high
school students (N = 78) on a subset of six of the questions from a multiple-choice
test on mechanics. In this subset there were three questions with diagrams involving
boxes or blocks (4, 4 and fin Figure 31), and three involving drawings of lifeworld
situations (@, ¢ and ¢ in Figure 31). None of these six situatons were prototypical
Newton’s third law situations: none explicitly indicated that the masses of the two
objects were equal (although some students might have assumed this in situations «
and ¢ where the diagrams do not show any noticeable difference in size). For all of
these situations, some students did and some did not state that the forces were equal,
reflecting their status as non-central examples of the category ‘situations in which

Newton’s third law should be used’.
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Figure 31: Diagrams from Brown (1989)

Overall, then one finds that where the work on Newton’s third law 1s relevant it is

clearly interpretable in terms of prototype theory.

Different features each separately contribute to the activation of the idea of Newton’s
third law for any given situation. Those situations that are most highly activated are the
prototypes. These prototypical situations are typically the first learned, and they are
also the core of the concept, shated by all who use it. Extensions to the category of

“Newton’s third law situations” are not adopted by fiat, or at random, but rather are
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motivated by regularities perceived by the students, and by regulanties to which they
are introduced by dialogue with others.

The next section looks at discussions between groups of students negotiating answers

to questions which are designed to elicit misconceptions related to Newton’s third law.

Study Two: The use of Newton’s third law in student discourse

Evidence presented in the first half of this chapter showed that a prototypical
Newton’s third law situation is one where two identical objects at rest push against
cach other. Around this central idea are cases where the objects have different masses,

are moving at constant speed or accelerating, and where only one is actvely pushing,

and vadous combinations of these.

Student 1's conicept of
Newton's Third Law
situations,

Identical
masses but
moving

Identical
masses and at
rest

Different
masses and
moving

wirferent
masses, but

only one o
actively pushing @

Student 2's conception of Newton’s
Third Law situations.

Figure 32: Two alternative conceptions of when Newton's
3rd Law s appropriatcly used.

In this second half of the chapter, students’ discussions of problems involving non-

prototypical sitwations are discussed. It is argued that students develop their ideas

about the situations in which Newton’s third law should be applied by focusing on the
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boundaries of their conceptions and arguing over reasons for extending the boundaries
to include these situations, or contracting the boundaries to exclude them. Thus in
Figure 32 the two students would agree in using Newton’s third law in most
circumstances, but disagree in cases where there were moving objects with different
masses. They would argue about whether student 2 should extend the boundaries of
his conception to include this case, or whether student 1 should coniract the

boundaries of his conception to exclude it.

Students discussed a number of problems from the Forve Concept Inventory of Hestenes,
Wells, & Swackhammer (1992) which could be solved by using Newton’s third law.
These were questions 2, 11, 13 and 14. Questons 2, 13 and 14 asked about forces
between cars and trucks in different sitvations. Question 11 asked about forces

between people. Each of the questions was about a non-prototypical situation.

The amount of time spent in discussions obviously varied from group to group and
from question to question. However, a very noticeable pattern was that where the
group members agreed on one of the options for the answer, the question was quickly
dismissed. Students spent more time in discussion when there were a2 number of
different options proposed as the answer, but the number of options did not appear to
change the amount of discussion, so much as the presence ot absence of disagreement
(see Figure 33). Putting this in terms of the discussion above, where concepions
overlapped (as for three of the four situations for students 1 and 2 in Figure 32) there
was little or no discussion, but where they didn’t (as at the boundaries in Figure 32) the

students needed to negotiate to determine whether ic fell inside or outside.
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Figure 33: The average amount of time {in seconds) spent
in discussion for groups who agieed (1 option) of
disagreed (2 or 3 options} amongst themsclves.

Discussions of Question 2

In answering this question, the details of which are given in Box 1, students were faced
with a non-prototypical situation for Newton’s third law. That is to say, the two abjects
were not of equal mass. The relevance of Newton’s third Jaw was noted by ali gioups
(see Table 19) who had any discussion of the problem. However, an issue whih arose
repeatedly was the size and mass of the truck compared to the car Ac chiown 1o Fignre
32 this was a sticking point for many students — they hatt < be argued nut of a
predilection to believe that the forces were different when the sizes or masses of the
objects were different. [t is also notable that not all of the students suggested rhat the
larger object exerted the larger force — a speaker in Group 9752 suggests that the force
by the car will be greater because the car 1s smaller (possibly due to thirkng in texrms of
how concentrated the interaction will be if it occurs in a smaller region; or, i effect,
confusing force with stress). In countenng these argaments students argued in three

ways:

Pointing out that one e apply Newton’s third law (either explicitly mentioning it or

referring to action/reaction pairs}. {e.g. in groups 9751, 9752 and 9765)
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Differentiating one aspect of the situation from the size of the force (e.g. in group 9765
the mass of the car is agreed to be different, but nevertheless the forces were sull the

same)

Pointing out that a situation even further out from the boundaries that the forces were

known to be equal:

e hit the baby, the baby hits you with the same force

® punch on the nose, nose on the fist
In introducing the topic it was explicitly emphasized that, in the case of 2 punch on the
nose, the forces by the fist and nose were identical in magnitude, but the example of
the baby was onginal to the student.

Box 1: Question 2 of the Fore Concept Inventory (Hestenes,
Wells & Swackhammer, 1992),

2. Imagine a head-on collision between a large truck and a small compact car.
Duging the collision,

(A) the truck exerts a greater amount of force on the car than the car exerts on
the truck.

(B) the car exerts a greater amount of force on the truck than the truck exerts
on the cat.

(C) neither exerts a force on the other, the car g 2ts smashed simply because it
gets in the way of the truck.

(D) the truck exerts a force on the-car but the car doesn't exert a force on the
truck.

(E) the truck exerts the same amount of force on the car as the car exezts on
the truck.

In some cases students accepted these arguments, in others they seemed only to accept
that they were outnumbered {e.g. in group 9765 the discussion ends with “OK, when

in Rome...”).
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Table 19: Brief Notes of Student Discussions for
Question 2.

Group

Time (s)

Discussion

9753

7.6

What did you get
E

E

E

E yah

9711-3

TgotD
ah E, sorry
all agreed?

9711-1

27

{Newton’s third law immediately stated.}

9751

64

I think that’s impossible
I can’t explain
Newton’s third law

9711-2

65

Is it the same amount of force
matter and mass

what answer you put

E

same

why

1 don’t know

Newton's third law

9752

73

All except Andy says E because Newton's third law

why did you say B

[ thought the car 1s smaller than the truck 1t will exert more force
but Newton’s third law applies to all objects

so B

9762

81

Newton’s third law

but the mass of the truck is greater so there is more force from the truck
bur action/reaction

punch on the nose, nose on the fist
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9765

83

Ah! E, why!

Newton's third law the force on the car and the truck is the same
E! but you must imagine the size of the truck

more force

Newton’s third law is in theory

the car is less mass

but the force is the same

OK, when in Rome...

9704

112

{Newton’s third law mentioned}
“but greater mass”
{but eventually agree on E}

e

9761

125

Action/reaction

what about the mass

Newton’s third law

hit the baby, the baby hits you with the same force
1 don’t think sol

etther A orE

e G

Study Three: Does teaching with prototypes help?

The very small amount of research devoted to seeing whether teaching with prototypes

is useful has been restricted to the teaching of invented concepts (Tennyson, Chao, &

Youngers, 1981). Given that there are clear prototype effects in the use of Newton’s

third law it was thought worthwhile to try basing the teaching sequence around them
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when an opportunity to do so arose, at short notice, soon after the writing of this
chapter. It shouid be noted that this small scale and informal study is described only in

its role as a pilot for a controlled and better designed study at a later date.

A ten week introductory science course for Year 10 students was being taught by a
number of teachers. During the one week of this class scheduled for Physics, the topic
to be taught was Newton’s laws. At this time 1 was scheduled to teach a year 11
introductory science class where a week was to be devoted to ecology. A biology
teacher who was taking the Year 10 class suggested that we swap classes for this week,
so that each of us would be teaching from our specialty. We did so, and this provided
me with the opportunity to try teaching Newton’s third law based on a sequence
developed about prototypes. This teaching sequence comprised just the four 50 minute

lessons that were available for teaching, and one for a class test on the topics taught.

The first lesson was devoted to teaching Newton’s third law, using prototypical cases
(i.e. equal masses, not moving) to introduce it, and then stating that it always applied in
all situations, and explicitly teaching that it applied when the masses were not equal,
when the masses were moving, and whichever of the masses was the active cause of
the event. In addition, Brown and Clement’s method of teaching by means of

anchoring conceptions was used to teach about passive reaction. forces (Brown, 1994;

Brown & Clement, 1989).

The second lesson was used to teach Newton’s first law using demonstrations with a
linear air track, and the third and fourth lessons were devoted to teaching the second
law quantitatively (using F = ma) and qualitaovely (using arrows to represent the

direction of a force causing things to get faster, slower or change direction.

In each of the four lessons some time was devoted to cach of problem work, class

discussions, and small group discusstons.

In the class test at the end of the week (See Appendix C} there were a number of
questions on each of these topics. Three of the questions on Newton’s third law were
taken from the Force Concept Inventory (Hestenes et al,, 1992), and six from Brown
(1989). For each of these, the authors of the articles had provided figures for the

percentage of students who answered these questions correctly.
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In the case of the Force Concept Inventory, results were recorded for Arizona High
school students in regular classcs (both pre-test and post-test), for the honours High
school students taught by Wells, and for end-of-first-year Physics undergraduates at
Harvard University. A box graph comparison of these group’s mean scores on these
test items is shown in Figure 34. The results of the Year 10 students taught by means

of prototypes are also shown.
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Figure 34: Proportions of students in classes who correctly
answered questions 2, 13 and 14 from Hestenes, Wells and
Swackhammer (1992).

In the case of the six questions from Brown (1989) figures were available for the
percentage of students who correctly answered before and after instruction for a term
in Mechanics. These can be compared, in Figure 35, to the resuits for the group of

Year 10 students taught by means of prototypes.
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Figure 35: Proportions of students who correcedy
answered six questions about the sizes of action/reaction
pairs, Pre-test and post-test data from Brown {1989).

It is worth noting that these Year 10 students were doing a compulsory unit in science,
and were generally younger than the students in the other studies, who had elected to
take courses 1n Physics. While the lack of a control group (pethaps these students were
unusually adept, and would have performed just as well however taught) and the lack
of a pretest and post-test comparison {perhaps they had already learnt this topic in
earlier classes) mean that one cannot rely on these results as conclusive evidence for
the efficacy of teaching Newton’s third law by means of prototypical situations, they

are nevertheless suggestive. They are certainly not mconsistent with there being

benefits in doing so.
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Conclusion
It has been argued in this chapter that just as there are prototypes for concepts such as

acceleration and force, there are also prototypes of “situations which are covered by
Newton’s third law.”

On the one hand, there is nothing unusual in this finding. Barsolou (1985) found that
there were prototypes for “foods not to eat on a diet” and other categories describable
by phrases rather than labeled by a single word. Furthermore, in Chapter Four 1t was
shown that while concepts wete prototypically describable by a single word, that

nevertheless concepts desctibed by short phrases were not uncommon.

On the other hand, thinking about the problem of “how to get students to generalise
their knowledge so as to be able to apply a principle in new situations™ as being
equivalent to the problem of “how to get students to learn to recognise the category of
sttuations covered by a principle” has three consequences. Firstly, it enables one to
make sense of eatlier research into student understanding of Newton’s third law i the
light of prototype theory. Secondly, it provides a useful framework for gaining insight
into student discussions while problem solving. Thirdly, it suggests ways to apply
prototype theory to course design. Whether these ways of using prototype theoty in
teaching are more efficient than standard methods remains an open question, but the

results of an exploratory pilot study suggest that this 1s worth investigating,
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Chaper Eight

Newton’s first law

The previous chapter looked at Newton’s third law. It argued that students build their
understanding of Newton’s third law upon the foundation of a prototypical situation,
and then extend their understanding of the law step by step, to other less prototypical
situations. This process is quite different from that presented in the conceptual change
literature based upon the work by Posner and others (1982), and therefore constitutes
an implicit argument against it. In this chapter it is explicitly argued that in developing
their Physics conceptions students do not proceed in the overtly rational manner
suggested in the conceptual change literature. It will be recalled from Chapter Two
that, according to Posner and his colleagues, various conceptions are measured against
criteria untl ulumately a single conception outranks all others and ttiumphs. It is
argued here, on the contrary, that students maintain a set of conceptions, and from
these are selected those which will be used on particular occasions, This s done by a
subconscious process similar to that familiar to psycholinguists who study text

comprehension (e.g. Gernsbacher, 1990).

In order to study the way that their different conceptions developed, students were
asked to discuss their answers to the Foree Concept Inventory (Hestenes et al, 1992). In
order that all students would be prepared for the discussion they were first required to
complete the inventory individually. Most of the students in tus study, hke most
students in the wotld, started with 2 non-Newtonian wotld-view, as evidenced by their
low scores on this insuument. During the next lesson, normally the following day,
they were asked to decide upon the correct answers in groups, and their discussions

were audio-taped and transcribed in detail.

A notable difference to the usual way of answering a multiple-choice test was that
instead of being asked to give the single correct answet, students were encouraged to
indicate which answers they found appealing. In this modified scheme, instead of
selecting a single cotrect answer for each question i the Forne Concept Inventory
(hereafter FCI), they were encouraged to rate each option with a score between 0
(indicating that they were certzin that this choice was wrong) and 10 (indicating that
they wete certain that this answer was definitely correct). The total number of points to

be allocated for any question was 10, and these could be spread amongst the choices in
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any way that the student decided. The purpose of this answering scheme was to give
credit for partially correct answers. As an example of the sorts of responses that wete
found, consider question 4 of the FC, reproduced in Box 2.

Box 2: Question 4 of the Forve Concept Inventory (Flestenes,
Wells & Swaclhammer, 1992).

4. A heavy ball is attached to a string and swung in a circular path in a horizontal plane
as illustrated in the diagram to the nght. At the point indicated in the diagram, the string
suddenly breaks at the ball. If these events were observed from directly above, indicate
the path of the ball after the string breaks.

For this question most of the students selected only one answer (mainly the correct

one, B) but seven chose to distubute their points as shown in

Table 20.

Table 20: Allocation of points between muttiple-choice
responses to Question 4 of the FCI

Response: A B C D E
Student 1 5 5
Srudent2 6 4

Studentd 7 3

Student4 3 7

Student 5 2 8

Student 6 7 3
Student7 1 9

Further detads of student responses can be found in Taylor and Gardner (1999).
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An unexpected benefit of this method of answering was that it effectively provided a
snapshot of the student’s mind before a final answer was reached. Thus, in Table 20,
Students 4 to 7 all clearly preferred B. From this it can be inferred that if they had been
forced to select a single answer, it would have been B. However, in giving a single

answer only, they would have given no indication that they had been considering other

aAnswers.

One concludes that the standard method of checking understanding of a concept in

physics (t.e. ability to use it correctly to solve a problem) systematically precludes the

observation of multiple sunultaneously-available conceptions.
Evidence that these conceptions are activated during discussions is given below,

As mentioned in Chapter Two, other studies of transcabed problem solving sessions
have been carried owy, and have given limited support to the usefulness of the
conceptual change framework of Posner. An example discussed was De jong (1996).
In this investigation, however, students were first tiaght the conceptual change

framework and then asked to use it to structure their discussions.

By contrast, the students in the study reported here were not insuucted in any
theoretical approach, but were simply asked to come to a decision about the answers to
a set of paiticular problems. Far from being conscious of their reasons for choosing 2
particular conception, students were often unaware that there were alternatives until
others brought them up. And far from using generally applicable criteria, the reasons

for the use of a particular conception were generally specific to the context and

conception under consideration.

As evidence for these claims, some discussions of a problem dealing straightforwardly
with Newton’s first law are examined. This problem, number four, in the set of

twenty-nine in the FCI was shown in Box 1, eatlier.

As mentioned above, students had each done the entire FCI, including this question,
before their group discussion took place. Each student had narrowed down their
preferred answer to one ot a few choices, which they had rated on a scale from 0

(impossible) to 10 (certainly correct). By the ume they tackled this queston, they had
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already discussed three other questons, and had settled into a commonly occurring

pattem.

While there was 2 great deal of vanety m the different groups’ approaches to the
discussions, this pattern seemed to fit all of them. The discussion would typically
consist of five main parts. First there would be the desenpzion of the problem. Secondly,
there would be a briefer or longer pause, depending on the group and the question,
during which students considered their answers. Thirdly they would compare answers

(and this would sometimes be repeated after some discussion had taken place).

Next, fourthly, they would agwe over the correct answer. This itself took place in
stages. Initially, there would be a proposal, often that the group should settle on a
particular option, but sometimes that a particular principle should be applied, or that
the discussion should move in a certain way, or that the group should direct its
attention to a particular point. The others would respond to this, agreeing, asking for
clanfication, or disagreeing (cither by flatly contradicting the proposal, or by
challenging the proposer to provide a justificaton). This fourth stage, the argument,

could sometimes be repeated when different issues were raised.

Finally one or more students would smamarise the discussion, stating what answer they

felt that the group had settled upon.

In Chapter Two a five-stage pattern to spoken narrative talk in groups, identified by
Labov and Waletzky (quoted in Chafe, 1995, p. 128) was mentioned. They called these
stages orentation, complication, climax, denowement, and coda. However, telling a story and
arguing about the answer to a physics problem are very different situations, and the
middle sections of these two patterns are quite different: one does not expect, nor does
one find, specialised narrative functions like complications, climax and denouemens in the
discussions ano'..ed here. Nevertheless, there is some correspondence between the

first and last stages of the two patterns.

For Labov and Waletzky’s speakers, the orentation of a spoken narrative identifies

® who ot what is being discussed,
e the viewpoint of the speaker,

¢ where the action happened and
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¢ what was being done at the time.
Here the same features were put forward in the part of the discussion I have labelled
the descripion. This occurred at the beginning of each problem, since students were
asked to identify the problem that they were discussing. How they chose to do this
gives some idea of how they conceived the context of their discussion, and also shows

some parzllels to the orientation section of a spoken narrative.
Some examples are given in Table 21.

Table 21: Introductions to the discussions of question 4

Group A Male student 2:  okay number four
Male smdent 3:  Number four
Male stadent 2:  Number four is about er
heavy ball sort of
attached to a string
and swing
circular path
Group B Female student:  What's number four
Ch number
four is about the heavy ball that
attached to a string being swung in a circular path
Group C Male Student: Number four. A
heavy ba- heavy ball is attached to a string
and swung in a s-
circular path
Group D Male Student: Question 4 15 the one about the .,
heavy ball attached to the string
and 1ts swung in a circular
path.
Group E Male Student: Question 4, RD say B,

Clearly they all identify the question by its number on the test paper: equally clearly,
most feel that this in itself will not be enough to bring the question to mind. Given that
this question 1s the only one on the test paper about “a heavy ball” they could have
said something like: “Number four is the one about the heavy ball.” However, no
groups chose to do this. All who elaborated at all chose to mention both that the heavy
ball was attached to a string, and that it was swung in a circle. This was not just a
matter of reading out the first sentence, since this continued with further information:

namely that the citcle was in a horizontal plane, and that it was illustrated in a diagram.

Like Labov’s speakers of narratives in the ordentation section, the students’ descriptions

clearly identified
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» the referents (the ball, the string),

¢ the viewpoint of the speaker (onlocker, not involved ~ riot “my” ball, but “a”
ball), and

¢ what was happening (swinging in a circle).
As well as this similarity at the beginnings, there is some similarity at the ends of the
two types of discussion. At the end of a narrative, Labov’s speakers finished off with a
coda, which served to highlight the key point of the narrative, and signalled to others
that the narrative was complete. At the end of the discussions here, one or more of the
students summarise the group’s decision, whether this is to choose a particular answer,
or a decision to abandon the question without having resolved it. In both cases what is
central to the discussion is emphasised and the discussion can then move on to a new

topic.

From the resemblance between the featutes of these Physics students’ problem
description and final summzary and Labov’s erientation and coda, one can infer that they may
have similar functions — something like left and right parentheses in a mathematical
expression, serving to bracket off the discussion as a unit. Or, in Gernsbacher’s terms
(1990) the description reflects the process of starting a foundawon, and the swmmary
signals that a shift will be made to a new structure. Further evidence that each problem
serves as a structured unit in the students’ memories will be adduced in the analysis of

student discussions of question 10.

It will be recalled that the second common stage observed in these student discussions
was 2 panse where students considered their answers: a pause Is commonly observed at
topic boundaries in discussions (Gernsbacher, 1990) and so its presence here is natural,
and provides further evidence that each problem discussion forms a single unit.
(However, somewhat weakening this argument, in some cases there was no significant
pause between stage one, the question description, and stage three, the comparison of
answers. Nevertheless, this may simply be because the ume taken to describe the
question aloud was sufficient for the other participants to switch their attention from

one topic to another.)

While this feature of the discussions has been called a pause, it i1s not intended to

imply that this is a period of silence. In some cases, certainly, the pause was silent, but
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in others it was filled with meaningless vocalisations like these from Group A (xxx

indicates something that could not be transcribed because of Jack of volume or clarity):

Male Student 2 xxx
Female Student 1: Hmm?
Male Student 3:  Ahh
Female Student 1: Mmhmhm
The third stage, where students compared their answers, was no doubt related to the

way in which the discussions were set up, whereby all students had done the test

before they began. Nevertheless, its universality within this study is worth noting, in so
far as no instructions were giﬁ:n to proceed in this way, and logically one might have
expected the discussion to begir with premises and build up to the conclusion. In fact . 1
invariably all discussions began with conclusions! It may well be that this secton |
consisted of an extension of the essential orientation: section: each speaker felt the need

to provide their viewpoint on the cortect answer. Some examples are given in Table
22.

Table 22: Examples of comparisons of answers (A vertical
bar indicates where ovedap of speech begins. 81 =
Female student 1, etc)

Group A FS1: B
MS3: B
MS2:  Okay B s xxx
FS1: B for boy

MS1:  Yah
FS1: BBB
FS1: AlB?
Group B MS2;  What the answer?
MS1: B
MS2: | B
MS3: | Ofcourse | B
MS4; | B
Group E MS1:  Queston 4. Ardy say B.
F$1: B
FS22 BorE
MS2 E
MS3: B
MS1:  So we have again some | conflict.
MS2; j Oh
FS2: | {Laughter}

With the first three parts of the discussion out of the way, the stage is set for the

discussion ptoper: the argument. This fourth stage of the discussion is the most
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interesting from the: point of view of the way students develop their understanding of
mechanics. One can clearly see the lack of any evidence for the use of generai criteria
of the sort proposed by Posner et al. (e.g. plausibility, intelligibility, fruithiiness) by
stadents in evaluating conceptions. On the contrary, decisions ate made “on the fly” in

response to highly specific facrors.

Before going into the details of these, it is worthwhile looking at the overall pattern
that can be discerned in the arguments transeribed here. What is called an argument
here, seems itself to be divided into three parts: the nroposal, an evaluation, and a
justification. However, with multiple speakers many of the arguments were interrupted
and so not finished, or different arguments would ovetlap, or sub-arguments would
develop within the main argument: and these in tum could overlap with others, be
stopped short, or meiiupted by requests for clarification (for example: Group E, MS2:

“Do you say D or B#”) and so on.

In spite of the fragmentary nature of some of the discussion, it is stll possible to
discern some regulanty. Typically what T am calling an argrwent would begin with
someone proposing that a particular answer (or answers, bearing in mind that the
opton of distributing points between differen: choices had been available when they

did the test individually) was correct, for :xample:

Group A  MS. 1 suggest..
[ thinks it's A and B

or

GroupE MSL: Ids E!
The next stage would be an evaivation by one or more of the others in the group:
cither assent (an example from Group B is in Table 22}, or dissent. Dissent can be an
explicit contradiction (whether poitely as in the example from Group B, or

emphatically as in the example from Group D).

Group8 MS1: B
ME2: [ think A 1s closer
Group i3 MSL Noncnonono
Alternatively a negative evaluation might be iviplied, rather than explicit, being put into

the form of a request for futther information.
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GroupB MS1  Ah, why?
GroupE MS1:  So why do you say E?
GroupE FS1:  You have to say more.

At this point the speaker, often jointly with others, as in the extract from Group A

below, would attempt to justify their proposed answer. Occasionally, the speaker

would provide some extended sequence of points in their argument (e.g. Group A

below), but often their argument consisted of simply highlighting some aspect of the

situation (e.g. In Group B below).

Group A
MS2:B because
FS1:Because it
Iike this point
the force is
actually going this way
so I say xxx
go thete
unless there's another force
GroupB MS1: DBecause this is the tangent, right?
Tuterpreting the argurments
The discussion by Group A, mmmediately above, raises an mmpottant point for this
investigation, because it can be interpreted in (at least) two different ways, depending
on what direction was intended by “this way”. Because the students were talking to
one another face to face they had access to contextual information like this, which is
no longer available in the audiotape. Some of this context might have been retrievable

had there been the resources available to videotape all the discussions, but even so

there would have been times that the camera was filming from the wrong viewpornt, or

had insufficient resolution, to see things like which part of a diagram was being pointed

Glisyasinie:

g to. Of course this could in tuen be remedied by having multiple cameras, or by having
. skilled camera-operators focussing on relevant details minute by minute. However,
quite apart from the expense of such procedures, they would be far mote intrusive
than the inconspicuous audiotape deck and far more likely to make students self-
conscious, thus complicating the interpretation of data in a different way. As discussed
in the secton on hermeneutics in Chapter Two, there will always be multple

interpretations to choose between for any form of evidence.
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Since the data obtained in this investigation includes audiotapes, not videotapes, the

limitations of this form of evidence must simply be taken into account.

“Because 1t, hke this point, “Because i, like this point,
the force is actually going the force is actually going
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Figure 36: Two possible interpretations of an utterance.

In the discussion by Group A above, all the group members had agreed immediately
that B was the correct answer. Then two of them participated tn summing up, the first

beginning, the second completing the explanation,

On one interpretation, this second student argues that at the point on the diagram, just
before the string breaks, there is a centtipetal force acting, and just a moment later,
after the string has broken, there is nothing to stop the ball from continuing in =

straight line, unless another force operates. This is the correct Newtonian explanation.

However, another interpretation exists. The student could be saying that, since there is
a force on the ball in the directon of the motion, with the string broken there is
nothing to stop the ball from continuing in the direction of the force acting upon it,
unless another force operates. This is the common “motion implies force”

misconception {Gunstone & Watts, 1985).

Which interpretation is correct? If, by the correct interpretation orie means that which
was intended by the speaker (Hirsch, 1967), then there is no way of knowing, We do
not know which direction the speaker indicated, and she was absent on the occasion of
a subsequent test (the Force Conceptual Evaluation test described in Thornton &
Sokoloff, 1998), which might have established whether she was more likely to use the

Newtonian conception or the “motion implies force” misconception.

189




If, however, one accepts that the interpretation is in the mind of the listeners (Mueller-
Volmer, 1985; Palmer, 1969), then it can be argued that both interpretations are
“correct”. It is a truism that we hear what we wvant to hear, and it is a well-established
fact that physics teachers who teach Newtonian physics find that they have students
who nevertheless have non-Newtonian misconceptions. In this case, either of the two
mterpretations results in the same (correct) answer to the question. Those of the
students who were using the non-Newtonian conception may well have “heard” the
corresponding version of the argument. lrrespective of which direction may have been
indicated, students may well have “seen” the direction they expected. Utterances are
part of the evidence for a conceptual view, but they do not exist in a one-to-one

correspondence with views.

Thus, it is argued here, not only can different conceptions can co-exist within the mind
of the individual student (as reflected, for instance, in the choices shown in Table 20),

but different conceptions may co-esust within apparently nnantmous groups.

In other groups, the use of different conceptions by different students was completely
obvious. For example, in the discussion of Question 4 by Group 97-63, the student
called here MS2 (ie. male student two) consistently argued for answer B using the
Newtonian conception, but was opposed, and supported, by others who used different
misconceptions. The discussion exhibited the usual stages described above, and is
reproduced below in its entirety to illustrate the rapidity with whicl: arguments were
made, and the fragmentary nature of these arguments. Furthermore, the transcript
again Hustrates the need for some interpretation {mine is indicated in italics) to make

sense of the discussion.

A discussion about cireular motion

The group consisted of four males. Names have been replaced by abbreviations: MS1
= male student 1, etc. (MSU = male student unidentified). Cutly brackets enclose
uncertain transcriptions Unintelligible utterances are noted as xxx or yyy. Italicised

sections indicate possible interpretations.
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Stage of Speaker Utterances Comments and interpretations
discussion
Desctiption
MS1: OK ah..
question 4 is the one about the ..
heavy ball attached to the string
and its swung in a circular path.
Comparison
All of us got ah..
MS2: Not all of us
MS1: B..
except for *MS3..
who got E.
MSU: {everyone}
Argument
MS3: it's the force
anticlockwise Argues using “motion implies forve”
MsS4: and considering the
centriit...petal force Possibly besitating between “centripetal”
and “Centrifugal”.
which acts ah
directly
perpendicular to the ., Argument seems compatible with
Newtontan conception of force.
distance
which is..
swinging,
50 its
AMSt: that was perpendicular? Dueries dirzction of forve, which does not
Jit with using ‘motion implies force™
Why?
MS4: {Yeah ah totally}
MS2: Now actually its not the circular
MS4: XXX
MS1: YyY
MS4: It will fly as the force Argues wsing “mation implies force”
MS3; Maybe T
So ah..
but it doesn't
you have to go with
what is written Argues for combining everyone's answers:
S0 many points for E, so many for B,
make it short
MS2: All right the three of us got Argues for ansivering by voting,
MS3: stay constant Refers to Newton's first law
MS1: Soah B
Ya so we
MSU: B
MS2: All nght so its
MS3: E Insists on his own answes
MS2: But after Starts 1o refer to the situation afier the
string breaks.
MS3: We we don't care Refuses to aveept discuission.
MS4: No no no no no Insists on bis own answer.
MS2: You must
You must
accept that Insists on discission of reason Jor ansuwer,
MSU: Its not the value The ball doesw’t bhave a force...
because its acting on it vov @ force acts on the ball
MS3: Yeah I'll give the ball The ball can be given a fore. .
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Stage of Speaker Utterances Comments and interpretations
discussion
MS2: No. No. The ball cannot be given a force. ..
When when when its ah..
no force acting
it just ah Tryfng to state Newton's first law as
appilied to ibis stiuation.
MS1: flying Supplies word for *'continses moving™ fo
Sinish off sentence.
MS4: when I've got something that's no
force acting it will swing here..
in a circle Explicitly stafes that drcular miotion
requires 1o Jorce fo maintain H.
MS1: but we're releasing that Directs attention to the fact that the ball
is released frors the string.
MS4: if..
you know that
releasing what Asks what is referred fo by that’ in
‘releasing that.’
MS3: {Anyhow taking any route}
MS4: suddenly break Directs atlention 1o the fact that the string
breaks.
MS1: Where ..
15 the opposite? Directs attention to idea of “equal and
opposite forces™
MS2: No no. Rejects disenssion of “equal and opposite
Jorces” as irrelevant
No force, Lusists that there is no force acting,
No fotce ..
ah when ..when it
MS3: {Many '] take the ball }
MS1: This guy here ' Alttempls to ivolate opponent from peer
Lroup.
MS3: Its E! Refuses to cave in 1o peer pressure,
{laughs}
Summary
MS1: Olkay we we have um ah
MS4: We haven't decided which answer
MSH1: {laughs}
MS2: The three of us got B.. Argues for answering by voling.
so its B
MSU: {laughs}
MS4: Ah OK
MS1: Lets move to five.
MS3: Good luck. Dissociates bimself from final dedision.

What becomes increasingly obvious as one listens to such discussions is that there is a

wide variety of approaches which students can use to answer these questions without

using Newtonian physics. Of the four students in the above discussion group, only one

consistently held to the necessity of using Newton’s first law, yet three of the four had

the correct answer.

The evidence suggests that rather than students lawing either the Newtonian

conceptions or “motion implies force” misconceptions and therefore employing them
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in solving problems, that they instead solve problems by utilising whatever comes to
mind. What comes to mind may indeed be the correct Newtonian conception, as it was
for student MS2 above, or it may be any of the widely attested misconceptions, such as
“motion implies force” (MS4 above) or “conservation of circular motion” (MS3
above). But it may be something as strictly speaking itrelevant (and yet as effectivel) as
choosing the correct answer by voting (MS1 above), or recalling from previous

experience that in this sort of problem the tangent has a special role:

Group 97-51:  MS1:  Because this is the tangent, right?

Or it may be personal expertence outside of the classtoom that is called upon:

Group Speaker  Utterances Comments and
interpretations
97-91 MSt: Mana boteh Al {1t cannot be AL}
AL Wei
You know when people

throwing hammer in the in the..
in the sports,
they they they spin around
and when they...
MS2: Yeah, that's why it goes straight.

Thus, instead of motze or less extended sequences of reasoning, much of the discussion
consists of fragmentary phrases directing others attention to the same points that one
finds compelling. A quick glance at the Group 97-6% discussion shows many examples

of such fragments, for example:

Group Speaker Examples of utterances which direct
attention to a particular point
97-63 MS3: it's the force anticlockwise
Ms4: and consideting the centriii...petal force
MS4: It wall Ay as the force
MST: but we're releasing thar
MS1: Where .. is the opposite
MS2: No force

Utterances like these are simply uninterpretable in terms of the theory of conceptual
change put forward by Posner et al. They cannot be considered as rational arguments,
and they do not have any straightforward relationship to dissatisfaction with current
conceptior-, ntelligibility of proposed conceptions, fruitfulness of new conceptions or
their plausibility Vet vtteraaces like these are very common in these transcripts, and
the students zre clearly highly involved in their production, comprehension, and in

responding to them.
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These utterances, which are so fragmentary in appearance, can be given a complete
form when considered within their contest. The groups are co-constructing in their
dialogue a mental model of the problem solution, and these utterances serve as
prompts that guide students to contested sites in that model, When a site in the mental
mode! is highlighted, the students who are participating in the dialogue momentarily
focus their attention at that point. In effect, speakers in mentioning a topic are able to
modify the activation of that particular in their auditors, a pre-rational process. Because
the students are actively involved in the same task, it is not necessaty for the speaker to
provide fully structured argnments: the other participants see (or think they see) where

the speaker 1s headed and respond accordingly.

Summary
Evidence gathered from a ‘probability format’ test of students workirg on questions
on the FCT showed that multple conceptions were available to sivnents as they

attempted the problem solutions.

Transcripts of discussions showed that many fragmentary contributions to the

arguments were best interpreted as attempts to highlight, or activate, parti~ular ideas in

their listeners.

The way that students organised their discussions was argued to be due to the way each
new problem sitatton required that the students mentally establish a foundation, and
map new information onto that foundation. Further, when a new problem was
encountered, the previous problem representation had to be mentally filed away while

attention was shifted to constructing the next problem representation.

Student discussions of Newton's first law problems showed that in developing their
solutions students were opportunists: any method which led to an answer would be
welcomed. Personal experiences, or an appealing schema like “More of A — More of
R were as likely to be activated as Newtonian mechanics. When one student
disagreed with another they wou: direct each other’s attention to key points rather

than put forward logical arguments.

The process of building an understanding was jointly undertaken and does not proceed

by means of a rational weighiug up of fully expressed arguments: ratdonality in the use
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of concepts is, here, an achievement of the process of discussion, not the precondition

for it as implied by the Posner et al. theory.
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Chapter Nine

Newton’s second law

Coming to an understanding of Newton’s second law of moton is a complicated

process for students.

Most often this law is presented to students in the form F = ma, and 1s quickly learned
in this mathematical form. However, testing which is restricted to substitution into this
formula will not uncover the serious conceptual difficultes students face in

understanding it.
These difficulties can be subdivided into four main areas:

® The concept of net force.

* Interpretation of the equation.

¢ The distinction between mass, size, and weight.
¢ What counts as acceleration.

One could say that the easy part is F = s, but the difficuldes are

s F
[ ] =
*
* g

Substitution into the formula F = ma

Newton’s second law is usually introduced as the equation FF = ma, and there can be no
doubt that students soon become adept in its use in this form. For example, the
chapter on Newton’s third law discussed a year 10 class which had had four lessons on
Newton’s laws. In the final test (Appendix C), every student in this class was able to
answer a question requiring substitution into the equation for Newton’s second law,
question 20 (see Box 3), by dividing thetr answer to question 19 by five (not all were

able to answer question 19 cotrectly).
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Box 3: Questions 19 and 20 {rom Year 10 test (Appendix
)

19. What is the size of the net force on this box, which is being pulled along a
frictionless surface by two people pulling on ropes with forces of 30 N and 40 N?

40N

20. The box in question 19 has a mass of 5.0 kg. How much does it accelerate?

Furthermore, the senior students who were discussing problems from the Force
Concept Inventory would refer to the equation to bolster their arguments, confident
that their partners would understand what they meant. Fot example, in discussions of
many different questons (the detals of the questions do not matter for the current
point, but they can be found in Appendix 1 if desired), students would spontaneously

quote the formula F = wa

Question Group Speech

T

Fre

3 97 6-3:
because
because this
depends on the mass
Fis equal to ma
5 97 5-1: Now if we're talking about force, Force is mass times
acceleration, right,
9 97 5-3:
because
because this
depends on the mass
Fis equal to ma
28 97 5-3: This force plus this force xxx, no force, net force zero,
net force zero, F
equals to ma, net force is zero, a equals zero

It 15 clear, therefore, that these students are familiar with and confident in their

knowledge of this formula.
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Interpretation of the formmla
It has often been reported that students have difficulty with relatonships between
three or more quantities. In pardcular, where a relationship involves three quantities,

students tend to ignore one of them, and deal with only two at a time. For example,

given the formula » =fA, and asked what happens to the speed of a sound if its
frequency is doubled, students often incorrectly answer that the speed is doubled. This
reflects competence at arithmetic and algebra, unsupported by understanding of
physics: since the speed of sound is a constant for a given medium at a given
temperature, an increase in frequency is counterbalanced by a corresponding decrease
in wavelength. The student error may be because, in answering the problem, the
student has activated a learnt procedure for dealing with an algebraic relation without

activating the required physical data needed to use the procedure correctly.

When using Newton’s second law, students will often assume that since F = ma an

increase in mass will mean an increase in force.

On the one hand, when the acceleration is constant, reasoning in this way can lead to

initially correct conclusions: the force of gravity sslarger on lazger masses.

Box 4 Question 1 of the Foree Comeepr Inventory (Hestencs,
Wells & Swackhammer, 1992),

1. Two metal balls are the same size, but one weighs twice as much as the other. The
balls are dropped from the top of a two story building at the sam:e instant of time. The
time it takes the balls to reach the ground below will be:

(A) about half as long for the heavier ball.

(B) about half as long for the lighter ball.

(C) about the same time for both balls.

(D} considerably less for the heaviet ball, but not necessarily half as long.
(E) considerably less for the lighter ball, but not necessarily half as tong.

On the other hand, this can lead to immediate errors: as seen in the chapter on
Newton’s third law, and in the examples from groups 97 6-4 and 6-5 on the next page,
students can argue that in a collision between a truck and a car, the truck exerts a larger

force because of its larger mass.

Furthermore, while reasoning in this way can lead to mnivally correct conclusions, it can

then lead to further conclusions that are incotrect: for example that an increase in mass
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results in an increase in force, and an increase in force rcsults in an increase 1n
acceleration, so that heavier things will fall faster. This exact chain cf reasoning is seen
in one of the student discussions of the answers to question 1 from the Force Concept

Inventory (see Box 4). Female speaker 4 (FS4) in group 97 11-1 says:

My answer’s D because.. the heavier the mass .. the mass.. that means the weight is

greater.. the gravitational field is greater.. that means the time it takes to drop down
from the building must be less.

The key steps in her argument are: “the heavier the mass .. the mass.. that means the
weight is greater” — This is true, since the weight force = mg, an increase in 2 results in

an inctease in the weight force, since g 15 constant.

“The weight is greater.. the gravitational field is greatet” - Thus is false: since the weight
force is equal to mg, an increase in the weight is the result of an increase in 2, not mn the

gravitational field strength which is a constant g = 9.8 ms™.

Rather than deal with three varables that are related to each other, students simplify it
into a relation between two variables at a time, where whenever one increases the other

will also.

Box 5: Question 3 of the Fore Conapt Inventory (Hestenes,
Wells & Swackhammer, 1992).

3. Two steel balls, one of which weighs twice as much as the other, roll off of a
horizontal table with the same speeds. In this situation:

(A) both balls impact the floor at approximately the same horizontal distance from the
base of the table.

(B) the heavier ball impacts the floor at about half the horizontal distance from the
base of the table than does the lighter.

(C) the lighter ball impacts the floor at about half the horizontal distance from the base
of the table than does the heavier.

(D) the heavier ball hits considetably closer to the base of the table than the lighter, but
not necessarily half the horizontal distance.

(E) the lighter ball hits considerably closer to the base of the table than the heavier, but
not necessarily half the horizontal distance.

In fact, thts form of teasoning, dubbed “More A — More B” by Stavy and Tirosh
(1996; 2000) was very noticeable throughout all the student discussions. According to
Stavy and Tirosh, students naturally work with an intuitive rule: more of one quantity
will lead to more of another quantty. So an important difficulty that students must

overcome, before they can understand Newton’s second law, 1s that they must
199

e

fem

D e War v

R




somchow overcome this natural tendency to interpret an equation as an example of the

schema “More A — More B.”

That students do regulatly use this schema is evident from the transcripts of their
discussions. Examples incinde the following, {rom the discussions of the first three
questions. These examples show that this schema is widely utlised, and is not restricted

to the (nus)interpretaton of Newton’s second law.

Question 1: more weight means more effect
Group 97 5-2: But it will affect the
the oae with the bigger weight
more than
Question 2 (see Box 1 previous chapter): more mass/size means more force

Group 97 6-4: but the mass of the truck is greater so there is more force
from the truck

Geoup 97 6-5: E! but you must imagine the size of the truck

more force
Question 3 (sce Box 5) more mass means more distance

Group 97 11-1: You see right
the lighter b-
the the heavier b-
I mean some of you studied inertia before right
so that the heavier ball ir takes more force to stop it right
and you'll agree it'll go fusther
nght

I's just like you are you are
you are
swinging ah the bell what is hatd to stop

Group 97 5.2: MS3: the the bigger the

in the the
the more mass the

the ball

go faster and
go further
goes further

Group 97 5-2: MS3: um
for the bigger m
bigger mass
well we got them
more distance right

Group 97 6-2: MSt: Yeah. I'm I'm
I mean
I think the heavier Lall
heavier
the heavier one will be
ah
go further than the lighter one
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than the one

than the heavier one

the heavy one will go

further. I mean

a ball leaves 2 table and

then on the ground the further

ah
M3 the mass
M51: the mass

The transcrpts of the discussions of these three questions tecord a total of 949
utterances, and 73 of these, or 7.7%, are involved with putting forward examples of

this ‘More A — More B’ schema.

Given that assimilating Newton’s second law to this ‘More A — More B’ schema 1s
naturally appealing, how can students argue against it? Five types of counter-

arguments were present in the transcribed discussions:

o use of an alternative scherna: ‘Same A — Same B’

* arguing that a quantity was irrelevant

» reference to equations

¢ appeal to experience

¢ appeal to ‘fudge-factors’
Alternative schema: Same A~ Same B’
Stavy and Tirosh (2000, pp. 42-63) show that across many different subject areas,
students appeal to a schema which suggests that whenever quantity A 1s the same in

two instances, then guantity B will be the same also. A few students made appeals to

this schema in discussions of these questions.

Question 1: *‘Same A - Same B’

Group 97 5-2
MS1: Same size. Everything the same ie. Same size ~ Same everything’
Question 3: ‘Same A — Same B’
Group 97 6-2
MS3: I say both are Le. Same speed — Same distance’
because they're the same speed
you know
MSI: Yeah. Yeah the same distance [
think
Group 97 11-1
MS2: they are the same time Le. Same beight — Same time'
1o ...
same height

at the same tine
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Effectively, these statements work in the argument by offering as a focus of attention

quantities which are the same in the two instances (here, 5z, speed and beighl) instead of

differences (mass), and appealing to the ‘Same A - Same B, schema. (While these

assertions were in fact correct, they were put forward without further justfication and

were presumably reliant on their appeal to this schema.)

Irrelevance

When students argued that some other quantity depended on the mass, a2 common

counter-argument was to claim that mass was simply irrelevant. Again, this shifted the

focus of attention away from the differing quantity mass, and weakened the appeal of

the ‘More A ~ Mose B’ schema.

Question 1: mass is irrelevant
Group 97 11-1

MS3;
MS2:

Group 97 5-1

MSi:

FS2:
F&81:

MS1:

FS1:

FS2;

Group 97 5-2

MS1:

Because it doesn't depend on the
mass gravity

the time does not depend on the
weignt

Why?
because weight

XXX
the gravity

gravity
they are both being

pulled at the same
force

1t doesn't depend on the mass
of the ball so

Never consider the mass during
the calculation for gravity
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Second student completes first student’s
statement, clarifyiug what is referved 1o by 5’

Tiwa students corplete each other’s sentences
fo argue 1hat the weight ts frrelevant. While
correct in this, they are incorvect fu vonflating
gravitational acceleration and gravitational

Jorce,

The student who asked ‘wihy’ és convénced,




Question 3: mass is irrelevant
Group 97 6-4

Equations

No I think it will be the same
because ah the mass is not
calculated

The last two examples from the previous section are closely telated to the category of

argument via equations. Rather than simply state that mass is irrelevant, these students

argued that the problems could be solved by equations without needing to know the

mass. The arguments were not necessarly valid. Of course, the same style of argument

could be utilised by those arguing that mass was important, and their arguments, too,

might be invalid.

Question 1: equations
Group 97 5-2
MS2:
MS1:
MS3:

Group 97 5-4

Question 3: equations
Group 97 6-3
MS2:

MSI:

No the formula, night

XX e

Vertical calculation s equals to
what?

No ah

#t plus half @ 7 squared

Okay. My reason 15 that

umm we're using the

equations of motion: »is # plus 4f
and um

acceleration is a constant for
whatever

whatever whatever the mass s so
since they both started with

zero, they should both accelerate
with the same speed

they should both have the same
speed when they reach the
ground

s0 the time taken should be the
same so that’s why I said C

but the speed is different for that
one you see

Yeazh, it's different

because of because of their mass
From here the mygh right

and when you're over here it
become

ali kinetic energy so the mgh

203

Three students cooperate lo dredge up the
appropriate fornula from the recesses of their
memories.

One student presents a complele well-formed
soluiion.

Starting from the fact thal potential energy

refers 10 mass, these students incorrectly argue
that the velocity will be dependent on 11. They
have neglected the mass dependence of kinetic

energy.




MS2Z: oh
MSI: xxx the heaviest mass
the larger
MS2: velocity
Group 97 6-3
MS1: the heavy one will go Thrse students combine to argue against the
further. I mean Jourth (M54, whose responses are not
a ball leaves a table and fncluded i 1his extract) that the beavier ball
then on the ground the further will go further. However, they unconscionsly
ah use the More A — More B’ scherna
MS3: the mass repeatedhy:
MSt the mass MS 3 focuses on the bigger mass as the
excplanation Jor the greater distance, and ix
MSz: yep i by sy cupported by MS2.
MS3: it must heze from here MS'1 argues that even though You give the
MSi: Hold on. How to express it. Hold same push’ that ‘the acceleration's different’.
on He appeals to Newton's second law, for
Yeah from here to support, However, while 1t is trie that the
about here and acceleration is different for different masses
XXX when the same force is applied, the difference
o XKX is in the opposite direction to bis statement:
MS4; well the larger mass accelerates less.
MS1: When you push
you give the same push on the
ss .. the the ball
it's the same
MS3; but the acceleration's different
MS2:
yep
MSt:
because
because this

Experience

depends on the mass
Fis equal to ny

Another way students argued for or against the use of the ‘Mote A — More B’ schema

was to appeal to expetience, either personal or shared. In the discussions of question 1,

only one reference to personal expertence was found, but in the discussions of

question 3 there were many references to a shared classroom experence, a particular

practical exercise.

Question 1: arguing from experience against ‘More A— More B’

Group 97 6-2
Ah While presemting neither a coberent nor a
dBE;s“:l;;feverI clearly expressed argement, this student is
I wevertheless employing the strategy of referving fo
I experience hike ]
with xxx... exipenence.
another dish

when 1
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its drop it
get down
he said that was the same time so
1 think its pretty much the same
This practical exercise (which was designed ro teach about the role of uncertainty, see

Appendix D for details) was referred to repeatedly in the discussions of question 3.
Brefly, in this practical exercise, balls of different mass, density and iadius were
launched hotizontally from the same ramp on a table top, and the students had to
determine whethzr or not they were launched with the same speed. The students had
to do this by recording the positions at which the balls landed on the floor below. For
each particular type of ball the landing points clustered close together and cach of these
clusters of landing points was at a distance from the other clusters. By comparing the
within-cluster variation with the between-cluster variation students wete expected to
conclude that the balls were indeed launched with different speeds. In their practcal
reports they did so. However, by and large, they did not recall that the balls were
launched with different speeds in these discussions. Overwhelmingly, they beheved
that the results of the experiment confirmed their answer to question 3: that is, that

balls of different mass lJaunched with the same speed would travel different distances.

Question 3: arguing from experience for ‘More A — More B’
Group 96 B
F1
It was just like .. the last ume we did
that roll-off thing

Group 97 9-1
MS4:
No. No. Not if you go from the
practical. {laughs}
Group 97 5-1
FSt1:
But why
F§3:
Because from the experiment
you remember like the ball one

Group 97 5-2
MS4:

I don't think its because of the mass
because if the size the same

the three balls are

MS53:

Yeah

but we got answer depend

different for the big

MS1:

The

We got bigger distance for the
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smaller ball
even though

Group 97 6-1
FS1:
remember that cxpeniment that we
are ...

Group 97 6-5
MS3:
My answers are
.. because
XXX
remember we did last dime

Group 97 11-1
MS5:
Is it based on the experiment

Group 97 11-3
MS1:
As for question number three
1 thank the answer 1s
because of the experiment we did

Effectively, the surface features of the question (two balls rolling off a table, and
landing some distance away on the floor) often overcame the structure of the problem
(comparing launch speeds for different distances vs. compating distances for identical
launch speeds) in the contest for attention in the students’ minds, as is typically the
case with novice as opposed to expert problem solvers (Chi, Feltovich, & Glaser, 1981;
Chi, Glaser, & Rees, 1982). As a result students often initially based their problem
solution on trying to recall the result of the experiment without reference to the

physics involved.

While question 3 had by far the largest number of discussions of experiences, the
strategy of arguing from experience was not restricted to question 3. It is clearly a
general strategy used in answering any question which, for whatever reason, activates
memories which seem relevant to its solution. For example, in discussion of question 6
(see Box 6}, several students appealed to their experience of spotts. The question itself
was about hockey, and at least one student drew on his experience in this game, but

others were reminded of their experiences in playing ball games, such as soccer.
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Box 6: Question 6 of the Force Concept Inventory
{Hestenes, Wells & Swackhammer, 1992).

* Use the statement and diagram below to answer the next four questions:
* The diagram depicts a hockey puck sliding, with a constant velocity, from point "a”
to point 'b" along a frictionless horizontal surface. When the puck reaches point
"b", it receives an instantaneous hotizontal "kick" in the direction of the heavy print
arrow _

e b

......‘......u......u.uun.p......“

¢

6. Along which of the paths below will the hockey puck move after receiving the
llkickﬂ?

¢
A} ] (5}‘

T

Question 6: the effect of a force at right angles to the motion
Group 95 2-4:

MS2: This group discussed the question hwice,
Why did you say B? at first inconclusively, then revisiting i,

MS1: .
Because I play hockey, and ... the Student MS1 corvectly argued that the

thing will go like this. ball wonld change direction fo follow
path B (see

{and again, much larer)

Ms1:

Ah .50 change it. Because.. Yeah

because you know ..it it must be Hke . .

that. Because when., tf you playing Box 6), b asing his argument o

~.at the wing when they hit the ball personal experience.

.they will go straight.. to the goal,

not, not, not perpendicular

Group 97 6-2
Ms2: MS2 argmes, incorrectly, for alternative
;‘E;fe’ six is about um A, based on bis experience of soccer.
hock::y puck Other ‘:.‘tztdenfs disagree with  the
MS2: conclusion drawn from the experience,
a hockey puck and perswade hine.
yep um

11 choose A because, like

when when you're playing soccer ah
nght '

when when you sec a ball and you
tackle it and it go
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to ah

perpendicular di direction if you
tackle it from xxx

MSt:

No no

{ Some discussion omutted. ..}

MS2:

that happens because like

umm

1t goes straight right xxx because of
friction or sometimes whes you
pass horizontally or

MS1:

xxx the angle

MS3:

Maybe you are not you are not
kicking at that angle, nght
MS2:

yeah xxx

Group 97 5-1
£53: In reality, if the ball come hete —_Again the problem with the hockey
and 1 kick the ball it will go puck activated memories of kicking a

straight here Iah o L "
FSE: In reality. But in reality there’s ball. Here FS3 is arguing, incorrectly,

friction. Jor alternative A, Again, the
conclusion is dispuied.
For cach of the students quoted in this section expedence seemed to offer a quick

answer, making it unnecessary to use the physics theory they had learnt. However,
because they were involved in discussions with other students who had taken a
different route to the solution of the problem, they were often forced to confront the
discrepancy between their experience-based solution and others’ theory-based

solutons.

Fudge-factors’

The last two examples above illustrate that there is a certain amount of ‘slippage’
between real life experience and physics. Students need not accept real world
knowledge as a transpatent view of physical reality, nor do they necessarily require that
physics-theory correspond  straightforwardly with personal experience. When
confronted with someone who claimed that their experience led to a pardcular answer,
others were quick to point out that there is always the possibility of complicating
factors that make a straghtforward application of the experience to the problem
solution incorrect. In these two instances the complications cited were friction (both
times), and the possibility that in the speaker’s experience the kick may aot have been

perpendicular to the ball’s path.
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Of these two suggestions, the second is almost certainly correct. In order that the ball

should move in direction A, the net force on the ball would need to be in the direction

shown in Figure 37.

'
@

N

Figure 37: The direction of the net force on an object
which turns 900

The other suggestion, that fricion might account for the difference between
expetience and theory, while more popular (appearing in these instances twice, but also
in many other discussions of other questions) does not in fact account for the
disctepancy. Friction might slow a hockey puck or a soccer ball along either its initial
ot final path, but it would not affect the direction at which the ball moved.

Box 7: Question 8 of the Ferve Concept Inventory (Hestenes,
Wells & Swackhammer, 1992).

Along the frictionless path you have chosen, how does the speed of the puck vary after
receiving the "kick"? |

(A) No change.

(B) Continuously imncreasing,

(C) Continuously decreasing.

(D) Increasing for a while, and decreasing thereafter.

(E) Constant for a while, and decreasing thereafter.

This seems to imply that these students are treating the effects of friction very loosely,
not considering the actual effects of this force, but instead treating it as one of the set
of all-purpose explanatons (air-resistance and air-pressure sometimes fill a similar role)
to be called upon whenever there is an apparent difference between the predictions of

physics and the facts of real life. That is to say, it is treated as a ‘fudge-factor.” That
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fricdon, air resistance and other factors are grouped together in the minds of at least

some students is reflected in the following quotation.

Question 3
Group 97 12-1
MS1:
but xxx

you don't consider all those
frictional forces and air resistance
and shit like that you know
MS2:
{=laughs}...
An example where air resistance is introduced without considering its actual effect:

Question 8 (see Box 7)
Group 97 5-4

Maybe if you tzke into account air
resistance — maybe constant for a
while then decreasing

This student is suggesung that taking into account air resistance would result in answer
C: that the hockey puck after being hit and while travelling on a frictionless surface
would continue for a short time with a constant velocity and then decelerate. Clearly
this is incorrect, since by Newton’s second law a resultant force will cause acceleration
immediately, not after some delay. Air resistance 1s not being taken into account as an

additional force: it is being used as a ‘fudge-factor.”

That the forces of air resistance and friction are not always considered on a par with

other forces, leads to the queston of how students use the concept of force in

Newton’s second law.

Interpretation of Force in Newton’s second law
In the equation for Newton’s second law, F = wa, the F refers to the net (L.e. resultant)
force, that is to say, to the vector sum of all forces acting on the body of mass .

However, this 1s not necessatily how the students interpret it. Other ways of

interpreting it include regarding force

¢ as a property of the body
¢ s a continuing mfluence or as a transient action

® asasingle force acting on the body
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Force as a property
It has been suggested that force can be seen by students as a property of a body
{Brown, 1989). Students, Brown argued, worked with the idea of force as if it was a

propezty of a single body, rather than an interaction between two bodies.

Thete are, however, two ways, at least of interpreting this suggestion. ‘Force’ might be
seen s a semipermanent attribute, like 2 thing’s colour. On this interpretation, 2 strong
man, or a heavy truck, might be thought of as possessing the property of having force
irrespectve of the situation in which he or it was involved. Strong men or heavy trucks

might be thought of as ‘“forceful”’

On the other hand, the idea of force, as a property of a body, could be interpreted as a
more or less temporary attribute like temperature, which is dependent on recent
history. A cup of tea is hot when it is freshly poured, but one wouldn’t think of
warmth as being 2 long-term property of it. Similarly, a ball might be thought to have a

property of force temporanly: if it had just been bowled, for example.

From the discussions looked at hete, there is no evidence supgesting that the first of
these interpretations is plausible. One place one can look for such evidence is in the
language used to refer to forces. Expressions such as “force of gravity’ and ‘force of 10
newtons’ are commonly used so when one hears expressions referring to the force of a
body it is usual to accept them as natural. However, when students refer tc the force of
a body, they might be thinking in terms of force as a semi-permanent property of a
body. In these transcripts expressions like ‘force of the man,” ‘the force of the boy,” ‘the
force of the car,” or ‘the force of the truck’ all occur. Even so, examining the contexts
where these expressions occur, one sees that the students are not refetring to a
property of a body, but rather to forces which are identifiable by their agents. For
example, in discussions of question 19 of the Force Concept Inventory (see Box 8) the

following exchange occurred:

Group 95 2-4

MS1: {Reads:} “Two people, a large man and a boy, are pulling as hard as they can on
two 1 ...Blah-blah-blah blah blah blah blaaaah, blah blah blah blah blaah... The answer
is

FS§1: Why do you say its B?
MS1: Yes B. Because the force is not the same. The man 1s...
MS2: The force of the man is greater
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MSI: greater than the force of the boy.. so the...the...
MS2Z: the force of the boy
MSI: so the... the thing will go like this.

Box 8: Question 19 of the Ferre Concpt Inventory {Hestencs,
Wells & Swackhammer, 1992).

19. Two people, 2 large man and 2 boy, are pulling as hard as they can on two ropes
attached to a crate as illustrated in the diagram to the right. Which of the indicated
paths (A-E) would most likely correspond to the path of the crate as they pull it along?

It is clear that the students are aware that the forces referred to are the force by the
man pulling on the rope and the boy pulling on the rope. Male student 1 (MS1) starts
to explain his answer by saying “The man is..” presumably meaning to complete the
sentence by some phrase like ‘stronger’ or ‘pulling harder” MS2 interrupts with the
alternative phrasing “The force of the man is greater’ and this phrasing is accepted by
MS1 who incorporates it into his explanation. There 1s nothing here to suggest that

these students are thinking of the man as having 2 semi-permanent property of force.
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Box 9: Question 13 of the Ferre Consept Inventory (THestences,
Wells & Swackhammer, 1992).

Refer to the following statement and diagram while answering the next two questions.

A large truck breaks down out on the road and receives a push back into town by a
small compact car.

13. While the car, stll pushing the truck, is speeding up to get up to cruising speed:
(A) the amount of force of the car pushing against the truck is equal to that of the
truck pushing back against the car.

(B) the amount of force of the car pushing against the truck 1s less than that of the
truck pushing back against the car.

(C) the amount of force of the car pushing against the truck is greater than that of the
truck pushing against the car.

(D) the car's engine is runaing so it applies a force as it pushes against the truck but the
trucks engine Is not running so it can't push back against the car, the truck 1s pushed
forward simply because it is in the way of the car.

(B) ueither the car nor the truck exert any force on the other, the truck s pushed
{ card simply because it is in the way of the car.

Similarly, in a discussion of question 13, which describes a completely impractical
situation in which a car is supposed to push a truck along the road, (see Box 9,) the

student referred to ‘the force of the car’;

Group 97 6-5

but if the force of the car is pushing with ten newtons the truck is also pushing back
with ten newtons

Again, the phrasing ‘the force of the cat’ alternates with the ‘the truck is also pushing’
showing that these are seen as different ways of expressing the same idea and there is

no teason to believe that this student thinks of the car as having a property called

force.

However, in the examples so far discussed, the students have been discussing
questions where the forces are fairly prototypical. They each exhibit three or four of

the four features which were found to characterise prototypical forces in Chapter Five.
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There ate cleatly two objects interacting (car and truck, or man and box, or boy and

box), the forces have observable effects (the box is pulled along the floor, the truck

A

il

5

speeds up), the forces occur a:¢ a particular time, and involve effort (although this, in

=y
1o

the case of the inanimate car, is only figuratively so).

In other questions, particularly those involving projectles, one of the two interacting

objects (the ball) is salient but the other (the Earth) is not. It is in these questions that

SR SR e

evidence for the force as property conception can be secn. However, it will be scen

that this evidence is cleatly related to the second interpretation of this idea: force is

3 ? seen as a temporary attribute that things get, and then lose. That some students are
.’::. ‘fg . . . .
5 using the idea that force can be transferred from one thing to anothet may be inferred
}} from discussions such as these:
i Question 5 (see Box 10 p.197)
Group 97 6-3
L MSI: o The key point ilustrated. here is that for this
ki Bue you see, like,if youtheowa s oo is @ temporary atiribute which
A ball, you give a force to the ball, is  be siven fo the ball
z it . Obh can be given fo the ball.
This conception of force treats ‘force’ in this situation as if it can be transferred from

one object to another, and can be used up. It is sometimes referred to as the ‘impetus

theory,” so-called because of its similarity to a medieval theory of motion (Franklin,
1976). It has also been pointed out that this conception is similar to the scientific
concept of momentum (Grayson, 1994). In terms of prototype theoty as presented
here, students who have a prototypical conception of force which 1s scientifically
acceptable (a hit or punch 1s a perfectly acceptable example of a Newtonian force) can
nevertheless include within the boundaries of their concept situations which are not

included in the scientifically valid conception.

T

L Ay

Figure 38 attempts to illustrate this point: the extension of the Newtonian concept of
force does not include all that is included in the extension of student’s concept of
force. In particular, with respect to the everyday use of the concept of throwing, there
are aspects which are not covered by the Newtonian concept of force. This occurs

because, in common with many other actions which take place over a time interval, the

action of throwing has what have been called a source, a path, and a goal (Jackendoff,

o

1983). When one throws something one may be referting to the initial action of the
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throw (as in ‘He didn’t drop it, he threw it.’), the path followed (as in ‘She threw it over
the fence.), or to the endpoint (as in ‘She threw me a sweet.’). Only the first of these

would be a situation in which the throw would be a force in the Newtonian sense.

student conception of force
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Figure 38: Reationship between the extension of the
Newtonian concept Foree (solid fine) and a hypothetical
student’s concept Foree {dotted line).

In her research, Grayson found that by accepting that there was a common factor in
the sirvations such as that of a thrown ball, or a rolling cat but relabelling this as
‘momentum’ and carefully distinguishing it from the Newtonian concept of force, that
her students were able to accept Newtonian conceptions more readily. Grayson

suggests that the success what she calls ‘concept substitution” depends upon accepting
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the students’ intuitions that there is ‘something’ which is transferred from one object
to another in an interaction, but then relabelling this ‘something’ as ‘momentum’ rather
than as ‘force’. It could be argued that in addidon, this process accepts the students’
basic understanding of force, clarifying the boundaries of the Newtonian concept of

force, without rejecting the student’s own understanding in its endrety.

Force as a continuous infiuence vs as a transitory effect

Similar to the idea of force as a property of an object, but distinct from it, is the idea
that a temporaty force has 2 continuous influence. In particular, some students think
that 2 throw can result in a force that continues throughout a projectle’s flight. This 1s

tllustrated i the following extract from a discussion of question 5:

Question 5 (see Box 10, p. 217)

Group 97 5-3

MSZ: upward force um 'cause
you're throwing that

MSE3: xxx

MSI:Yeah

MS2Z: So there 1s upward force
but it decreases huh

I think we should talk there
MSI: Why why is it up?

MS3: By the constant downward
MS2: Because if there wete no
upward

force then

XXX

xxx like that

MS4: So what is the upward force

MS2: The throw up, man

MS4: Throw 1t

MS2: Yeah throw and it decreases
as it goes up

Something like that I think

TVhe student refers 1o an upward force which &5

present, but does not refer to it as a property of the
ball.

This force, be proposes, gets weaker.

This view is challenged,

While bis words are not ali audible, be is clearly
Justtlying his view by appeal to the consequences
which would arise shonld this force not be present,

Untisire of how to rebut this, another challenger
switches tactics and asks what this force cosdd be.
The reply, identifying this continsng force with the
throw satisfies the group.

These students accept that the force of the throw is a continuing influence on the

motion of the ball. One can see that for some forces, such as gravity, this idea is

correct: the force of gravity is 2 continuing influence on the motion of the bail.

However, for other forces, such as a hit or kick or, as here, a throw, this is plainly

incotrect.
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Such incortect ideas are also found in discussions of question 22, However, one should

I

be aware that in these discussions the use of the phrase ‘force of the “hit™ is not 1n

itself sufficient to indicate that this idea is being used by the students, as this phrasc is

present in the question.

Box 10: Question 5 of the Foree Concept Inventory
{Hestenes, Wells & Swackhaminer, 1992).

5. A boy throws a steel ball straight up. Disregarding any effects of air resistance,
the force(s) acting on the ball undl it returns to the ground is (are):
(A) its weight vertically downward along with a steadily decreasing upward
force.
(B) a steadily decreasing upward force from the moment it leaves the hand
until it reaches its highest point beyond which there is a steadily increasing
downward force of gravity as the object gets closer to the earth,
(C) a constant downward force of gravity along with an vpward force that
steadily decreases until the ball reaches its highest point, after which there is
only the constant dewnwazrd force of gravity.
(D) a constant downward force of gravity only.
(E) none of the above, the ball falls back down to the eatth simply because that
is its natural action.

i e e

e

i A i
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Box 11: Question 22 of the Forre Concepr laventory
(Hlestenes, Wells & Swackhammet, 1992).

22.A golf ball Uriven down a fairway is obsetved to travel through the air with a trajector
Which following force(s) is{are) acting on the golf ball during its entire flight?

~

1. the force of gravity
2. the force of the "hit"
3. the force of air resistance

(A) 1 only
B) 1and 2
(C)1,2and 3
) 1and 3
(E)2and 3

e R e R R

In the discussion below it can be seen that the crucial distinction that is made by those
who wish to persuade the others that there i1s no “force of the “hit™ during the flight is

its prototypical property of being localised o a particular time, so that 1t is not a

continuously present influence like gravity.

218

.,. - .-T_". SR

R
Y )
R
B




=

e

¥t

PR R kR

R S S S

e
=g

)

Question 22 (sce Box 11)

Group 97 5-1

FS83:1t's D
XXX
Because after hitung the force
gone
MSI: .. Iv's not a continuing force
FS8L: But in fact
F83: Like just now we all
we all conclude already
after after moving xxx the force
isn't there any more
When it's during the kick there is
a force
F$4; so the xxx
MS1: .. So we want
to go with D mamh
FSI: Agree with
MSI:D
FSI:D
MS1: Okay
In contrast to the above discussion which was soon resolved, the long transcript

Protatypical property of a ‘bit’ = Jocalised in time.

Similarly with a ‘kick’ — again this is focalised in
tirse.

(almost two minutes) of the discussion by Group 97 5-3 shows that they eventually
reached an impasse as the two sides were unable to see their way to the solution. As in
the discussion by group 97 5-1 some noted that the prototypical hit is localised to 2
brief instant of time. Opposed to this, others argue that the force of the hit has the

prototypical propeity of an “effect”, that is to say, that the projectile continues to

move.
Group 97 5-3

MS2: Okay twenty-two

A golf ball is drven down a Describing the problem situation

fairway

MS3: ...

xxx Tiger Wood I guess The sitation  activates real  world
assoctations

MS82: How about hete

MS3: xxx

I don't understand e
MS2: xxx The group organises is discussion.

MS4: ...
Whﬂt one are }'OLI dOIl‘lg
MS2: ...

?;;;;t\i f;t‘;‘ctz of the it Reading from the options

MS1: force of the hit
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one two three right

MS3: one two three yah
C yah

MS4; This here

MS3:C

MS2: ..

Yeah

MS3: ..

C yah

MS2: ...

force of the hit stll got?

M54: force of

MS1: Oh

MS2: xxx

MSI: xxx

MS2: 1 say one and two

MS1: Yeah xxx

MS3: xxx

MSI: ..

one and three are there

MS2:...
yeah
MSI: How about two

Two

If you

If there's no force of hit
it will xxx go forward

MS4: Yeah
it will not go forward

220

The first fo spear finds it reasonable
that all three forces are present: gravity,
air resistance and the original bit.

A second person agrees

Others hesttate

After a panse, the key difficully is
raised:
Can the hbit still be present: the

profotypical ‘hit’ ocenrs at an instant of
time.

Others are now less certain

Counier proposal: only gravity and the
bit.  Possibly, thinking of all the
problems where one is told to ignore air
resistance.
Seconded

¢ wntering one supgestion with another.
Possibly, thinking that in this problem
there is no insiruction fo ignore air-
resistance,

Focusing again on force 2, ‘the force of
the hit’

The indistinet word (ie. xxx in the
Iranscription) is probably something like
not’ from the context.

Agrees with the viewpoint that the ‘hit’
5 necessary for the maotion — but the
stalemients made so ﬁzr are af)zb{gzmﬂ.r
between two intferpretations:

the force of the hit is a necessary
precondition for the ball to start
moving (true)

the force of the hit is a
continuously present influence
on the ball’s motion (false)
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yeah
MSI: It will not have
horizontal air velocity

MS4: The gravity will only pull
down

MS3: Also it stop the hit from
going further

MS2: ..
Cannot be

MS3: ...
push of the hit

MS2: ..

but it will only act

during the hit

but after that it won't act at all
really

MS3: But the xxx
MS2: That's why That's why

you can talk about
constant

what you call it

speed lah

MSI: horizontal speed

MS3: Thete's a hit that's why
there's 2 horizontal speed

221

The pbrase “horigontal atr welocity”
doesu’t actwally mean anything. The
speaker is atlempting to bolster bis
viewpoint with the prestige attached fo
the use of technical vocabulary, probably
inending to echo the sentiment that “%
will not go forward”.

This statement is, of course, Irue.
However, it only makes sense bew in
this argrment if the direction of the jorce
is relevant to the direction ¢, the relocily,
which it is not.

This is true on e interpretation that
because of gravity the ball will follow a
parabolic path which will eentually
bring 1t into contact with the ground and
therefore gravity wifl — indirectly — slow
it fo a stp. It is fale on the
inferprelation that gravity will exert a
Jorce that will directly slow the ball's
horizontal flight.

Repecting  the  previons  statervent,
presumably on the second interpretation.

Focusing altention on the key point
again.

Focusing attention on the prototypical
properly of occuriing af an instant.
Restating the same point, but this time
as @ nepalive, as NOt occurving over an
interval of time.

Starts to reply

Intereupts to point out the logical
consequence of Newlon's first law: that
2t is the lack of force which ensures a
constant veloctty.

Enmphasising the word by pansing before
and affer.

Downplaying  the importane of the
technical vocabilary by emsphasising his
lack of attention fo if.

The same ambignity between hit as
“precondtion”  and  “Continnonsly

present”
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MSI: Yeah but xxx to air
resistance

it will slow down

MS3: And due to gravity it will
come down

MS2: But

Yeah but
there's no force

that's why it will slow down

you know

MS1: The hit upward force
ahh

MS3: But

but the force is still there
MS2: ..
I think

during the flight yah

if the force is sull there

then

MS3: xxx

MS2Z: it will go faster

yeah it going faster all the time
right

XXX
MS3: xxx resistance

which xxx

MS2: No no no no no
MSi: ..

but its

during the entire flight
s0 no hit I think

MS4: Yeah
MS2: No no

222

The prototypcal effect of air resistance.

The prototypical effect of gravity.

Here, MS2 means ‘no force of the hit’
not ero nel force,

Le. in the absence of a continnons
Jorward force, the air resistance bas this

effect.

This speaker staris to reply,

. but can’t formlate bis response

His ally completes the response, and for
the first tipie stales unanibignonsiy

that the forve is continonsly present.

Now that thes statement is out in the
open, that is lto say the foous of the
gronp’s alfention, #t can be directly
addressed

MS2 proposes a bypothetical argument
— If there Is a constantly present force,
then the logical consequence of Newton's
second law follows: a force forward will
result in acceleration forward,

MS3 seems 1o be calling upon ‘air
resistance’ as a fix-all,

Bur MS2 will have none of this.

MS1 now focuses atlention on the key
phrase of the question. ..

and now seems lo agree with MS2’s
main  confention, that there Is no
continmitons presence of the bit.

However, at this point in the discussion,
MS1 is in fact arguing against MS2’s
bypothetical argument by denying the
anfecedent.

Another agrees.

But now MS2 seems lo disagree with
what has been bis own contention,

g
K
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Because An interpretation which makes sense of
what be is saying, however, is that be is
if really acting upwards all the regedting their right 1o make the above

time connter argument.
that means it should have The others have been argning that there
faster and faster and faster is a force of the bit acting throughont the

flight. Now, when a logical consequence
of this view is shown fo be absurd, they
temporarily abandon if. He argues that
they can’t bhave it both ways. If]
counterfactually,  there  was  a
continuously present force of the hit’
then  there  wonld  be  continuons

acceleration.
faster faster faster faster faster As be speaks, his speech becomes more
,&3 and more rapid, echoing his meaning.
5 Also, one gets the impression, reflecting
z bis imipatience.
e MS3: C's xxx The others try 70 end the discussion by
MS1:Yah man? making a decision. The first proposal is
MS4: Ah yah that all three forces, including the force of
b Think so the bit are present throughont the entire
}g}, MSI: Okay Jlight.
:; MS2:D MS2 is certain he is right, and won't
ﬁf ac ept the first proposal. He suggests the
’ answer which does not include the force
L of the bit.
% MS3:1s it all nghtif I put D yah  MS3 consults the others.
g MS4:No
£ MS2: xxx
2 XXX . . . .
] : There arv irreconcilable differences which
& MS3: Anything wrong i ¢ add Shin the 1
% MS2: 1 think we can't discuss this 72 cqzrzzo- aaaress wlon ‘z‘;e line
B consiraints of the gronp discussion.

also nght
We can't discuss this also

No tame to discuss also

The discussion ends inconclusively,
XXX answer

Single force vs total force

The use of the word force in normal techmical usage is polysemous between the
meanings fo/al force and a pariicular force. For example: in the statement “Force is mass
time acceleration” one is referring to the total (i.e. net or resultant) of all the individual
forces acting. When one refers to “the force #g,” one refets to a single force, the force
of gravity. Similarly when one says that there is no force on an object, this could be
taken to mean that there 1s no force at all acting, or that there ate multiple forces

acting, but that these cancel out.
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Students need to sort out this ambiguity. The members of Group 95 2-4 can be scen
doing so in the discussion of Question 12 of the FCI (see Box 12). The discussion was
very animated with a great deal of overlapping speech, and sometimes three speaking

at once,

Box 12: Question 12 of the Forve Concepr Inventory (Hestenes, Wells & Swackhammer,
1992).

12. A book is at rest on a table top. Which of the following forces is(are) acting
on the book?

1. A downward force due to gravity.

2. The upward force by the table.

3. A net downward force due to air pressure.
4. A net upward force due to air pressure.

(A) 1 only
B)1and 2
©1,2,and 3
(D) 1, 2, and 4

(E) none of these, since the book is at rest there are no forces acting on it.

Group 95 2-4

MS1: Why do y...Why do you say E?

MS2: Each force is act cancelling each other.. so thete is.. the answer is L.
MS1: Cancel out no but the force is still acting

FS1: yes

MSiion on the book..

FS1:Yeah but you're not talking about the net force

MS1: It is cancelling but.. but the force, the force is there...the force

is still there.. although it is cancelling but it is still there

MS2: It is acting yet it is cancelling ..so the force is .. none.

FS1:No it’s acting, so it’s not talking about net force.

MSE: Yes. .. It’s not tatking about net force. It’s talking about the force.
If there is no force, there is no good.

While this question was very successful in prompting lively discussion, it was, in some
ways, poorly designed. Getting the correct answer not only depends on distinguishing
when ‘force’ does or does not mean ‘net force’, but also confounds this with the

unrelated issue of whether students know of the presence of a small upthrust due to

the fact that air pressure at the bottom of an object is greater than it is at the top — a
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topic which is rarely included in physics curricula at this level. In the most recent

version of the FCI this question has been rewritten to eliminate this second issue.

Furthermore, as well as the ambiguity of force there is also an ambiguity in the word
net: it can be used with different scopes. When one speaks of the net force one usually
refers to the total of all forces acting, but in this question the “net ... force due to air

pressure” restricts the scope to adding together just the forces due to air pressure.

Students can interpret the scope wrongly: for example in Group 97 5-3 a student says:

“See here it says net you know, it means total, there’s no net downward force.”

In this instance the student seems to infer correctly from Newton’s first law that there
is no net force, hence no net downward force, using the wider scope of net (i.e
meaning the total of all forces acting). However, the only net downward force referred
to in question 12 of the FCJ is the “net downward force due to air pressure,” and
Newton’s first law is irrelevant kere: it would not rule out such a force if there were

one or more forces to counterbalance it.

The argument is therefore invalid (although the conclusion in this case is, by luck,

correct: the net force of air pressure is upward, not downward).
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It has been shown above that far from being deployed as a simple mathematcally

L

defined technical term, the use of the concept of force 1s in fact complex. While
students are able to work with prototypical instances of forces quite comfortably, they
are not aware of just where the boundaries between instances and non-instances of
forces occur. This, it has been argued accounts for much of the difficulty that students

have with using Newtonian Physics.

Interpretation of mass in Mewton’s second law

That there are subtleties involved in the concept of wurs and especially in the
distinction between mass, weight and density (Gallly, 1994) and in more advanced students
between inerfial mass and gravitational mass, (Domenech et al.,, 1993) has been established
in the research literature. However, in the transcripts of the discussions examined here
there was no mention of density, and all 31 uses of the terms mass and 23 of wejght were
appropriate. This was not really surprising as Galile’s work was done with junior high
school students, while the students heic -ere semior high school. Presumably either
they had resolved the issues which junior students had not done, or possibly, the
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instrument used here did not probe these difficultes. Certainly, the issue of werfia/ vs.

Lravitational inass did not arise at all in the test.

Interpretation of acceleration in Newton's second law

It was shown in Chapter Four of tlus thesis that change of direction was considered a
highly dubious example of acceleranon, with some students rating it as not an example
of acccleration at all. For these students motion at a constant speed would be
considered unaccelerated motion. ‘Thus Newton’s second law would simply not be

activated when these students encountered problems involving circular motion,
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Chapter Ten

Conclusions

Overview of the thesis

An extensive review of the science education research literature in Chapter Two
showed that there has been a great deal of inconsistency in the terminology used to
describe researchers’ interpretations of students’ ideas. When this was compared with
wotk in linguistics it was seen that there were systematic differences in the data
collected by science educaton tesearchers which wete not being attended to: concepts

were not being differentiated theoretically from larger scale mental entities.

Furthermore it was seen that the prototype structure of the concepts in physics had

not been investigated at all.

Chapter Three examined the four main types of rescarch methods to be used to
investigate the development of concepts in mechanics. The reasons for their choice

wete given and their limitatons were discussed.

In Chapter Four it was shown, in spitc of the terminological and theoreucal disputes
about what concepts were, that when authors of science education research papers
gave examples of concepts they were remarkably consistent with each other. A onceps, it
was shown for these authors, was prototypically something that could represent the
meaning of a single word and this usage was found to be consistent with the usage of

the word in general, non-technical contexts.

Chapter Five established that the technical concept of aweleration has 2 prototype
structure both in 1ts general usage and in its technical usage within physics (the
evidence shows this is certainly the case for the students investigated here, and
statistical analysis, discussed below, strongly suggests it is the case also for the wider
population represented by this sample of students). The structure of the concept
acctleration was examined, firsdy, in terms of its lifeworld sense. The concept’s definition
in terms of the fundamental concepts of the Natural Semantic Metlanguage was
determined by a careful examination of a large corpus of usage. Secondly, the technical
concept of acceleration amongst a group of students was examined in terms of the
concept’s reference: its prototypical exemplars, how well other exemplars fate, and the

extent to which the concept’s boundades vaty for different people, and in different
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vongests, In addition it was shown that the prototype for the technical usage was
tleady the same as it was for the general usage: something getting faster. The difference
was it the boundares of the technical concept stretched further away from the
drototfPe. The sequence of conceptual development was argued to consist of two
tytensioys of the bDundary of the lifeworld concept: the first extended the boundaries
Vf the Copcept to include things slowing down, and the second extended it to include

Hyings thaniging direction.

While Cyapter Five dealt with a technical concept where the boun laries of the
Yeeworld concept had to be extended, Chapter Six presented four studies which
Converfed in showing that the denotation of the concept of Newtonian fore could be
Qescrib®q 25 being 2 subset of lifeworld forces. It is based on the lifeworld concept of

Nopge, bt is testricted to those forces which are like the prototypical actions of pushing
And hifdllg’

This was geflected in the need to have a longer NSM definition of Newtonian force
than Wit peeded to define the verb ‘to fotce’ more restrictions in the definition reduce

tl‘le nuMher of cases which fall under it.

Qhaptcf Seven extended the notion of prototype to deal with prototypical Newton’s
thizd 1% gituations: it was shown that Newtor’s third law was activated and used far
Rote elsily when the two interacting cbjects were at test and of equal mass. It was
Apned that leaming to use Newton’s third tw correctly required that the class of
5ituat~_ioﬂ$ chat wete seen to I relevant needed to be extended to include unequal

Mysses g masses that wes o 1 uoving,

clmptcfs Four to Seven considered irgether showed that the process of conceptuai
dQ\relopnleﬂt could be modeiled by a process which involved establishing a prototype
£Q gerve 3¢ the foundatdon of the corcept, and then adjusting and fine-tuning the
PUrder Pepeveen instances and nen-instances of the concept. There was no need to
Y, oke the conceptual change theory of Posner et al. (1982): there was no cvidence of
fAlional togmsideration of intelligibility, plausibility, or fruitfulness. The variations
Prween conceprs that these students had were the results of largely unconscious
dgisions tey made about how close to the prototype instances at boundaries of their

CQncepts wete.
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[t was, however, the evidence presented in Chapter Eight that brought out most clearly
the role of activation and suppression for these students in the building of meatal
models of problems and their solutons. Three sets of evidence pointed toward this
conclusion. Firstly, ‘probability format® tests showed that muldple conceptions were
simultaneously available to students. Secondly transcripts of discussions showed that in
developing their solutions students wete opportunists, adapting any method which led
to an answer, whether personal experiences, intuitive rules or even, sometimes,
Newtonian mechanics. Thirdly, the transcripts also showed many fragmentary
contributions to the arguments that ccr J best be interpreted as attempts to highlight,

Or activate, particular ideas mn their listenets.

Rather than the rational process of weighing up criteria as implied by the theory of
Posner et al, for these students the joint process of building an understanding was a

messy affair involving interruptions and occasionally feelings running high.

Chapter Nine emphasises the messiness of the process of coming to understand
Newton's second law. There are a large number of ways in which the formula F = s
can be understood. These are due, partly, to the different concepts of fone and

acceleration which students were shown to have in Chapters Four and Five.

Conceptual change
Taken together, the chapters provide cvidence for two main types of conceptual

change.

In the first, changes in the understanding of what is meant by a word are reflected in
extensions ot trestrictions of the denotation of its concept, but the prototype itself
remains unchanged, only the boundaries moving. This is exemplified by the technical

concept of acceleration which differs from the lifeworld concept only in being more

inclusive.

In the second type, one establishes 2 new prototype: the technical definivion of forve is
of this sort. The lifeworld meanings of “force’ are quite varied, but many have in
common the idea of “imposing one’s will.” One small subset of these involved in
pushing things or hitting them becomes the prototype for the development of a new

technical sense of Jorve.
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Scope of conclusions

To what extent can these results, and the other conclusions of this thesis, be

generalised?

Physics concepts exhibit protetype effects

Consider, first, the conclusion that mechanics concepts have a prototype structure. In
Chapter Two the vast literature on prototypicality developed from the pioncering work
of Rosch was reviewed. The concepts that have been investigated in this literature
demonstrate the features of prototype structure, and this is true ctoss-culturally. What
sotts of concepts have been investigated? There are concrete concepts both for non-
living objects (inclading specific, like cup, and general, like furnifnre) and hiving ones (like
iree, frnit, antmal, ot bird). Thete are abstract concepts (for qualities like colonr, or actions
like /). (Coleman & Kay, 1981; Labov, 1973; Lakoff, 1987; Lakoff & Johnson, 1980;
Rosch, 1978; Rosch & Metvis, 1975; Rosch et al,, 1976) Prototypicality effects have
been demonstrated for concepts which one would not expect to observe graded
membership: odd numbers, females, plane geometric figures (Armstrong et al, 1983).
Prototypicality effects have been observed for concepts which were introduced anew
to expertmental subjects: things to take on a picnic, foods not to eat on a diet. (Barsolou, 1985).
There is ongoing controversy over whether prototype effects can be observed in

categorisation by other spectes such as pigeons (eg. White, Alsop, & Williams, 1993)!

Meanwhile, in science education research, prototype effects in concepts have not been
observed because, as shown in the literature review, nobody has looked for them (I
speak here of the English langnage literature, and such other language literature as has
been incotporated, in translation, in the journals, monographs, and electronic literature
and citation indices to which I have had access.) Nevertheless, the first time 1 looked
for evidence of prototype structure of a concept (aceeleratzon), in a very rough-and-ready
way, asking students to raise their hands in class, the effect was so strong it passed the
admittedly rough-and-ready “intra-ocular” statistical test: it hit one between the eye-
balls! More fotmal tests, detailed in Chapter Five, replicated the result in three different
classes. Furthermore, in spite of the fact that the students had very vared first-language
backgrounds, as reported in Chapter Five, staustical testing did not support the

hypothesis that their backgrounds made any difference to the results.

The conclusion that is being proposed is that physics concepts have a prototype
structure. For the purpose of being specific, let us examine the assertion that “a car
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getting faster” is a more prototypical example of acekratior (Le. is rated more highly)
than “a car getting slower.” How far can this result (in Table 6 of Chapter Five) be
generalised? More precisely, the claim that “getting faster” is more prototypical than
“getting slower” is equivalent to the assertion that the frst will be rated more highly
than the second by any sufficiently large sample from the populaton. Can this be

claimed from the evidence presented in this thesis?

. : . . O
To begin with we note that the standard error in the estmate of the mean 1s J-—————

N -1
where o'is the standard deviation and N-/ is the number of degrees of freedom (where
N is the number of data points). One notes, in passing, that the total number of the
population being sampled does not enter into the equation, only the size of the sample.
Consuldng Table 6 of Chapter Five, one finds that for a car getting faster the mean is

9.2, o= 2.1 and N = 406, so that the error 1s ——3}-— =0.31. Similatly, for a car getting

46 -1
slower, the mean is 7.3 and the error 0.40. The results are cleatly afferent (the
difference is somewhere between 0.51 and 3.07 at the 99% confidence level), and the
difference is in the direction expected. For the population represented by these
students, and this (given that their varied language backgrounds made no difference)
can plausibly be taken to be final year high school physics students, it is clear that the

4

radng for a “car getting faster” will be greater than for “a car getting slower.” On the
assumption that the students investigated are a random sample, then the number of
students in the sample is indeed sufficient to support the general statement that the
concept of acwekration exhibits prototype effects. Similar arguments apply for the

interpretadon of the data for the concept jbme.

Given the overwhelming evidence for prototype effects in all concepts, noted above, it

could hardly be otherwise.

Students first learn prototypical, then less prototypical instances of concepts

Consider now the claim that students leamn the concepts involved in Mechanics first
with prototypical examples, and that only later do they learn to include cases which are
less prototypical. One might ask whether this can be asserted without qualification

based only upon the evidence presented in this thesis.
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Clearly if the evidence of the thesis was restricted to the students who filled out the
vatious questionnaires, undertook tests, and discussed their answers then there would

be insufficient basis for this claim.

This however, would be to miss the point of the examination of the linguistic corpora.
Take the concept of aweleration, for example. A very large sample of language use,
carefully designed to be representative, was examined for the uses of the word
‘acceleration’ and showed that it is used by the general public only in the sense of

“getting faster.” (See Chapter Five.)

This, of course, is the prototype for aceleration amongst these students, as argued above
and in Chapter Five. It was also shown in that chapter that these students accepted that
other situations including getting slower, and for many, changing direction were also

cases of acceleration, although not such good examples.

It follows, therefore, on the assumption that these students (indeed any students) were
members of the general public before they became physics students, that they first
learnt the prototypical sense and later added the less prototypical senses. (As stated in
Chapter Five, however, the evidence adduced in this thesis is insufficient to determine
the order in which the less prototypical senses are developed. The order in which they

are shown as being added in Figure 10 in Chapter Five is conjectural.)

‘Acceleration’ is a comparatively infrequent word, and unsurprisingly was not observed
in the transcripts in the CHILDES corpus (MacWhinney, 2000a, 2000b). However,
because it is a comparatively common word, three stages in the development of the
concept of force can be glimpsed in evidence independent of that obtained from the

students investigated in this study (which constituted a fourth stage).

In the first stage, before the concept itself begins to develop, one can see that the
prototypical cases for foree (which were argued in Chapter Six, on the basis of the
investigation of the students in this study, to be pushing, hittng, and kicking) are
shown by the CHILDES corpus to all be in use by children before the age of two (sce
Figure 21 in Chapter Six).

A second stage occurs after early childhood, but before physics insttuction when

people encounter the lifeworld senses of the word ‘force.” The 2nalysis of the use of

the word ‘force’ by the general public, using the British Natonal Corpus (BNC, 1994),
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while showing the complexity of its multiple senses, also showed that in general usage

the sense most nearly aligned with the physicist’s sense of fone covered cases of

pushing and various kinds of impact.

A third stage occurs as students begin their study of mechanics. Hart’s investigation of
the denotation of the concept of force for students who were just beginning their
study of physics uncovered evidence of the inclusion of more general lifeworld notions
(especially in terms of agency and goal-directedness) not yet fully differentiated from
the correct Newtonian noton: “... my students still included a whole variety of
interactions in their conception of force that were not part of the concept as I intended

them to understand it.” (Hart, 2002, p. 237)

The students in the investgadons reported in this thesis were at a fourth stage, having
completed their study of high school mechanics. Thus, although this thests does not
contain 2 longitudinal study, one can reasonably make plausible inferences about the
development of the concept of jorce. As was the case with acceleration, the prototypical
senses are learnt before students enter the classroom, and less prototypical senses (in
the case of forre, these might be friction, or the normal reacdon force, for example)

learnt later, if at all (Twigger et al., 1994).

Can one state, then, that prototypical cases of physics concepts are always learnt first?
Clearly this has only been established to be the case for aceeeration and forve. For other
concepts like selocity, momentum o electric current the question remains open, but one can

hypothesise that they too will follow this pattern.

Prototypical applications of Newton s L_aws

Sirnilar patterns of development were argued to occur at the level of conceptions, such
as Newton’s laws, which are built using concepts. It was shown that much of the
research into Newton’s Third Law could be explained by assuming that certain
situatons will be prototypical applications. For students to recognise that other
situadons also fall under the same law requires that they recognise that the situation
ralls into the same category as the prototype. In particular, it was shown by a re-analysis
of these earlier investigations that their results were consistent with a process of first

learning a prototypical sitwation and then expanding it to include less prototypical

examples.
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It should be noted that this way of looking at the problem of generalisation of laws,

brings the problem of transfer of learning into the same theoretical domain as

prototypes.

Activation and suppression

Evidence from the analysis of transcripts of discussions in Chapters Eight and Nine
suggests that, when larger scale conceptions are built up, the concepts which are used
in this process are not consciously selected. Rather, just as in normal speech
comprehension, one unconsciously selects the most highly activated concept to
incorporate, and this then suppresses competing concepts. Contexts which spread
activation to Newtonian concepts will therefore result in different conceptions than
those which do not: in the latter case, whichever other concepts are available and most

highly activated will be selected and these will suppress the Newtonian concepts.

The ACT-R theory of cogmition argues that not only the contents of declarauve
memory, such as concepts are activated and suppressed in this way, but also the

contents of procedural memory, the production rules which code our methods for

dealing with problems.

This therefore offers a principled account of the often noted inconsistency of student

use of scientific conceptions and misconceptions in problem solving.

Possible further investigations

There are four main areas of investigation which lead on naturally from the work
reported in this thesss. The first would look to find further evidence of the protot pe
structure of the concepts of foree and acceleration. The sccond would seek to investigate
how the prototype structure of the concept of fore, as descnlbed in this thesis, is
relevant to linguistics, in so far as the results described here are inconsistent with some
work done in this discipline. The third would look to find evidence of prototype
structure in other concepts related to physics and science educaton. The fourth would
aim to discover if it is helpful to follow a teaching sequence where one aims first to

teach the prototypical examples before moving on to less prototypical cases. These will

now be discuss 1.
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Other measnres of profotyp+ effects
Firstly, in so far as the coacepts of acceleration and force have been argued here to
have a prototype structure, it would be worthwhile checking whether they exhibited
other prototype effects. Reacton time measutements are predicted to be less, and
accuracy greater, for judging statements as instances or non-instances of a concept
when they ate more prototypical (Lakoif, 1987, p. 41). Thus “A car 1s getting faster”
should be recognised as an instance of aweferation more quickly than “A car turns a

corner.” Similar results should be obtained in judging instances of forve.

In designing an experiment to determine whether this was the case or not, it would be
necessary to conirol for confounding variables which have been shown to be relevant
to reaction times (Gernsbacher, 1990; Gemsbachet, 1994). One of these is the time

taken to comprehend the sentences being tested. Some relevant factors are:

e The grammatical form of the sentence (for example, “A car is driven faster” 1s

passive, while “A car turns a comer” is active).

¢ The relative frequency of the words in common usage {for example “A yacht

tacks” uses less frequent vocabulary than “A boat slows down”).

¢ The length of the sentence (for example “A four-wheel drive pulling a caravan

slows down for a red light” vs, “A car swerves”).

¢ The ‘expectedness’ of content {consider for example the contrast between “A

ball rolls downhill” and the relauvely incongruous “A snail speeds up”).

A second confounding variable is the pre-existing ievel of activation of the concepts
being tested. For instance, one expects increasingly faster reaction times and more
accurate responses if one asks a series of questions related to the same concept: the
first question activates the concept, and it 1s morte easily and quickly accessed for the

second and subsequent questions.

In order to determine experimentally the difference in reaction times in 2 task where
situations to be classified as exemplifying the concept of awelerarion, one would
therefote need to measure comprehension times for the sentences describing these
situations (using methods drawn from Gernsbacher, 1990). It would also be necessary

to use mixed orders of presentation, and to include other classificaton tasks so that
235




the gain in speed of response due to the priming of the concept of accekration would

not swamp the speed difference being sought.

While the predicted results can be quite stmply stated, and the techniques mentioned
above address issues that are relevant to measuring reaction times, nevertheless, such
an investigation would require a great deal of preparaton and a significant investment

of time and effort on the part of the researcher.

Applying the knowledge of the prototype structure of force
Apart from applications in physics pedagogy, which will be discussed in a separate

section, there 1s an implication for the linguistic study of causative constructions.

As discussed in Chapter Two, Talmy (1976; 1985) sought to explain a number of
cross-linguistic regularities with his widely noted theory describing causation in terms
of force dynamics. According to this theory, causative {(and related) constructions in
languages are modelled on the regulanties observed in the action of physical forces on
objects. However, the evidence presented in this thesis shows that, on the contrary, the
idea of physical force is based upon the lifeworld conception of force, and that it is
developed after lifeworld senses that involve “imposing one’s will” (a sense which
necessarlly assumes the existence of canses, qgents and goals: roles explained by Talmy in
texms of physical force). Thus, Talmy’s theory seems to have things the wrong way
around: the evidence suggests that the sense of physical force 1s based upon the
lifeworld conception of force, not vice versa. Given that the cross-hnguistic regulartties

nevertheless exist, an alternative explanation for them needs to be sought.

It was conjectured in the discussion of Talmy’s theory in Chapter Two that the
cognitive processes of activation and suppression would serve better as models for these
phenomena than physical forces and resistances. In order to argue for or against this
hypothesis one would need, at the munimum, to re-examine in its light the linguistic

data adduced by Talmy and by others who have utilised his theory as a framework for

their own work. While the implementation of an investigation into this alternative
explanation for the data unearthed by Talmy would requite 2 significant amount of
effort and expertse, the conclusions of this thesis are in conflict with Talmy’s theory as

it stands, and so provide justification for such an investigation.
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For which concepts wonld a prototype analysis be usefuf?

The third area of investigation which would follow as a natural extension of the work

in this thesis is the examination of the structure of other concepts of physics. Possible
candidates for this type of investigaton include redoaty, speed, distance, displacement, mass,
weight, eleciricily, vollage, current, power, heat, temperature, cold, radiation, and radioactivity. Other
concepts of importance to different disciplines in scicnce education — for example

respirafion, or animal from biology, intelligence from psychology, or amd from chemustry —

could also be examined.

But, one might ask, which of these is worth investigating? Students have been learning
physics and the other sciences for many years without any attention being given to the
structare of the concepts used. Why should we be concerned with identfying concept

prototypes, identfying the boundarnies beyond which the students do not accept that

an exemplar belongs to a concept, and secking the reasons which students accept for

extending or contracting these boundaries?

There are three reasons. The first is to do with ease of teaching and learning:

prototypical cases form the foundation of the concept and are the easiest to grasp. If

we: know what is prototypical then we may be able to structure our introductory

courses more effectively.

The second is to do with communicaton: we need to know whether our students

understand what we say. For example, when we say “an orbiting satellite is

accelerating” do our students realise that we are talking about the changing direction of

the satellite’s velocity, or do they think we mean the prototypical sense, which is that it

._-.....
ol
S

is geting faster? When we speak of animals do our students realise that we include

iy

Lty

jellyfish and spiders, or do they tlunk we speak only of prototypical animals like cows

or dogs? Without a knowledge of the prototype structure of these concepts we do not

know.

The third is to do with logical inference: in order to reason effectively it is necessary to
know just where the boundaries of the concepts’ denotatons occur. To clasify this

third point it is necessary to examine the role of concept boundaties further.

As discussed in Chapter Six, by utilising concept-prototypes people are able to get the

gist of a meaning and work with it usefully without needing to know exactly where the
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concept boundaries lie. Given this natural ability, how important is a2 knowledge of the
exact boundaries of a concept? For example, for a high school student completing
practcal work or end-of-chapter exercises on Newton’s Laws, is it important, one

mignt ask, to know where one stops using the concept ivertial mass, and starts using the

concept gravitational mass?

Consider an analogy with the concept ap. On the one hand, when we want to drink 2
coffec at home it is sufficient for our purposes that we know how to find a cup in the
kitchen, and we simply look for something like the prototypical cup. It is not necessary
to know exactly the width to height ratio at which we cease to u.se the concept azp and
start to use g, or at the other extreme, bew/ The cxact boundaries between these are
not important for many purposes, and, in any case, different people set the boundaries
at different points (Labov, 1973; Wierzbicka, 1985), On the other hand, when ordeting
coffee at a shop, one may be asked “Cup or mug?” In this context, one does need to
know the difference: the mug (as a consequence of its shape) holds a greater quantity
and hence will cost more. This analogy suggests that where recognition is required,
knowledge of concept boundaries is less important, while in cases where a logical

consequence is to be drawn, the boundaries are more important.

An examination of a graphical representation of logical deduction can help make this
point clear. It is common to represent the logical relationship of material implication (if
p then g) by means of a Venn diagram, as shown on the right of Figure 39. In the case
of the classical representation of concepts it is clear that the denotation of concept p
(say, pegple) 15 wholly contained within that of concept g (say, mortal). Hence if we know
that Socrates belongs to the set of pegple, then we can deduce that Socrates is mortal.
However, on the left hand side, which represents prototypical cases using black and
less prototypical cases using shades of grey, the concept denotation is not sharply

defined and it is not clear whether or not all cases of p are also subsumed by 4.

It is phin that the use of deductive logic relies upon concepts being defined — and one

notes that the etymological detivaton of ‘define’ refers literally to setting boundaries.
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Similarity to  prototype
sufficient for recognition

... exact knowledge of
but...

boundaties is necessaty for
logical deduction

Figure 39: Concepts with geaded exemplass {represented
by degree of shade} on left, and classical representation of
concepts (defined by boundaries) on righe.

Given the evidence of prototype effects in all concepts, one might question how it s
possible for people to use logical deduction at all. The way out of this impasse 1s to
realise that when we reason deductively we do use clear cut boundaries: technical
definidons build upon the foundation of prototypes, but have boundaries that ate
determined by agreement within the relevant community. This can be llustrated as
shown in Figure 40. While prototype effects are stll present (and are represented as
before by the shading), it is nevertheless clear that all mstances of p are subsumed
within the denotaton of 4. Fot instance, while the number 3 may be a prototypical
member and 437 may not be prototypical, they are nevertheless both cleasly within the

set of odd numbers (Armstrong et al., 1983},

Figure 40: Techaical concepes illusteating both degree of
'goodness' (by shading) and clear boundaries,
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To summarise, then, and to teturn to the question with which this section began, it is
worthwhile investigating the prototype structure of terms when they play a role in
logical infetences in the theory. To take the example of the concepts investigated in
this thesis, acceleration and forve play a key role in Newtonian physics because of their
role in inferences: if something is accelerating, we know it must have a net force acting
on it. From the fact that planets orbit the sun Newton deduced the presence of the
gravitational force, for instance. But the acceleraton of these plancts is not the
prototypical acceleration of getting faster: if we wish our students to understand this
inference (and be able to make similar inferences), then we must ensure that they have
a full understanding of the concept of aueleration, not one limited to the prototypical

CASECS.

Where the concepts play no role in logical inference, as is the case for gravitational mass
vs. ‘nerfial mass, which are discussed n some introductory mechanics wexts, there may
be no need to introduce the distinction: one can work and communicate with students
because they can grasp the prototypical cases. Knowledge of a concept does not begin
and end, as in the classical model of concepts, with students knowing the technical
definition with its clear-cut boundaries: the prototype is sufficient. Of course, when
students reach the stage of studying relativity and the distinction between these
concepts does play a role in logical inferences the technical defimiion becomes

necessary, but not until then.

Summarising this section: the investigation of concepts which play an important role in
the logical structure of a discipline using the methods utilised in this thesis
(investigation of dictionaries, analysis of data from linguistic corpora, analyses of
answers to open response items asking for examples, and of questionnaires asking for
ratings) is clearly justified on three grounds. Firstly, it could serve as an aid in the
structuring and sequencing of courses. Secondly, it would alert teachers to possible
areas of miscommunication with students. Thirdly, it would aid teachets in getting

students to understand the logical structure of the discipline being sought.

Effectiveness of teaching nsing prototypes
The fourth extension of the work reported in this thesis, would be to replicate the pilot
study reported in Chapter Six using a quasi-experimental design (given that intact

classes will almost certainly be the only ones available).
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Four classes would be required. A pretest would be administered te two of these. This
would be followed by teaching one class in the manner described in Chapter Six, while
the other followed a traditional sequence. This would be followed by a post-test. An
additional two classes would be needed to enable testing for the possible sensitising
effect of the pretest on the results. These two groups, which would nst receive the

pretest, would othenwise parallel the first two classes.

A comparison, using two way ANOVA, of the groups which did and did not receive
the pretest, and did or did not receive the teaching using prototypes would allow the
contribution of the pretest, and interactions between the pre-testing and teaching using
prototypes to be examined. 1f this showed that the intetaction between presence or
absence of pre-testing with teaching method was not significant, then a comparison of
the first two class results using ANCOVA, with the results of the pre-test as a covariate
would then provide some firm evidence as to the usefulness or otherwise of this

approach.

Threats to the validity of this experimental design would include the possibility of a
“Hawthorne effect,” where students who were the subjects of the “experimental
treatment” ~ teaching using prototypes — might do better, not because of the teaching,
but because it was different from what they expected andi therefore motvating, or
because they felt more valued and therefore put in a greater effort to learn. If this
appeared to be a significant worry then the experirrental design could be extended. A
third pair of groups would be introduced which used a different innovation - for
example concept-mapping or computer based muitimedia training. The motivational
effect, if it existed, would apply to both experumentai treatments, zad could, again, be

tested for using ANOVA.

A more subtle threat to validity would be in differential self-selection of the teachers. If
teachets who volunteered to teach using a sequence based on prototypes were for
some reason (because they were more adventurous, say) better at teaching than the
control group, a difference between the two sets would not necessarily be due to the
difference in teaching methcds, but rather due to the teaching talent. To avoid this,
one would need a sufficiently large 2roup of teachers willing to be assigned at random
to teaching using one method or the other. This would, of course, increasc the scale of
the study and the effort and preparation required to conduct it considerably, but would
correspondingly increase one’s confidence in the validity of the results.
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Before such an experiment could be carried out, an extensive in-service would necd to
be made available to interested teachers. This training would need to show how to run
group discussions which highlight concepiual aspects of physics. The notion of
prototypicality would need to be clarified and examples given. Strategies for

implementing this approach would also need to be developed.

Implications for teaching

Given that the consequences of the existence of prototype effects in concepts have not
previously been subject to investigation, thete is a question as to the usefulness of this
approach in different areas of teaching. What sort of pedagogical problems can be
solved by this approach? Three applications were mentioned above, and will be
discussed in turn: increasing communicative efficacy, course design, and teaching the

logical stmcture of # discipline.

Communicating and the use of concepts

Investigation can show whether students know the extent of the coverage of a
concept. Class discussions and small group discussions of non-prototypical cases — and
of non-cases similar to those covered by the concept — can clarify where the scientific

communiiy sets the boundaries.

Where the concept is an explicit one, for example aaeleraizon, it 1s clear that this will aid
in communication. In terms of hermeneutics, one might express this by saying that the

horizons of the concepts of the student and the teacher are merged.

Where the concept is not explicitly named - for example the idea of situations which
are subject ro Newton’s third law - an invesagation of its structure also aids in
communication. Specifically, it enables one to communicate it by describing it in terms
that are significant to students. Taking the example of Newton’s third law, for example,
the evidence presented in Study One of Chapter Six, suggests that one needs to tell
students that it applies not only to situations where the two masses interacting are not
moving, and equal in mass (the prototype) but also applies when the two objects are
not equal in mass, and when they are moving with a constant velocity, and when they
are accelerating, and that it applics whichever of the two objects is the agent. Exercises
covering each of these instances need to be worked through. (In terms of the theory of
activation: and suppression, simply stating that Newton’s Law applies to all cases will

not actvate in the minds of the students anything beyond the prototypical case, and in
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order for a link to be set up both ideas must be in working memoty, that is to say
attended to, or focussed upon.) By explicitdy addressing each of these cases one helps
student build the ability to recognise the full extent of relevant situations. This in turn
enables students to transfer their learning about the prototypical cases to other cases:

in other words, to generalise their knowledge.

Sequencing of instruction

If the results obtained in the pilot study of teaching Newton’s third law prove to be
robust, it may be useful to base teaching strategies on the teaching of the prototype,
and then moving out to less prototypical instances so as to delineate the boundaries of
the concept. It seems reasonable to believe that one can build confidence by staying
close to the prototypical situations in eatly teaching, and then in later work raise
interest by looking at boundary instances. By the later stages each student will have an
opinion as to what does and what does not fall under a concept, but each person’s
opinion will differ from others. This 1s a useful precondition for lively class discussions

and group work.

A further raplication for course design is related to the pacing of teaching: for the sake

of specificity consider the concept of acceleration.

If key concepts, such as acceleration, are thought to be adequately introduced by means
of a formula and 2 few substitution exercises there is no justification for spending
much class time in doing this. One introduces the concept once and for all and then
proceeds immediately to the applications: in the case of acceeration this would involve
procedures involving the formulae for uniformly accelerated motion, looking at the

slopes of tangents on velocity time graphs, and so on.

However, when the structure of the concept is undetstood, the need for a planned
sequence of activities becomes evident. The amount of time devoted to elucidating the

concept itself becomes greater.

Again we can use the concept of acceleration to illustrate this. A possible instructional
sequence might begin with the idea of acceleration as getting faster. It would then, as is
usual, look at procedures for calculating the value of the measure of acceleration, and
look at its use in graph interpretation, and in the equations of accelerated motion,

applying these amongst other things to cases of objects which ate dropped or thrown
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downward and accelerate due to gravity. Howevet, after this introduction, one would
explicitly address the expansion of student understanding of the concept by directung
attention to cases where things get slower. Revisiting the concept now sets the stage
for clarifying the use of positive or negative signs in equations as shorthand for
indicating directions. This is an appropriate point to look at the direction of the
acceleration of an object thrown vertically upward into the air: the constant downward
acceleration due to gravity can be seen to manifest itself as a decrease in speed when
the velocity 1s directed upwards, and as an increase in speed on the way down. The
constancy of gravity can serve as one motivation for including cases of gaffing slower
together with cases of getfing faster within the denotation of the concept accelerafion. As
well as introducing the idea, one would set exercises using the equations of uniform
acceleration and graphical analysis related to getting slower. At this swage, in many
syllabi, one might move on from kinematics to other topics, such as dynamics in one
dimensional motion. However, when one returned to the topic of acceleration in two
dimensional motion (for example projecules, circular motion, and the motion of
objects in orbits), rather than simply assuming that students know what aceleration is,
one would explicitly direct attention to how and why changing direction is included
within the denotauon of acelration. Firsdy, the constant direction of gravity in
projectile motion can be contrasted with the changes in direction and speed of the

projectile: the same value of acceleration manifests itself as either a change of speed, a

change of direction, or a combination of these. Secondly, the way that all three cases.

(faster, slower, changing direction) can be measured using the single definition as the
. Av . :
vector rate of change of velocity, 1.e. a = - can be used to justify grouping them

together. Thirdly, the relatvity of reference frames can be used: for a person in a train
moving at a constant speed an object that is dropped appears to simply move down in
a straight kine and gert faster, but for an observer viewing from 2 fixed position in the
frame of reference of the ground it is seen to be following a cutved projectile path and
therefore changing direction. After this has been done the use of the measure of

acceletation in formulae and so forth would continue.

The example of a sequence for the teaching of aaeleration has been locked at in some
detail: however, the point being made is a general one. It is an implicaton of the
conclusions of this thesis that more time be devoted to explicating concepts than is

currendy allowed for.
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Lagical structure of mechanics

It has often been noted that the logical structure of the disciplines of the sciences is not
sufficiently addressed in teaching (eg. Brincones & Otero, 1994; Gardner, 1975). This
pedagogical problem is, for instance, identified in an overview of high school physics

texts (Ent vistle et al, 1999, p. 209

A more general flaw 1s the way that physics is presented as a series of disconnccted
laws and rules. The books dutifully present Newton's three laws, then proceed to

ignote them in developing new concepts. For example, few of the books effectively

relate consetvation of momentum to the Third Law. Some of them denive cenuipetal
acceleration but fail to connect it to satellite motion with the Second Law.
However, before students can understand the linkage between Newton’s second law

and satellite motion the.y must tecognise that circling at a constant speed is an example
of acceleration. They must recognise that “centrpetal acceleration” is simply
acceleration that happens to be directed toward a parucular point: too often students
think of it as 2 new concept, linked only in its vocabulary to (prototypical) acceleration.
That this 1s not an unreasonable supposition on the part of students can be seen by the
fact that the terms ‘angular momentum’ and {inear) ‘momentum’ do in fact represent

different concepts in mechanics.

It 1s argued, therefore, that directing attention toward the understanding of concepts

can aid in the promotion of coherency in the understanding of a scientific discipline.

Limitations
It is not claimed that the approaches advocated above are in any sense a panacea for all

problems students have in understanding mechanics.

The structure of concepts is only one aspect of the discipline of mechanics. Students
also must learn many procedures. Some of these are explicitly taught: how to interpret
graphs in terms of slopes, areas and values; how to substtute into and solve various
equatons. Others must be learnt by pracusing them: how to convert a problem stated
in words into 2 problem which can be solved using the techniques that have been
explicitly taught; the skills of manipulation of experimental apparatus. There is also a
certain degree of rote learning: knowing that the value of g at the Earth’s surface is
approximately 9.8 ms?, or that the speed of light is approximately 3.00 x 10* ms™,
knowing the names and prefixes for SI units, and knowing and being able to recall

vatious formulac all form part of the subject. This all involves effort, and students may
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become discouraged by inital fatiures: those who feel that achicvement is outside their
control will not persist as well as those who view their achievements as falling within
theit locus of control (Marton & Booth, 1997). There is also widespread
acknowledgement of the disproportionately low enrolment of women in the study of
physics. The problems associated with mastery of explicit procedures, with skill
acquisition, rote learning, self-image, and gender all fall outside the topic addressed in

this thesis and all have repercussions which affect the learning of mechanics.

Summary

Earlier theories of conceptual development have been criticised in this thests, and an
alternative theory involving the prototype structures of concepts, and the activation
and suppression of these concepts has been presented in detail as a more satisfactory
account of the evidence uncovered by the investigations which were undertaken. The
methods of investigaton used to uncover this evidence were shown to be justified, and
the results were argued to be gencralisable. The theory presented has been shown to
have implications for wider fields within science education than the study of
mechanics, which was the focus of attention for this thests. The theory puts forward
specific and falsifiable predictions as required by Popper’s (1969) account of scientific

theories. It also has implications for the teaching of mechanics.

There is much scope for further work evaluating the application to the classtoom of

the ideas developed in this thesis.
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Force Concept Inventory

1. Two metal balls are the same size, but one weighs twice as much as the other. The
balls are dropped from the top of a two story building at the same instant of time.
The time it takes the balls to reach the ground below will be:

(A) about half as long for the heavier ball.

(B) about half as long for the lighter ball.

(C) about the same time for both balls.
(D) considerably less for the heavier ball, but not necessarily haif as long.

(E) considerably less for the lighter ball, but not necessarily half as long.

2. Imagine a head-on collision between a large truck and a small conipact car.
During the cotlisic..

(A) the truck exerts a ; :.:ter amount of force on the car than the car exerts on the truck.

(B) the car exerts a greater amount of force on the truck than the truck exerts on the car.

(C) neither exerts a force on the other, the car gets smashed simply because it gets in
the way of the truck.

(D) the truck exerts a forcs on the car but the car doesn't excrt a force on the tru.k.

(E) the truck exerts the same amount of force on the car as the car exerts on the truck.

3. Two steel balls, one of which weighs twice as much as the other, roll off of a
horizontal table with the same speeds. In this situation:

(A} both balls irnpact the floor at approximately the same horizontal distance
from the basz of the table.

(B) the heavier ball impacts the floor at about half the horizontal distance from the
base of ihe table than does the lighter.

(C) the lighter ball impacts the floor at about half thc horizonial distance from the
base of the table than does the heavier.

(D) the heavier ball hits considerably closer to the base of the tabie than the lighter,
but not necessarily half the horizontal distance,

(E) the lighter ball hits considerably closer to the base of the table than the heavier,
but not necessarily half the horizontal distance.
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4, A heavy ball is aitached to a string and swung
in a circular path in a horizontal plane as /'-'\ ~ Q

. 1
illustrated in the diagram to the right, At the N
point indicated in the diagram, the string ¢ 8,0
- suddenly breaks at the ball. If these events were e
observed from directly above, indicate the path . !Q
ofthe ball afier the string breaks. R P YN A
g b o ":‘-9, ‘Lm
o

5. A boy throws a steel ball straight up. Disregarding any effects of air resistance,
the force(s) acting on the ball until it returns to the ground is (are):

(A) its weight vertically downward along with a steadily decreasing upward force.

(B) a steadily decreasing upward force from the moment it leaves the hand until it
reaches its highest point beyond which there is a steadily increasing downward force
of gravity as the object gets closer to the earth.

(C) a constant downward force of gravity along with an upward force that
steadily decreases until the ball reaches its highest point, after which there is only
the constant downward force of gravity.

(D) a constant downward force of gravity only.

(E) none of the above, the ball falls back down to the earth simply because that is its
natural action.
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* Use the statement and diagam below to answer the next four questions:

* The diagram depicts a hockey puck sliding, with a constant velocity, from point
"a" to point “b” along a frictionless horizontal surface. When the puck reaches
point “b” , it receives an instantaneous horizontal "kick" in the direction of the
heavy print arrow

s d
------ [ TITTTHITY FTFTN TS vb-.-.‘t..-oo‘

t

6. Along which of the paths below will the hockey puck move after receiving the
"kick"?

-
e vl 090900 =B ... .
wans

.... E ey
)

-
¢

7. The speed of the puck just after it receives the "kick"?

(A) Equal to the speed "v," it had before it received the "kick"

(B) Equal to the speed "V" it acquires from the “"kick", and independent of the speed
No".

(C) Equal to the arithmetic sum of speeds "v," and "V",

(D) Smaller than either of speeds "v," and "V".

(E) Greater than either of speeds "v," and "V,"" but smaller than the arithmetic sum ;
of these two speeds. 2

8.  Along the frictionless path you have chosen, how does the speed of the puck vary
after receiving the "kick"?

(A) No change.

(B) Continuously increasing.

(C) Continuously decreasing.

B taT, T

(D} Increasing for a while, and decreasing thereafter. |

(E) Constant for a while, and decreasing thereafter.
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9,  The main forces acting, after the "Kick", on the puck along the path you have chosen
are:

(A) the downward force due to gravity and the effect of air pressure.

(B) the downward force of gravity and the horizontal force of momentum
in the direction of motion.

(C) the downward force of gravity, the upward force exerted by the
table, and a horizontal force acting on the puck in the direction of
motion.

i (D) the downward force of gravity and an upward force exerted on the puck
4 by the table.

(E) gravity does not exert a force on the puck, it falls
hecause of the intrinsic tendency of the object to fall to its
natural place,

' ] 'A) m

_ R

SO

3 10. The accompanying diagram depicts a semicircular = vee(E) P

1 channel that has been securely attached, in a hori- e }

zontal plane, to a table top. A ball enters the channel

4 at "1" and exits at "2". Which of the path

representations would most nearly correspond to the

path of the ball as it exits the channel at "2"and rolls ‘9
across the table top. {1

Two students, student "a" who has a mass of 95 kg and student "b" who has a mass of
77 kg sit in identical office chairs facing each other. Student "a" places his bare feet
on student b’s" knees, as shown below. Student "a" then suddenly pushes outward
with his feet, causing both chairs to move.

11.. In this situation,

(A) neither student exerts a force on the other.

(B) student "a" exerts a force on "b", but "b" doesn't
exert any force on "a".

(C) each student exerts a force on the other but "b"
exerts the larger force.

(D) each student exerts a force on the other but "a"
exerts the large force.

(E) each student exerts the same amowunt of force on
the other.
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12. A book is at rest on a table top. Which of the following force(s) is(are) acting on
the book?

1. A downward force due to gravity.

2. The upward force by the table.

3. A net downward force due to air pressure.

4. A net upward force due to air pressure.

(A) 1 only
(B) l and 2

(€)1,2and 3
(D) 1,2, and 4

(E) none of these, since the book is at rest there are no forces acting on i.




Refer to the following statement and diagram while answering the next two questions.

A large truck breaks down out on the
road and receives a push back into
town by a small compact car.

b
r
e

L

13. While the car, still pushing the
truck, is speeding up to get up to
cruising speed:

(A) the amount of force of the car pushing against the truck is equal to
that of the truck pushing back against the car.

(B) the amount of force of the car pushing against the truck is less than
that of the truck pushing back against the car.

(C) the amount of force of the car pushing against the truck is greater
than that of the truck pushing against the car.

(D) the car's engine is running so it applies a force as it pushes against the
truck but the trucks engine is not running so it can't push back against the
car, the truck is pushed forward simply because it is in the way of the car.

(E) neither the car nor the truck exert any force on the other, the
truck is pushed forward simply becausc it is in the way of the car.

14. After the person in the car, while pushing the truck, reaches the cruising
speed a*t which he/she wishes to continue to travel at a constant speed:

(A) the amount of force of the car pushing against the truck is equal to
that of the truck pushing back against the car.

(B) the amount of force of the car pushing against the truck is less than
that of the truck pushing back against the car.

(C) the amount of force of the car pushing against the truck is greater
than that of the truck pushing against the car.

(D) the car's engine is running so it applies a force as it pushes against the
truck but the trucks engine is not running so it can't push back against the
car, the truck is pushed forward simply because it is in the way of the car.

(E) neither the car nor the truck exert any force on the other, the
truck is pushed forward simply because it is in the way of the car.
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15. When a rubber bali dropped from rest bounces off the floor, its direction of motion
is reversed because:

(A) energy of the ball is conserved.

(B) momentum of the ball is conserved.

(C) the floor exerts a force on the ball that stops its fall and then drives it upward.
(D) the floor is in the way and the ball has to keep moving.

(E) none of the above.

16. Which of the paths in the diagram to the right best represents the path of the
cannon bail?

17. A stone falling from the roof of a single story building to the surface of the earth:

(A) reaches its maximum speed quite soon after release and then falls at a constant
speed thereafter.

(B) speeds up as it falls, primarily because the closer the stone gets to the
earth, the stronger the gravitational attraction.

(C) speeds up because of the constant gravitational {orce acting on it.

(D) falis because of the intrinsic tendency of all objects to fall toward the earth.

(E) falls because of a combination of the force of gravity and the air pressure
pushing it downward.




When responding to the following question, assume that any frictional forces due
to air resistance are so small that they can be ignored.

E 18. An clevator, as illustrated, is being lifted up an elevator shaft by a steel cable.
When the elevator is moving up the shafl at a constant velocity:

(A) the upward force on the elevator by the cable is

greater than the downward force of gravity. 1[}
1

(B) the amount of upward force on the elevator by the
cables equal to that of the downward force of gravity.

steoeil
cable

(C) the upward force on the elevator by the cable is
less than the downward force of gravity.

(D) it goes up because the cable is being shortened, not
because of the force being exerted on the elevator by
the cable.

IrYY

(E) the upward force on the elevator by the cable is
greater than the downward force due to the combined
# effects of air pressure and the force of gravity.

ascendin
| st consten

speed
19. Two people, a large man and a boy, are pulling as

hard as they canon two ropes attached to a crate as
illustrated in the diagram to the right. Which of the indicated paths (A-E)
would most likely correspond to the path of the crate as they pull it along?
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The positions of two blocks at successive 0.20 second time intervals are represented by
the numbered squares in the diagram below. The blocks are moving toward the right.

" 2 3 4 - 6 ?
a B [ [ ] a [ | |

| | 8 8 [ ] S ] '

] 2 3 | 3 6 ? g

20. Do the blocks ever have the same speed?
(A) No.

(B) Yes, atinstant 2.

(C) Yes, atinstant 5.

(D) Yes, at instant 2 and 5.

(E) Yes, at some time during interval 3 to 4.

The positions of two blocks at successive equal time intervals are
represented by numbered squares in the diagram below. The blocks are
moving toward the right.

a
~»g 1l En
, 8o
.e
8w

wi
a2 |l B
|

Block ® 'l ¢

21. The acceleration of the blocks are related as follows:
(A) acceleration of "a" > acceleration of "b"

(B) acceleration of "a" = acceleration “b” >0

(C) acceleration of “b” > acceleration "a"

(D) acceleration of "a" = acceleration “b”= 0.

(E) not enough information to answer.




22. A golf ball driven down a fairway is observed to trave] through the air witha
trajectory (flight path) similar to that in the depiction below.

L ~
g
‘3. ’ ﬂo-- .--------‘--

T - -

'3 - 9

b - :

3 ain

i

g

Which following force(s) is(are) acting on the golf ball during its entire flight?
1. the force of gravity

2. the force of the "hit"
K 3. the force of air resistance

(A) 1 only
(B) 1 and 2
(C)1,2and 3
(D)1 and 3

(E) 2 and 3

I E 23. A bowling ball accidentally falls out of the cargo bay of an airliner as it flies along
i g in a horizontal direction. As seen from the ground, which path would the bowling
ball most closely follow after leaving the atrplane?
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When answering the next four questions, refer to the following statement and diagram.

A rocket, drifting sideways in outer space from position "a" to position “b". Is subject
to no outside forces. At “b”, the rocket's engine starts to produce a constant thrust at
right angles to the "ab". The engine turns off again as the rocket reaches some point

" c" ,

4
SS  WR——

24. Which path below best represents the path of the rocket between “b” and "¢"?

ki Y'Y ®c
/ x g 4 e
K 4 a' '. y
F) . [) ¥ ,
‘f : ..‘ ’ .!
) (®) )] © (0 0
p : : '0 " 4
] . ‘. ’ 2
‘ : " ") ’,

=-s80 -2l o @ha- .cpgp”

L 1}

25.  As the rocket moves from “b” to "¢, its speed is

(A) constant.

(B) continuously increasing.

(C) continuously decreasing.

(D) increasing for a while and constant thereafter.

(E) constant for a while and decreasing thereafter,

26. At "¢" the rocket's engine is turned off. Which of the paths below will the rocket
follow beyond "¢"?

!
co-=-(A)- ~-p aC o ;t o’
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27. Beyond "c", the speed of the rocket is:
{A) constant.
(B) continuously increasing.

(C) continuously decreasing.
(D) increasing for a while and constant thereafter.

(E) constant for a while and decreasing thereafier.

28. A large box is being pushed across the floor at a constant speed of 40 m s’ . What
can you conclude about the forces acting on the box

(A) If the force applied to the box is doubled, the constant speed of the box will
increase to 8.0 ms™.

(B) The amount of force applied to move the box at a constant speed must be more
than its weight.

(C) The amount of force applied to move the box at a constant speed must be equal to
the amount of the frictional forces that resist its motion.

(L) The amount of force applied to move the box at a constant speed must be more
than the amount of the frictional forces that resist its motion.

(E) There is a force being applied to the box to make it move but the external forces
such as friction are not "real" forces, they just resist motion.

29. If the force being applied to the box in the preceding problem is suddenly
discontinued, the box will:

(A) stop immediately.

(B) continue at a constant speed for a very short period of time and then slow to a
stop.

(C) immediately start slowing to a stop.

(D) continue at a constant velocity.

(E) increase its speed for a very short period of time, then start slowing to a stop.
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Appendix B: Instruction sheet for FCI Probability Format




& FRIDAY’S TEST

Two types of answer sheets will be distributed for the test on Friday. One type will be
the usual mulaple choice answer sheet. Those who get this sort just enter their answers
as usual.

For example for question 30, if you decide that the answer is C then you enter C in the
answer sheet as usual.

30. |e

The other type asks you to distribute the 10 points between the answers you think
might be the correct answer.

FOR EXAMPLE ON QUESTION 30:

Jenny decides that C is definitely correct. She puts 10 in that box:
30 (A |BIC [DIE

10
Kim cannot make up his mind which of C or E is correct, s0 he puts 5 points in each:
30 |]A iB |C |D {E
S S

Mei Mei Lolieves that B is probably the correct answer, but she thinks maybe D is, just
possibly. She might distribute the points like this:

30 A |B IC |D {E
7 3

Bob has no idea at all, so he distributes points like this:
30 |[A |B |C |[D |E
E 2 12 {2 (2 |2

If the correct answer is A, then Bob gets two points, and Jenny, Kim and Mei Mei get
no points.

If the correct answer is D, then Bob gets two points, Mei Mei gets three points and the
others get no points.

2%2
|




Appendix C: Year 10 Class test on Newton’s laws
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Name:
D number:

Year 10 Physics Test: Newton’s Laws
Version 1.

1(a) 13
(b) 14
©
@
(© 15

®

16 N
17 N
18 m s>
19 N
20 ms”

264




Year 10 Physics Test: Newton’s Laws
1. For each of the situations (a} to (f} below, state which is the bigger force

A. the force exerted by A on B.

B. the force exerted by B on A.
C. they are the same. ; A

— f B . -
st S Y Fl 1 LY
) fer— ) "o Ky

A 8 Wig
Lol 4 tock cors

[y ]
ta) Satonory bones
A
I B

[ 8 |

1el Offie thaws

il Steel Slocks

k4

H"“"h. b L)

— o 0 q

o 335 g
A a

1#3 Pullng hiogh &
iri Bowler Liram Moioney 19451

A car is dniven along a road as shown in the diagram below. For each position (2 to
8) of the car, use the following key to state the direction of the net force acting on
the car at that point.

2. Driver gets
in and stans the

3. Car 1$ car moving
travelling w0 a

4. Car slows constant  spreed

down as it of 60 km por

5. Car  poes approaches the hour
around the comer cormcer
at a constant slow

7. Car  poes H B

arouml the

comer too fast /
G« »C

6. Car speeds

as it
approaches  the F D
8, Car continues next corner

at a constant fugh
Use answer N if there
1s #0 net force. \ 4
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9. A large truck collides head-on with a small compact car. During the
collision:

A. the truck exerts a greater amount of force on the car than the car exerts on
the truck.

B. the car exerts a greater amount of force on the truck than the truck exerts
on the car.

C. neither exerts a force on the other, the car gets smashed simply because it
gets in the way of the truck.

D. the truck exerts a force on the car but the car does not exert a force on the
truck.

E. the truck exerts the same amount of force on the car as the car exerts on
the truck.

USE THE STATEMENT AND FIGURE BELOW TO ANSWER THE
NEXT TWO QUESTIONS (16 and 11).

The accompanying figure shows a frictionless channel in the P 4
shape of a segment of a circle with center at "O". The channel has

been anchored to a frictionless horizontal table top. You are

looking down at the table. Forces exerted by the air are r
negligible. A ball is shot at high speed into (he channel at "p” and

exits at 'r."

*

10. Consider the following different forces:
1. A downward force of gravity.,
2. A force exerted by the channel pointing from q to O.
3. A force in the direction of motion.
4. A force pointing from O to q.
Which of the above forces is (are) acting on the bail
when it is within the frictionless channel at position
"q"‘? (B)
A. 1 only. 4
B.land2. (A) = ' (9]
C.1and:1, e
D. 1,2, and 3. N
'

! emm (D)
E. 1,3, and 4. T

g ee--->(E)

11.  Which path in the figure at right would the ball r
most closely follow after it exits the channel at "r" and
moves across the frictionless table top?

12. A steel ball is attached to a string and is swung

in a circular path in a horizontal plane as illustrated in

the accompanying figure.

At the point P indicated in the figure, the string

suddenly breaks near the ball. SRS IS (A)

If these events are observed from directly above as in

the figure, which path would the ball most closely
follow after the string breaks?
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USE THE STATEMENT AND FIGURE BELOW TO ANSWER THE
NEXT TWO QUESTIONS (13 and 14).

A large truck breaks down out on the road and receives a push back into town by 2
small compact car as shown in the figure below.

Transfer ¢o.

13. While the car, still plishing the truck, is speeding up to get up to cruising speed:
(A) the amount of force with which the car pushes on the truck is equal to
that with which the truck pushes back on the car.

(B) the amount of force with which the car pushes on the truck is smaller
than that with v nich the truck pushes back on the car.
(© the amount of force with which the car pushes on the truck is greater

than that with which the truck pushes back on the car.

(D) the car's engine is manning so the car pushes against the truck, but the
truck’s engine is not tunning so the truck cannot push back against the car. The
; truck is pushed forward simply because it is in the way of the car.

B (E) neither the car nor the truck exert any force on the other. The truck is
E pushed forward simply because it is in the way of the car.

14. Afier the car reaches the constant cruising speed at which its driver wishes to push

the truck:
(A) the amount of iorce with which the car pushes on the truck is equal to
that with which the truck pushes back on the car.
(B) the amount of force with which the car pushes on the truck is smaller
than that with which the truck pushes back on the car.
(©) the amount of force with which the car pushes on the truck is greater
than that with which the truck pushes back on the car.
(D) the car's engine is running so the car pushes against the truck, but the

truck’s engine is not running so the truck cannot push back against the car. The
truck is pushed forward simply because it is in the way of the car.

(E) neither the car nor the truck exert any force on the other. The truck is
pushed forward simply because it is in the way of the car.,

15. An elevator is being lifted up an elevator shaft ata
constant speed by a steel cable as shown in the figure

below. All frictional effects are negligible. In this EP)
situatior, forces on the ¢levator are such that: ! stael
L) .‘-—-—u—.—-—
A. the upward force by the cable is greater than the [ cable

downward force of gravity.
B. the upward force by the cable is equal to the
downward force of gravity
C. the upward force by the cable is smaller than the
D

downward force of gravity
the upward force by the cable is greater than the
sum of the downward force of gravity and a
downward force due to the air.
E. none of the above. (The elevator goes up
: __ because the cable is being shortened, not
4 . because an upward force is exerted on the
:' elevator by the cable).

susssp

Elevator going up
at constant speed

267




16. The umpire is pushing on the two men with forces as shown. But what is the net
force on the umpire?

150N

17. The child’s foot is pushing back on the ground with a force of 60 N, but the
wheels of the scooter experience a frictional force of 20 N. What is the net force on
the child and scooter?

Force of the child’s foot
pushing back on the
ground = 60N

18. The mass of a ball is 0.100 kg, and 1t is kicked with a force of 80 N. What is the
ball’s acceleration?

19. What is the size of the net force on this box, which is being pulled along a
fricdonless surface by two people pulling on ropes with forces of 30 N and 40 N?

40N

20. The box in question 19 has a mass of 5.0 kg. How much does it accelerate?
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Appendix D: Practical Exezcise on Projectile Motion and Uncet:ainty of

Measurement
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P
Date: cvvveriiviiiiniiina

Name: .oovivevivann, reaeennan RollNo: v . Group: ...........

P IOIS. o vt i neirnar s tveneanasasnrenensansonseans

......................................................

.......................................................

EXPERIMENT:
HORIZONTAL PROJECTILES

Aim:
To compare the speeds of three balls after they have rolled down a ramp, and use this
to see if it is valid to ignore friction and rotational kinetic energy in calculanions.

Apparatus:
Set up the equipment as shown.

e

Method:

Measure the height 4 of the ramp above the bench, the height H of the bench top
above the floor, and the distance 4 that the ball has moved as a projectile. From 4 and
H calculate how fast each ball was moving after rolling down the ramp.

Roll balls of different mass and radius down the slope and measure the horizontal
distance they travel. '

Results;

1 12 ]3] Mean (cm)

Ramp (§) :

Bench (H)
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N ,f_:i. 1. From the height of the curved ramp calculate the speed of the ball as it leaves the

g ramp, assuming that there is negligible loss of energy due to fricon. Also ignore
. the amount of energy required to set the ball into rotation.
Potential Energy

Kinetic Energy

-------------------------------------------

- 2. Does your answer in question 1 depend upon the mass of the ball? Why (or why
§ not)?

3. From the height above the floor of the point where the ball leaves the ramp
calculate the time it takes the ball to reach the floor. Neglect air-resistance in your
calculations.

' 4. Does your calculation of the time it takes the ball to reach the floor (question 3)
depend on the mass of the ball? Why (or why not)?

5. Does your calculation of the time it takes the ball to reach the floor (question 3)
depend on the speed of the ball when it leaves the ramp? Why (ot why not)?




6. From your experimental measurements calculate the horizontal speed of each ball:

o Results:

Mass (g) Radius (¢} d (m) y

’ :: (m s")
| .. 1 213 | Mean 11213 | Mean 1

2
L

Mean

7. Which ball is moving fastest?

Note that the experimental value for the velocity is in each case lower than velocity in
yout calculations in question 1.

8. Which approximation in your calculations might be responsible for this difference?

Conclusion:
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Appendix E: Acceleration questionnaire




The following was written on the blackboard:

Please rate the exampies on the following scale.

0 1 2 3 4 5 6 7 8 9 10
Notan Very poor Average Excellent
example exampie example example

A car getting faster

A car turning a corner

A car that is parked

A car starting from traffic lights when they turn green
A car slows down

A car that falls as it goes over the edge of a cliff.

o W e W b —

The above was then erased and the following written up:

There are three types of acceleration. Please list them in order from best to worst.




Appendix F: Force questionnaire

E -
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Examples of Forces: How good are they?

Please rate the examples on the following scale.

0 1 2 3 4 3 6 7 8 2 10
Not an Very poor Average Excellent
example example example cxample
Part One

Words are sometimes used differently in physics and in everyday life. Each of the following words
is taken from a thesaurus under the heading “force”. Rate how good an example of “a force” (as it
is used in physics) each item is. The first set consists of nouns.

1 an army 012345678910
2 a pressure 012345678910
3 a propulsion 012345678910
4 a punch 012345678910
5 a push 012345678910
6 a shame 012345678910
7 a sinew 012345678910
8 a squad 012345678910
9 4 squeeze 012345678910
10 a strength 012345678910

Each of the following words is taken from a thesaurus under the heading “force”. Rate how good
an example of “to force” (as it is used in physics) each item is. This set consists of verbs.

tl 10 compel 012345678910
12 to cram 012345678910
13 to make 012345678910
i3 10 oblige 012345678910
15 to pack 012345678910
16 to press 012345678910
17 to propel 012345678910
18 to require 012345678910
19 10 shove 012345678910
20 to thrust 012345678910

Each of the following words is also taker, from a thesaurus under the heading “force”. Rate how
good an example of “force” (as it is used in physics) each item is. This set consists of scientific
terms.

21 drive 012345678910
2 energy 012345678910
23 inpetus 012345678910
24 impulse 012345678910
25 inertia 012345678910
26 momentum 012345678910
27 powu 012345678910
28 registance 012345678910
29 strength 0123456789210
30 thrust 012345678910

Before you turn over the page:

Write a sentence which describes a situation which you would consider a good example of a force.
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Part Two

For each situation described below there is a different car and a different truck.In each of the
following situations rate how good an example of a force is the force that the car exerts on the

truck.
1

2
3
4
8
6
7
8

9
10

Each situation described below there is a different person and a different object. In each of the
following situations rate how good an example of a force is the force that the person exerts on the

A cor is on the back of a parked truck.

A car is driven past a parked truck, hits the truck’s 1ail-light and breaks i,
The car doesn’'t stop.

A car has a truck resting on its roof for an advertisement.

A car is driven into the back of a parked truck. The car is wrecked. The
truck is badly damaged.

A car is on the back of a truck. The ek is getting faster.

A car pulls 2 truck out of a mudhole where it was stuck.

A car is on the back of a truck. The tuck goes around a curve at a
constant speed.

A car is driven into the back of a parked truck. The car is wrecked. This
truck is not damaged.

A car is driven past a parked truck. They de not touch.

A car collides with a truck at an intersection.

object.

1
12
13
14
15
16
17
13
19
20
21
12

A boy sucks a milkshake.

A boy picks his nose.

A ook chops up a cabbage.

A criminal squeezes a gun's trigger.

A dentist pulls out a tooth.

A girl presses a bution on a camera to take o picture.
A soccer player kicks a ball.

A student spits out a watermelon seed.

A teenager chews gum.

A tired shopper sits on a park bench.

A weight lifter lifts 100 kg from the floor to shoulder height,
A boxer punches a boxing bag.

For each situation described below there is a different object.

In each of the following situations something is happening to the object. Rate how good an

example of a force is the force on the object.

23
24
25
26
27
28
29
30
3

32
3
4
35
36
37
38
39
40
a1

42
43

a4
45

46
47

48
49
50

Anavalanche of show goes down a mountain side.
An iron bar is twisted out of shpae.

A cyclist rides around a circular cycle track,
A rubber band siretches.

A metal bar expands as the temperature rises.
A cat jumps into the air,

A balt rolls along a horizonial table.

A ball rells up a ramp.

A ball rolls down a ramp.

A rock falls 100 m,

A string vibrates.

A pendulum bob reaches its highest point.
A car gets faster.,

A roller coaster goes over the top of a “hill”
A rock drops 10 mm.

A car pets slower.

An iron bar is compressed.

A car goes around a curve.

Water comes out froma hose nezzle,

A person walks down the street.

A door is pushed gently but it doesn’t open.
A door is pushed gently and it opens.

A door is pushed hard but it docsn’t open.

A door is pushed hard and il opens.

A car starts when the lighls wm green.

A bomb explodes.

An elephant sleeps.

The Moon orbits the Earth.

012345678910
012345678910

0123456738910
012345678910

012345678910
412345678910
012345678910

012345678910

012345678910
012345678910

G12345678910
012345678910
012345678910
012345678910
012345678910
012345678910
012345678910
012345678910
012345678910
012345678910
012345678910
012345678910

012345678910
0123450678910
012345678910
012345678910
0123436789210
012345678910
012345678910
012345678910
012345678910
012345678910
012345678910
012345678910
012345678910
012345678910
012345678910
012345678910
G12345678910
012345678910
012345678910
0123435678910
012345678910
0123435678910
012345678910
012345678910
012345678910
012345678910
012345678910
012345678910
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Appendix G: End of course questionnaire (adapted from Marsh, Roche, &
Australia. Dept. of Employment Education and Training. Evaluations and

Investigations Program., 1994)

The following questionnaire differs only in the introductory patagraph and in the
Assignments/Reading section from the original version due to Marsh.




STUDENTS' EVALUATION OF EDUCATIONAL QUALITY (SEEQ)

Do NOT put your name on this survey. Please complete it as accurately and as eandidly as possible. This is purt of a larger project to improve teaching effectivencess in Physics. The purpose of this survey is to provide your teacher

with feedback about his/her teaching effectiveness. For this reason you should base your responses on his/her teaching in this subject. If any items are not applicable, simply leave them blank.

Space has been provided on the back of this form for any written cornments you may have,

Teacher:

Subject: Year Level: Daze: / ¥ A

Please indicate the EXTENT of your agreement/disagreement with the following statements as deseriptions of this subject by using the following scale. Circle the number.

1 2 3 4 5 6 7 9
Strongly Disagree Disagree Neutral Agree Strongly Apree
Learning / Acadenic Value You found the class intellectually challenging and samulating.

You have leamed something which you considered valuable.
You have learned and undemstood the subject matcends in this class.

‘Teacher Enthustasm

Teacher was enthusiastic about teaching the class.

Teacher was dynamic and encrgetic in conducting the class.
Teacher enhanced presentations with the use of humour.
Teacher’s style of presentation held your interest during class.

Ouxganisabon / Clarity

Teacher’s explanatinns were clear.

Clags materials were well prepared and carefully explained.

Proposed objectives agreed with those actually taught so you knew where the class was going,
Teacher gave presentations that facibtated taking notes.

Group Interaction

Students were encouraged to participate 10 class discussions.

Students were invited to share their ideas and knowledge.

Students were encouraged 10 ask questions and were grven meaningful answers.
Students were encouraged 1o express their own ideas and/or question the teacker.

Individual Rappont Teacher was frendly towards individual spadents.
Teacher had a genuine interest in individual studenre
Teacher made students feel welcome in secking help/advice in or outside of class.
‘Teachcr was adequately accessible to students during office hours or after class.
Breadth of Coverage ‘Teacher contrasted the implications of various theorics.

Teacher presented the background or ongin of idessfconcepts developed in class.
‘Feaches presented points of view other than his/her own when appropriate.

L E o - I - [ = L L =

T DT ey PNy Py [ [

B2 R B3 b2 1 B R R RE R B RN B B ENR B R 1] 0 1

L L NV W P L i T R A PR PER R ] LI IR U VY [T i

L N E A N BTG N DN Y - N TR RN N N R W - . N S

crinitnvnn njtn anen njun tn trunjun v o Lajun o wnoon Al Wy

“['cacher adequately discussed current developments in the ficld. 6

Ixamnacons / Grading Feedback on examinations / graded material was valuable. 0
Methods of evaluating student work were fair and appropriate. 6

0

Examinations / graded materials tested class content as cmphasised by the lecture.
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Assignments / Reading The textbook was helpful in understanding the theory. 12134506} 7 |89
The study guides were helpful in understanding the theory, 1]z)3(4]5|6]7]|8]9
Practical work was helpful in understanding the theary. 1]2]3y4)15]6}718]°9
Writing a summary was heipful n understanding the theory. 1121345767181 9
The echnical wating project was helpful in understanding the theory.
Downg past years exam papers were helpful in understanding the theory.
Group discussions of the force-concept test were helpful in understanding the theory.
Overall Raung (1 = Very Poor...3= Poor..5 = Avenage...7 = Good... ? = Very Geod)
Overall, how does this class compare with other classes at this mstitution? 1[213{4]|516]|718¢F¢
Orverall, how does this teacher corpare with other teachers at this insotution? 121314151617} 8]1°9
BACKGROUND SUBJECT / CLASS CHARACTERISTICS
Subject difficulty, relative to other subjeca | (I = Very Easy ... 5 = Medium, ... 9 = Very Hard) 2 6 v
was:
Subiect workload, relation to other subjects | (T = Very Light ... 5 = Medium .9 = Very Heavy) 2 6 v
Wwas:
Subjeet pace was: {1 = Too Slow .... 5 = About right ... 9 = Too Fast) 2 G 2
Average number of hours per wesk ) {U=None, 1 = 1hr, 22 2hs .. 9= 0 lus) 2 1 9
required outside of class )
Your sex: {1 = Male, 2 = Female) 2
Your expected subject mark: (1=F2=E3=D4=C5=8,6=4A) 2 0
In compatson with other subjects at this | (1 = Very Basy ... 3= Hasy ... 5 = About Avenge .. 7 = Difficult ... 9 = Very Difficul 2 6 9
institution, how casy is # 1o get good marks
tn this subject?
Reason for waking subject; {1 = Course requirement, 2 = Chosen course tmajor, 3 = Course elective, 4 = General dlective, 5 = General Intetest only, 6 = Other) 2 [
Level of interest in the subject before the | (1 = Very Low .. 5= Medium ... 9 = Very High) 2 6 9
start of the class:

Any other cogivnents;
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