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ADDENDUM

p v line 6: insert "a" before communication.
p v line 17: delete "into" and replace with "within".
p v line 33: delete "secrecy" and replace with "unknown".
p v line 35: delete "to" and replace with "for".
p v line 36: delete "in" and replace with "within".

p vii line 4: delete "Enabling", capitalize a in "Applications".
p vii line 9: delete "here".
p vii line 20: delete 'The capability to hide large amounts of data enables hidden
communication." and replace with " The algorithm has the ability to hide large amounts of data
that will enable hidden communications".
p vii para 3: should be read "Most of the work discussed in Chapters 4-7 has been published as
papers at international conferences. The list of publications is included in this thesis".

p viii at the end of para 1 "Published papers", insert the following:

[5] N. Abdulaziz and K. K. Pang, "Coding Techniques for Data Hiding in Images", Published at
the Sixth international Symposium on Signal Processing and its Applications ISSPA 2001,
13-16 August 2001, Kuala-Lumpur, Malaysia, pp. 170-174.

[6] N. Abdulaziz and K. K. Pang, "The Effect of Channel Coding in Data Embedding in
Images," Published at Multispectral Image Processing and Pattern Recognition (MIPPR
2001), 22-24 October 2001, Wuhan, China, pp. 27-31.

[7] N. Abdulaziz and K. K Pang, "Wavelet Transform and Channel Coding for Data Hiding in
Video," Published at the International Conference on Info-tech & Info-net, ICII2001,
Beijing, Oct. 29-Nov. 1, 2001, pp.791-796.

[8] N. Abdulaziz, A. Glass, and K. Pang, "Embedding Data in Images Using Turbo Coding,"
Published at the 6* International Symposium on DSP for Communication Systems
(DSPCS'02), Sydney-Manly, 28-31 January 2002.

p viii delete para 2 "Accepted for publication".

pviii replace para 3 "Currently submitted papers"with:
Currently submitted papers:
[1] N. Abdulaziz and K. K. Pang, " Coding techniques for data embedding application",

submitted to SPIE Journal of Electronic Imaging (JEI).

p 177 line 8: delete "of and replace with "for'.
p 178 line 12: delete "into" and replace with 'within'.
p 178 line 13: add "then" at the beginning of the line.
p 179 line 4: add "then" before "MPEG".
p 180 line 8: add "other" before "than'.
p 181 line 1: delete "his" and replace with "its'.
p 181 line 3: delete "has" and replace with "have'.
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SUMMARY

In the past decade there has been an explosion in the use and distribution of digital
multimedia data. Electronic commerce applications and on-line services are rapidly
being developed. Although digital data has many advantages over analog data,
service providers are reluctant to offer services in digital format because they fear
unrestricted duplication and illegal publication of copyrighted material.

Data hiding may be considered as communication through a watermarking channel,
or secret communication. Data embedding in multimedia could help in providing
proof of origin and distribution of content. This communication could control
access, provide customized delivery, and provide solutions for pay-per-view
implementations. This work is concerned with the development and use of digital
watermarking technology to embed signature data within multimedia content. This
is done by exploring the application of channel coding techniques known for digital
communication to effectively improve the performance of the data embedding
system. One of the main contributions of this thesis is the development of
methodologies for large quantity data embedding.

In this thesis we have developed several new techniques for robust data embedding
into image and video data. These techniques enable embedding large amounts of
data and facilitate signature recovery in the absence of the original host. The
watermarking problem is treated as a general noisy communication channel
problem. The host image constitutes the channel for transmission of the watermark
data and is subject to various types of attacks. The attacks such as lossy
compression, enhancements, or transformations can be treated as noise addition.
The application of the well-known channel coding techniques in digital
communication can be employed to effectively improve the performance of the
data embedding system. The proposed methods compress the signature data before
embedding using vector quantization and then apply channel coding to the data to
improve the reliability of watermark detection. The channel codes used in this
research comprises of block codes such as BCH and Reed-Solomon, the other
codes used were the convolutional codes, trellis codes, concatenated codes, and
turbo codes. The above scheme has two layers of security, which result from the
variability in the source and channel codebooks chosen. It is practically impossible
for unauthorized persons, even if they know the algorithm to pirate the hidden
information. As these two codebooks are secrecy only to authorized persons and
not embedded in the image in any form or shape.
Several interesting applications of these embedding methods to lossless text data
recovery from lossy compressed images, and images in images and video hiding,
are presented.

Maximum likelihood (ML) decoding using Viterbi algorithm is employed in
extracting the hidden information for the case of convolutional codes, and a



VI
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maximum a posteriori (MAP) probability algorithm is utilized in the case of turbo
codes. Results were compared to the uncoded messages and the improvement in the
performance is quite noticeable. The algorithms were also tested against
JPEG/MPEG compression and noise attacks. The signature data was recognizable
even after high compression ratios and large noise addition.

In summary, the methods presented in this dissertation advance the current data
hiding technology both in terms of the quantity of the data that can be hidden (up to
25% compared to 1% reported in the literature), and the quality of the embedded
and recovered data even under significant JPEG/MPEG compression. Finally, as
the work presented here is general, it can be extended to other types of host and
signature data.

t
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PREFACE

Our main objective is to devo'op techniques for embedding (hiding) large amounts
of multimedia data, such as text, images, audio, and video, in images and in video.
Hence, the requirements are different from typical digital watermarking for data
authentication only. Enabling applications for such large scale data hiding include
embedded control to track the use of a video clip in pay-per-view applications,
hidden communications of text (e-mail), voice and visual data, to mention a few.
The capability to hide large amounts of data will also enable robust hiding of
digital watermarks by introducing redundancies in the data.

The hosts considered here in our experimental results are images and video.
Generalized algorithms are presented for hiding text or an image inside a host
image, as well as image/video sequences. In general, the proposed algorithms can
be extended readily to other multimedia sources.
In order to accomplish the above objectives, we have developed several new
techniques for robust data hiding in images and video. The main contribution of
this thesis is towards enhancing the functionality of data embedding, and to the
development of robust methods for hiding. The emphasis of these techniques is to
improve both the quality of the embedded data and the quantity and quality of the
recovered signature data. The proposed methods are based on embedding the data
in a transform domain, such as the discrete wavelet transform, and the use of error-
control coding for robust recovery. The capability to hide large amounts of data
enables hidden communication. Compared to the techniques in digital
watermarking, which can embed data at about 1%, the proposed method can embed
images up to 25% of the host data size. Since we can embed a significantly larger
number of bits for a given host, it is possible to make the embedding resistant to
typical signal/image processing operations such as compression.

Most of the work discussed in Chapters 4 and 5 has been published as papers in
international conferences. Effort has been made to publish and present the work
discussed in Chapters 6 and 7. The list of publications is included in this thesis.

Finally, I declare that

This thesis contains no material which has been accepted for the award of any other
degree or diploma in any university or institute, and
To the best of my knowledge and belief, it contains no material previously
published or written by another person, except when due reference is made in the
text of the thesis.
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Introduction

f,,

Digital watermarking, information embedding, data hiding, and Steganography

have received considerable attention recently. These terms, which can for the most

part be used interchangeably, refer to the process of embedding one signal, called

the "embedded signal" or "digital watermark", within another signal, called the

"host signal". The host signal is typically a speech, audio, image, or video signal,

and the watermarking must be done in such a way that the host signal is not

perceptibly degraded unacceptably. At the same time, the digital watermark must

be difficult to remove without causing significant damage to the host signal and

must reliably survive common signal processing manipulation such as lossy

compression, additive noise, and resampling.

The motivation behind embedding information into a signal is that if the embedded

information can be reliably recovered, then this information can specify the

affiliation between the signal and its rightful owner; thus the information must be

embedded in a manner that prevent others from destroying it easily. Though data

hiding or multimedia Steganography is often confused with the relatively well
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known encryption (or cryptography), the two are but loosely related. Cryptography

is about hiding the contents of a message. Steganography, on the other hand, is

about concealing the very fact that a message is hidden. Moreover, encryption

cannot protect a signal once it has been decrypted in preparation for human use.

Indeed, programs are available today that allow a consumer to capture perfect

copies of an encrypted music or video files as it plays on a computer. On the other

hand, watermarking does protect a file permanently, in theory at least. The

watermark is added to the audio or visual data like a tattoo and cannot be removed

without damaging the data. This makes it very attractive tool for copy protection,

file tracking, and usage monitoring and for turning music tracks and video clips

into intelligent tracks and clips with added entertainment features [Maes, et. al,

2000].

Data hiding may be considered as communication through a watermarking channel,

or secret communication. Data hiding in multimedia could help in providing proof

of origin and distribution of content. Multimedia content providers would be able

to communicate with the compliant multimedia players through the watermarking

channel provided by data hiding. This communication could control access,

provide customized delivery, and provide solutions for pay-per-view

implementations. This thesis explores the application of digital communication

theories into multimedia data embedding.

Depending on the desired properties of the data hiding scheme, data hiding

applications can be classified into two categories: watermarking for protecting

intellectual property rights and data hiding for multimedia delivery.
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Digital watermarking for copyright protection typically requires very few bits, on

the order of 1% of the host data size. These watermarks could be alphanumeric

characters, or could be multimedia data as well. The primary objective of

watermarking is to be able to identify the rightful owners by authenticating the

watermarks. As such, it is desirable that the methods for embedding and extracting

digital watermarks be resistant to typical signal processing operations on the host,

such as compression, and malicious attacks to remove the watermarks. Signal

compression is of specific interest as it is perhaps the most frequently performed

operation on multimedia data. In particular, lossy compression affects the internal

representation of the hidden data. There is a great need for techniques that are

robust to lossy compression, and development of such techniques is one of the

focuses of this dissertation. However, in this research we concentrate on the so-

called data hiding problem, that refers to embodiment and retrieval of hidden

information in a given image or video sequence with the highest possible

reliability. The creation of this hidden channel proves to be extremely important in

many commercial applications where identifies for the copyright owner, recipient,

transactions dates, etc, need to be hidden. We will show how channel-coding

techniques known for digital communications can be effectively used for

significantly improving the performance of data embedding systems. The

capability to hide large amounts of data will also enable robust hiding of digital

watermarks by introducing redundancies in the data.

Our main objective is to develop techniques for embedding (hiding) large amounts

of multimedia data, such as text, images, audio, and video, in images and video.



Chapter 1: Introduction JL

H

Hence, the requirements are different from typical digital watermarking for data

authentication. Enabling applications for such large scale data hiding include

embedded control to track the use of a video clip in pay-per-view applications,

hidden communications of text (e-mail), voice and visual data, to mention a few.

1.1 Terminology

In the following we introduce the terminology that is used in this thesis. The

signature or message data refers to the secure data that we would like to embed or

conceal. This is also referred to as a digital watermark in applications related to

authentication. The source data is used to hide the signature data; we also refer to

the source as the host. The procedure of inserting or hiding the signature data in the

host is referred to as embedding, hiding, or watermarking. Embedding a signature

into a host yields the watermarked or embedded data. The extraction procedure

operates on the embedded data and possibly the original host, to yield the recovered

data, also referred to as the reconstructed data.

1.2 Research Objectives

The main requirements for data embedding that are addressed in this dissertation

are summarized as follows:

1. The embedded host should be perceptually indistinguishable from the

original host.

2. The embedding techniques should allow for significantly larger amounts of

data than that required by traditional digital watermarking problem.
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3. The algorithms developed should exhibit demonstrable robustness against

lossy compression.

4. Authorized retrieval will be considered both with and without the

knowledge of the original host.

5. The methodology should have sufficient flexibility to achieve wide range of

trade-off between the amount of data to be hidden, the level of robustness

required, and the amount of perturbation to be tolerated by the host in ihe

process of embedding.

The hosts considered here in our experimental results are images and video.

Generalized algorithms are presented for hiding text or an image inside a host

image, as well as image/video sequences. In general, however, the proposed

algorithms may be extended to other multimedia sources.

In order to accomplish the above objectives, we have developed several new

techniques for robust data hiding in images and video. The main contribution of

this thesis is towards enhancing the functionality of data embedding, and to the

development of robust methods for hiding. The emphasis of these techniques is to

improve both the quality of the embedded data and the quantity and quality of the

recovered signature data. The proposed methods are based on embedding the data

in a transform domain, such as the discrete wavelet transform, and the use of error-

control coding for robust recovery. The capability to hide large amounts of data

enables hidden communication. Compared to the techniques in digital

watermarking, which can embed data at about 1%, the proposed method can embed

images up to 25% of the host data size. Since we can embed a significantly larger
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number of bits for a given host, it is possible to make the embedding resistant to

typical signal/image processing operations such as compression.

! -"i

* A

1.3 Organization of the Thesis

This thesis is organized into eight chapters. Chapter 2 discusses the general

requirements on data hiding and digital watermarking. An overview of related

research in watermarking schemes which includes topics in spatial watermarking,

spread spectrum watermarking, spectral watermarking, and a brief survey of

currently available commercial and public domain software are provided.

Chapter 3 describes a general approach to embedding signature data using a

discrete wavelet transform. The compressed indices of the signature are distributed

in the subbands of the host. The proposed scheme enables signature images to be as

much as 25% of the host image data, and hence could be used both in digital

watermarking as well as in image/data embedding.

In Chapter 4, we propose a robust data embedding scheme, which use error-

correcting channel codes such as BCH and Reed Solomon codes. A trade-off

between the quantity of the hidden data and the quality of the watermarked image

is achieved by varying the number of quantization levels for the signature and a

scale factor for data embedding. Experimental results show that the watermarked

image is transparent to embedding large amounts of bidden data, and the quality of

the extracted signature is high even when the image is subjected to high

compression ratio of JPEG lossy compression and noise addition. Moreover,

lossless recovery was obtained for embedding text messages even at high
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compression ratio. This research has been published in [Abdulaziz and Pang,

2000a], [Abdulaziz and Pang, 2000b], and [Abdulaziz and Pang, 2000c].

Chapter 5 presents a technique that hides data using convolutional codes with

different rates and constraint length. In addition, concatenated codes designed from

block and convolutionl codes have been implemented. Further, turbo codes derived

from parallel concatenation of convolutional codes has also been employed. The

decoding is utilized using Viterbi decoding and maximum a posteriori probability

techniques. Some of This work has been published in [Abdulaziz and Pang, 2001].

In Chapter 6, a new technique for embedding image data that can be recovered in

the absence of the original host image is discussed.

Chapter 7 demonstrates signature recoveiy using the methods described in the

previous chapters but for hiding images in video sequence. The watermark data is

extracted from video sequence that is subjected to MPEG compression. Chapter 8

concludes with some discussions and future research directions.

-.1
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A Review of Data Embedding (Digital Watermarking)

Motivated by the overwhelming need for Internet data security, digital

watennarking has emerged, as an important area of research in multimedia data

processing. Digital watermarking is a technology being developed to ensure

security and protection of multimedia data. The purpose of digital watennarking is

not to restrict use of multimedia resources, but rather to facilitate data

authentication and copyright protection. On the other hand, data hiding can be

considered as a generalization of watermarking wherein large amounts of data are

embedded into a host medium. In this chapter we provide an overview of the main

issues in data hiding and watermarking and give detailed review of related work.

, • 2.1 Watermarking

^ The use of digitally formatted audio, video, and printed information is increasing

f *| rapidly with the expansion of multimedia broadcasting, networked databases,

electronic publishing, etc. This progressive switch to digital representation of

multimedia information (text, video, and audio) provides many advantages, such as
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i
easy and inexpensive duplication and distribution of the product. However, it also

increases the potential for misuse and theft of such information, and significantly

increases the problems associated with enforcing copyrights on multimedia

information [Wolfgang and Delp, 1997a], [Cox and Miller, 1997], [Swanson et. al.,

1998], [Anderson and Petitcolas, 1998], [Wu and Liu, 1998]. The protection and

enforcement of intellectual property rights has become an important issue in the

digital world. Well-established organizations are actively pursuing research into

digital watermarking and are calling for proposals to incorporate these methods in

current multimedia standards. There are various watermarking schemes applied to

images [Mintzer et. al., 1997] and several methods applied to audio and video

streams [Qiao and Nahrstedt, 1998], [Craver et. al., 1998]. Among them, a large

class of the watermarking schemes addresses invisible watermarks.

We are currently in an evaluation phase of the technology in which researcher are
! ;,

i ^ developing general guidelines for effective watermarking algorithm design,

improving reliability within the constraints of computational complexity and

I "*. tailoring to the constantly changing needs of multimedia industries. Although there

i 7

. ^ are commercially available digital watermarking systems [Zhao, et. al., 1998] the

area is still at its active research phase. Traditionally, it takes a cryptographic

system ten to twenty years to be adopted for general use. What makes

watermarking a formidable problem is the urgency to incorporate it within the

divers objectives of multimedia applications.

i <

I it



Chapter 2: A Review of Data Embedding (Digital Watermarking) 12

2.2 Application Areas

Digital watermarking aids owners in asserting their intellectual property rights

(IPR) on the works of art they create. These rights are particularly difficult to

enforce with digital images, since it is easy to copy and distribute perfect copies of

an original image. Figure 2.1 shows that the basic components of any

watermarking technique consist of a marking algorithm that inserts information, the

watermark, into an image. The watermark is inserted into the image in the spatial

domain or spatial frequency domain. As part of the watermarking technique, a

testing algorithm must be defined that tests an image to see if a particular

watermark is contained in the image. It is also desirable for the testing procedure to

determine if the image has been altered and to supply localization information as to

where the image was altered. Also, to assert ownership that is consistent with

[ ' current intellectual property right law, the watermarking technique must support

t \ the use of third-party cryptographic-based digital time stamping that is embedded

I ""; in the image through the watermarking process.
1. v£

j Some authors, for example in [Bender et. al., 1996], refer to watermarking
r \

i A technique only when the application embeds a few bits (as few as one bit) of data

i for copyright protection applications. Other applications are considered to fall into

4 the category of data embedding. In this thesis we will be using both terms as our

\ i algorithm is a general algorithm and can be used both in digital watermarking and

data embedding.

Depending on the desired properties of the data hiding scheme, we can classify data

hiding applications into the following three categories:

1
4
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• Watermarking for protecting IPR

• Watermarking for tamper detection

• Data hiding for multimedia delivery

> Captioning

> Customized media delivery

> E-commerce

> Access control

> Access monitoring

> Intelligent agents (executable codes for interactive communication)

It is also true that these applications vary greatly depending on the application, for

instance, in the use of watermarking for protection of intellectual property, the

watermark is used to supply digital objects on the Internet with an identification of

origin. On the other hand, Fingerprinting attempts to identify individual copies of

an object by means of embedding a unique marker in every copy that is distributed.

If later an illegal copy is found, the copyright owner can identify the buyer by

decoding the hidden information (traitor tracing) [Cox and Linnartz, 1998],

[Kundur and Hatzinakos, 1999]. A number of applications and their properties are

given in [Cox, et. al., 2000], [Barnett, 1999], and [Piva, et. al., 1999b].

Further, the popularity of the technology for multimedia applications is reflected in

the calls for watermarking algorithms proposals for such mainstream digital media

standards as digital versatile disk (DVD), MP3, MPEG_4, JPEG2000, and the

International Federation of the Phonographic Industry (IFPI). In fact, the Galaxy

Group, comprised of Hitachi Ltd., IBM Corp., NEC Corp., Pioneer Electronic
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Figure 2.1 Block diagram of a watermarking algorithm.

Corp. and Sony Corp., has recently agreed upon a video standard for DVD copy

protection [Yoshida, 1999]. Similarly, at the time of writing this thesis, reports in

the press indicate that the selection made by Secure Digital Music Initiative

(SDMI) in its phase I call for proposal, still suffer from audibility problems and

may be easily removed by simple malicious attacks [Tewfik 2000], [Petitcolas,

2001]. However, recent studies of watermarking as a noisy communication channel

may lead to a new wave of advances.

I \

2.3 General Requirements

Each watermarking application has its own specific requirements. Therefore there

is no universal set of requirements as such that must be met by all watermarking

techniques. Nevertheless, some general directories can be given for most of the

applications. These include that it be difficult to notice, robust to common

distortions of the signal, resistance to malicious attempts to remove the watermark,
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allow multiple watermarks to be added and that the decoder be scalable [Piva et.

al., 1998b]. Although only some factors are appropriate for a given application, we

present all the most popular metrics below to highlight the character of a good

watermarking scheme. Without loss of generality, we assume the host and

watermarked signals are images.

1. Imperceptibility

The watermark must not be obtrusive in the host signal. Specifically, a user should

not be able to distinguish the watermarked signal from the host signal.

•w 2. Robustness
3)

The watermark should resist both intentional and non-intentional tampering.
f

Examples of non-intentional tampering are some common signal processing

[ ^ operations like lossy compression, histogram equalization, edge enhancement, low-

pass filtering, gamma correction, scaling, rotation, D/A and A/D conversions, color

adjustment etc. Intentional tampering is done with the sole purpose of removing the

watermark while simultaneously trying to protect the quality of the image.

3. Security

The watermark should be non-removable even if the embedding algorithm is

known.

4. Computational Complexity

Depending on the particular application and media being watermarked,

computational complexity can be a significant factor in the assessment of the

feasibility of a watermarking algorithm. For example, in DVD players watermark

extraction must be performed real-time, but in image watermarking for high
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security intellectual property applications, it may not be of as much concern. This

thesis is concerned, in part, with assessing the potential performance of proposed

watermarking strategies, so complexity is a secondary issue in the algorithm

development process.

t J 5. Modification and Multiple Watermarks

In some circumstances, it is desirable to alter the watermark after insertion. For

example, in the case of digital videodiscs, a disc may be watermarked to allow only

| y a single copy. Once this copy has been made, it is then necessary to alter the

\ j watermark on the original disc to prohibit further copies. Changing a watermark

, H can be accomplished by either (i) removing the first watennark and then adding a

^ new one or (ii) inserting a second watermark such that both are readable, but one

[i overrides the other. The first alternative does not allow a watermark to be tamper

£ ,ct resistant since it implies that a watermark is easily removable. Allowing multiple
» *
| / watermarks to co-exist is preferable and also facilitates the tracking of content from

* manufacturing to distribution to eventual sales, since each point in the distribution

; »
| J chain can insert their own unique watermark.
i •
1 6. Scalability

| In commercial applications, the computational costs of the encoder and the decoder

V

i ^ are important. In some applications, the insertion is only done once and can be

I %
{if? performed off-line. Consequently, the cost of encoding may be less important than
I i
[ ,,| the cost of decoding, which may have to occur at real-time video rates, for

example, computational requirements constrain a watermark to be simple, but this

simplicity may significantly reduce the resistance to tampering. Further, it is well
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known that computer speeds are doubling approximately every eighteen months, so

that what looks computationally unreasonable today may very quickly become a

reality. It is therefore very desirable to design a watermark whose decoder is

scalable with each generation of computers. Thus, for example, the first generation

of decoder might be computationally inexpensive but might not be as reliable as

next generation decoders that can afford to expand more computation to deal with

issues such as geometric distortions. More specific performance measures will be

discussed for each of the embedding techniques in Chapters 3-7.

2.4 Related Work on Watermarking Schemes

During the past few years, a number of digital watermarking methods have been

proposed. The two basic modalities for image watermark encoding are: spatial-

domain techniques (spatial watermarks) and spatial frequency-domain techniques

(spectral watermarks). The following section describes several spatial

watermarking algorithms that rely on some type of perceptual knowledge in the

encoder. Many of the spatial watermarking techniques provide simple and effective

schemes for embedding an invisible watermark into the original image but are not

robust to common image alterations. Another way to mark an image is to transform

it into the frequency domain- Fourier, DCT, wavelet, etc. - before marking it. The

mark is incorporated directly into the transform coefficients of an image. The

inverse-transform coefficients form the marked image. These types of algorithms

are often called spectral watermarks, and commonly use frequency sensitivity of

the human visual system to ensure that the watermark is invisible. Many of these

techniques are private watermarks, which require the original image to verify the
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mark. Algorithms that do not require the original image for testing are called public

watermarks [Petitcolas, et. al., 1999].

2.4.1 Spatial Watermarking: Simple Systems

Among the earliest works in image watermarking, [Tirkel et. al 1993], [Schnydel

et. al., 1994], proposed a digital watermarking method which substitutes the least

significant bits of randomly selected pixels with bits from M-sequence generator,

to represent the watermark. The original 8 bit gray scale image data is compressed

to 7 bits by adaptive histogram manipulation, and then the LSB from the

watermark sequence is combined to form the encoded image. The watermark can

if be decoded by comparing the LSB bit pattern with a stored counterpart, Figure 2.2

i

shows the image of Camera-man as the host image and Saturn image as the

watermark for different values of the number of bits replaced by the watermark.

However, because of the use of the least significant bits, the identification code can

be easily destroyed. For example, almost any trivial filtering process will change

the value of many of the least significant bits. One possible countermeasure is to

use redundancy: either apply an error con-ecting code, or simply embed the mark a

large number of times. For example, the "Patchwork" algorithm of [Bender et. al.,

1995], where he hides a bit of data in an image by increasing the variance in

luminosity of a large number of pseudo-randomly chosen pixel pairs. In another

way, Patchwork is a statistical approach. It randomly chooses a pair of image

points (aj bj), then increases the brightness of a; by one and decreases the brightness

I of bj by one. These two steps repeated n times. The expected value of the sum of
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Figure 2.2 Watermarking using the LSB replacement for number of bits replaced
showing under each image.

the difference of such n pairs is then 2n. This method is resistant to compression,

filtering, and cropping. However, its assumption that all brightness levels are

equally likely is not practical. A second method presented in the same paper is

called texture block coding. A watermark consisting of a textured patch is

embedded into an area of the image with a similar texture. This is a good example

of using some common sense rules to determine where signal alterations will be

least noticeable, which results in good visual quality for the marked image. The

auto-correlation of the image results in the recovery of the shape of the region. This

method is limited to those images containing relatively large areas of texture; the

technique is also vulnerable to low-pass filtering. A similar system was proposed

by [Pitas, 1996]. Much the same techniques can be used to mark digital audio as

well.

One way to attack such systems is to break up the synchronization needed to locate

the samples in which the mark is hidden, for example, one can crop the image.
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2.4.2 Basic Spread Spectrum Approach

Most of the work on robust watermarking is based on spread spectrum (SS)

principles [Dixon, 1984]. In SS watermarking, the embedded signal is generally a

low energy pseudo-randomly generated white noise sequence. It is detected by

correlating the known watermark sequence with either the extracted watermark or

the watermarked signal itself (if the host is not available for extraction). If the

correlation is above a given threshold then the watermark is detected. The anti-

jamming properties of SS signaling makes it attractive for application in

watermarking since a low energy, and hence imperceptible, watermark, robust to

narrow band interference, can be embedded [Dixon, 1984]. In most SS techniques

the pseudo-random white noise watermark sequence is added to the host signal and

is detected by correlating the known watermark with the watermarked signal. That

is, the watermark is embedded in some domain of the signal using linear addition.

As an example, if the watermark is added in the spatial domain, then the

watermarked image is given by

(2.1)

where, / and J are the host and watermarked signals, respectively, and W is the

pseudo-randomly generated watermark.

The watermark in [Smith and Comiskey, 1996] is based on SS communications.

The authors develop a theory of information hiding in images that sets out to

quantify channel capacity and jamming margin. They describe test implementations

of data hiding schemes inspired by both direct sequence and frequency hopping

spread spectrum concepts. Also, they discuss the characteristics of the data hiding
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schemes, such as the amount of information that can be hidden, the perceptibility,

the robustness which is modeled using the quantities of channel capacity, the

signal-to-noise ratio, and the jamming margin. They introduce new data hiding

schemes whose parameters can be adjusted with the capacity, imperceptibility, and

robustness. So robustness may be increased either by increasing signal-noise ratio1

(at the cost of perceptibility), or by decreasing the size of the embedded data (the

capacity), which increases the processing gain. They found that the frequency

hopping spread spectrum techniques is superior perceptually and has better

resistance to accidental removal by compression techniques, while the direct-

sequence technique is more robust against deliberate removal attempts.

The shortcoming of such method is in the channel capacity estimate, where they

used the capacity formula for a Gaussian channel, which is not the best model of

the noise in a single image. It assumes that the Gaussian channel has the same

power at each frequency. But the host images do not have a flat frequency

characteristics, especially after compression.

2.4.3 Other Spatial Domain Watermarks

The watermark proposed in. [V^olfgang and Delp, 1997aJ, and [Wolfgang and Delp

1997b)] is known as the Constant and Variable two-dimensional Watermark

respectively. The authors reshape an m-sequence into two-dimensional watermark

blocks, which are added and detected on a block-by-block basis.

1 Here the signal-noise-ratio is the ratio of the watermark signal level compared to the host signal
level
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Both schemes do not require the original for watermark detection. However, it can

detect local alterations in a received image on a block-wise basis.

2.4.4 Fractal Operations

Darven and Scott [Dan in and Scott, 1996] presented an approach to image

Steganography utilizing fractal image compression operations. An information bit

is embedded into the Stego-image by transforming one similar block into an

approximation for an another. The data are decoded using a visual key that

specifies the position of the range and domain regions containing the message.

Unfortunately, the amount of data that can be hidden using this method is small and

susceptible to bit errors. Moreover, the search for similar blocks in the encoder, and

the decoder comparison process, are both computationally expensive operations.

Similar approach was adopted by Bas et al [Bas et. al., 1998]. The watermarking

scheme uses similarities to embed a mark. Two different algorithms were

developed: the first adds the similarities in the spatial domain, the second in the

DCT domain. Their results indicate that the DCT based scheme is more robust to

compression than the spatial one.

2.4.5 Pattern Overlaying

By interpreting watermarking as a key-dependent pattern overlaying, a new

watermarking scheme v/as proposed by Fridrich [Fridrich, 1997]. The method is

based on overlaying a pattern with its power concentrated mostly in low

frequencies in order to guarantee robustness. The method is described as follow:

The watermark is generated by choosing a string of bits (author's ID + image hash)

which can be transformed into a smooth, almost transparent pattern to be overlaid
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over the carrier image. The pattern should not exhibit traces of any regular building

blocks. Also, patterns generated by two different watermarks should be

uncorrelated. To achieve these goals, the author proposed to seed a random number

generator with the watermark to create an initial black and white two-dimensional

random pattern. The pattern will then further processed to eliminate high

frequencies, which is done by applying low pass filters to the initial pattern. The

initial pattern was initialized with O's and 1 's with the same probability 50%. The

random black and white pattern was then processed by cellular automation with the

voting rule. Since the overlaid has most of its power concentrated in low

frequencies, excellent robustness properties is expected similar to the method

proposed by [Cox et. al., 1996], and since the overlaid pattern depends on the key

in a complicated way, even if the watemiark shows in regions of nearly constant

luminosity, it does not reveal any information about the key if a cryptographically

strong number generator was used. Another advantage of this method is that it

avoids transformations, which results in a faster and easy implementation.

To extract the watermark, the watermarked image is subtracted from the original

and the correlation between the difference and the smoothed pattern is calculated.

Based on the value of the correlation, decision is made about the presence of the

watermark. The correlation was performed in the Fourier space rather than in the

spatial domain.

The robustness of the method with respect to filtering, JPEG compression,

cropping, noise adding, and collusion was studied using computer experiments.

The results show that the watermark was resistant to all the above attacks. Also the
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watermarking method require the original, unwatermarked image in order to

recover the watermark.

2.4.6 Spectral Watermarking: A Spread Spectrum Watermark

Embedded in the DCT Domain

Perhaps Cox et. al. [Cox et. al., 1996] is the first work utilizing DCT

decomposition for data embedding. They argue that a watermark must be placed in

perceptually significant components of a signal if it is to be robust to common

signal distortions and attacks. To avoid the perceptual degradation because of

watermarking those components, they propose to insert a watermark into the

spectral components of the data using techniques analogous to spread spectrum

communications, hiding a narrow-band signal in a wide-band. The watermark

consists of 1000 randomly generated numbers. The length of the watermark is

variable and can be adjusted to suit the characteristics of the data. The published

results show that the technique is very effective both in terms of transparency,

robustness to signal processing, and attempt to remove the watermark. The types of

image distortions to which the technique is robust include cropping, very low data

rate JPEG compression, Printing and scanning, as well as collusion with several

independently watermarked images. One of the significant contributions in this

work is the realization that the watermark should be inserted in the perceptually

significant portion of the image in order to be robust.

A Gaussian sequence is used as the signature. Detection of the signature is

accomplished by correlating the Gaussian sequence with the 1000 (modified) DCT
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coefficients after subtraction of the corresponding DCT coefficients of the host

image.

This algorithm is one of the earliest attempts at providing some image adaptability

in the watermark embedding scheme. This is due to the fact the watermark strength

depends on the intensity value of the DCT coefficients of the original image. In this

way, the watermark signal can be quite strong in the DCT values with large

| intensity values, and is attenuated in the areas with small DCT values. This
i
I

provides a watermark signal that is quite robust and for most images, transparent.

However, because the DCT transform in this scheme is based on the whole image

rather the usual block-based approach commonly found in image and video

| compression schemes, the transform does not allow for any local spatial control of

P
p the watermark insertion process. In other words, the addition of a watermark value
|

to one DCT coefficient affects the entire image: there is no mechanism for local

spatial control in this particular framework. The limitation of this scheme is its

| dependence on the original image for detection of the watermark, which makes it

susceptible to multiple claims of ownership [Wolfgang and Delp, 1997a], [Craver

et. al., 1998], and [Zeng and Liu, 1997].

2.4.7 A Linear Combination of Marked and Unmarked Images

The method by Piva, Barni, Bartolini, and Cappellini [Piva et. al., 1997], [Piva et.

al., 1998a], [Bami et. al., 1998a], and [Barni et. al., 1998b] is similar to Cox's

method [Cox et. al., 1996]. The DCT of the entire image / is computed, and the

coefficients are ordered in the zigzag fashion of JPEG to form the coefficient

vector ID. To decrease the chance of the watermark being perceptible, the first L
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coefficients are not marked. W is of length M pseudo-random sequence of

numbers, which is added to DCT coefficients. Testing is similar to Cox's method,

but the detection does not require the original image.

2.4.8 Sub-band Watermarking

The image watermarking technique in [Swanson et. al., 1996a], and [Swanson et.

al., 1996b] first computes the DCT of an original image X on an 8 x 8 block-wise

basis. Making thresholds, m, are defined and computed for each block based on

the DCT coefficients; these thresholds are similar in theory to the JND values used

in IA-DCT. The watermark for an individual block, is a reshaped m-sequence and

different watermarks are used for each block. To ensure that the addition of the

watermark is imperceptible, spatial domain correction is employed on the marked

blocks. The watermark verification is similar to the IA-W method and Cox's

testing. A hypothesis test is performed on the normalized cross-correlation

coefficient computed between the extracted watermark, and original watermark. If

the result is above a certain threshold, the image is authentic. As in previous

techniques, the threshold is determined according to the desired probability of

detection and probability of false alarm.

A wavelet-based algorithm that also scales the watermark on a block-by-block

basis is presented in [Kundur and Hatzinkos, 1997], [Kunder and Hatzinkos, 1998].

The watermark (W) for this technique is much smaller than the original image,

copies of W are tiled throughout the subbands of a wavelet decomposition of the

host image. This protects against cropping, but may be susceptible to collusion

attacks. The original image is needed to extract the watermark in [Kundur and
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Hatzinkos, 1997], while in [Kundur and Hatzinkos, 1998], the authors describe a

detection without the need for original image. Also, in [Kundur and. Hatzinkos,

1998], analysis to estimate the probability of a false positive and the probability of

a false negative was provided. The expressions suggest that increasing the length of

| the watermark can reduce the probability of detection error. Similar technique of

fusing host image and watermark image in the wavelet domain was presented in

| [Chae and Manjunath, 1998].

s

I

2.4.9 Other Transform-Based Approaches

Another global method also modulates DCT coefficients, but uses a one-

dimensional bipolar binary sequence for the watermark [O'Ruanaidh et. al., 1995]

and [O'Ruanaidh et. al., 1996a]. The DCT of the original image is first obtained.

The marking procedure consists of sorting the DCT coefficients according to their

absolute magnitude. The owner then defines a percentage of total energy, P, and

| identifies the largest n coefficients that make up P percent of the total energy. The

I
watermark sequence is then added to all the AC coefficients

I A larger P increases the number of elements of W that can be embedded in / , but

increases the chance that W will be perceptible. Wand the list of selected

coefficients must be kept secrete. The verification procedure first extracts the

watermark from the marked coefficients in the received image and a procedure

similar to Cox [Cox et. al., 1996] can then be used to verify the watermark, but

both this method and Cox's method require the original host image to extract the

watermark.
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An early DCT-based technique was presented in [Koch and Zhao, 1995] and used

in the product SysCop, is similar to direct sequence and frequency hopping spread

spectrum communications. The proposed approach, called Randomly Sequenced

Pulse Position Modulated Code (RSPPMC) copyright labeling, is rooted in the fact

that typical digital images of people, buildings and natural settings can be

considered as non-stationary statistical processes, which are highly redundant and

,,,i tolerant of noise. Hence, changes in the image data caused by moderate levels of

wide-band noise or controlled loss of information are hardly visibly noticeable.

The RSPPMC method consists of two components. The first component produces

the actual copyright code and a random sequence of locations for embedding the

code in the image. The second joraponent embeds the code at the specified

locations, using a simple pulsing method.

This seems to be a reasonable approach for adding some sort of perceptual

criterion. As watermarks inserted into the high frequencies are most vulnerable to

attack whereas the low frequency components are perceptually significant and very

sensitive to alterations; such alterations may make the watermark visible.

The image is segmented into 8 x 8 non-overlapping blocks; each block is

transformed into the frequency domain using the DCT. This is the same building

block that is used in JPEQ image compression. A pseudo-random subset of the

blocks is chosen (to minimize detection) and a triplet of midrange frequencies

(which is equivalent to eight coefficients in the block) is slightly altered to encode a

binary sequence. Cropping of images may lead to difficulties in extracting

messages that was pseudo-randomly embedded.
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Langelaar et al. report that image degradation is visible in their implementation

studies to assess Koch and Zhao's method, and results are presented in [Langelaar

et. al., 1996]. In [Langelaar et. al., 1997], they propose two image-watermarking

methods. The first one extends the existing spatial labeling technique, which adds a

positive integer constant k to the brightness of 50% of the pixels in an image. This

constant k is called the label embedding level. By dividing the image into blocks

and searching an optimal label-embedding level k for each block instead of using a

fixed embedding level, a large and more robust label can be embedded in an image.

The second method removes high frequency DCT-coefficients in some areas to

embed a label. However, this method may remove too many DCT- coefficients

therefore cause distortions. A review of the above-mentioned methods is presented

in [Langelaar et. al., 2000].

The basic idea introduced in [Koch and Zhao, 1995] are further extended in [Bors

and Pitas, 1996] by introducing the watermark encoding in the actual quantization

process of the mid-frequency coefficients. The result is two schemes that do not

require the original image for watermark decoding. The first scheme embeds a

linear constraint among selected DCT coefficients; the second defines a circular

detection region in the DCT domain similar in concept to vector quantization (VQ)

[Gersho and Gray, 1992]. A different improvement to [Koch and Zhao, 1995] is

presented in [Tao and Dickinson, 1997], which classifies blocks of the image

according to their energy content; the amount of energy in the block determines in

part the amplitude of the mark to be embedded in that block. The original image is

segmented into S x 8 bocks. Image blocks that contain either sharp edges, or have
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little texture are not marked. In these blocks the watermark would be more easily

perceived.

A variation on Koch & Zhao's method for image authentication is presented by

Schnieder and Chang [Schnieder and Chang, 1996]. The technique alters transform

coefficients to enforce a relationship between the coefficients.

Another method [O'Ruanaidth et. al., 1996b] embeds the watermark in the phase

information of the discrete Fourier Transfoim (DFT) of an image. In [O'Ruanaidth

and Pun, 1998], the author presented a new method for embedding information in

an invariant domain by combining a Fourier transform with a log polar map. The

approach used in this paper withstands rotation and scaling by being invariant to

these transformations. This watermarking scheme is difficult to implement in

practice. The first difficulty is that both the log-polar mapping and the inverse log-

polar mapping can cause a loss of image quality. The second difficulty is

numerical, where the computation of the Fourier-Mellin transform somewhat

problematic. In general, this method embeds watermarks, which resist rotation and

scale transformations, however, with some loss in the robustness against JPEG

compression. Also, the original image is needed for watermark extraction.

A wavelet-based version of Cox's method [Cox et. al., 1996] is described in [Xia

et. al., 1997].

2.4.10 Watermarking using the Lapped Orthogonal Transform (LOT)

Periera et. al. [Perirra et. al., 1999] proposed a new approach based on Lapped

Orthogonal Transforms (LOT) in which the watermark is inserted adaptively into

the LOT domain. The motivation for using the LOT as the basis for embedding a
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watermark is that the DCT may produce blocking artifacts if the strength of the

watermark is increased sufficiently. The drawback of the LOT is that it is not

robust in itself to cropping, rotation or scaling. Consequently, the authors suggested

adding to the LOT domain watermark a template in the discrete Fourier transform

(DFT) domain. The template is used to increase robustness of the watermark. The

original image is not needed for detecting the watermark.

2.5 Perceptual Watermarking Based on Image-Adaptability

The use of either formal visual models or common sense rules based on some

knowledge of human visual system would be beneficial in developing watermark

encoders that provide transparent quality. In theory, a good visual model should

provide the maximum strength, maximum length watermark sequence that can be

inserted without introducing visual distortions. The techniques described below use

formal visual models.

The two techniques described here, the image-adaptive DCT (IA-DCT) approach

[Podilchuck and Zeng, 1997a] as well the image-adaptive wavelet (IA-W)

approach [Podilchuck and Zeng, 1998)] have been motivated by the results

presented in the spread spectrum technique of Cox [Cox et. al., 1996]. The authors

introduced the use of formal visual models, into two watermarking frameworks.

The frequency decomposition for the image-adaptive DCT algorithm is based on an

8 x 8 DCT framework. Unlike the decomposition in the spread spectrum approach

[Cox et. al., 1996], the block-based approach provides local control that allows for

incorporating local visual masking effects. The local information is stored in what
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is called a just-noticeable difference matrix (JND). The values in the JND matrix

are based on the frequency domain representation of the image; they are the

thresholds beyond which any changes to the respective coefficient will most likely

be visible [Watson, 1992]. In the applications addressed here, the original image is

available at the decoder and the JND threshold values can be obtained directly from

this image. Actually, the JND thresholds can be estimated from the received

1
if watermarked image fairly accurately; this means that this technique can be applied

' • • !

(V8

I to applications where the original image is not available for watermark detection.

I The JND thresholds derived from the visual model consist of an image independent

part based on frequency sensitivity, and an image dependent part based on

luminance sensitivity and contrast masking. These three components of the visual

model have been derived in the context of image compression to determine the

maximum amount of quantization noise that can be tolerated at every image

location without affecting the visual quality of the image [Watson, 1992]. In the

context of image watermarking, the JND thresholds can be used to determine the

maximum amount of watermark signal that can be tolerated at every image location

without affecting the visual quality of the image. W Consists of a sequence of real

numbers generated from a Gaussian distribution with zero mean and unit variance

as proposed in the spread spectrum technique of [Cox et. al., 1996].

For the IA-W scheme [Podilchuck and Zeng, 1998], frequency sensitivity

thresholds are determined for a hierarchical decomposition using the 9-7

biorthogonal filters in [Antonini et. al., 1992]. Due to the hierarchical

decomposition, this approach has the advantage of consisting of watermark
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components that have varying spatial support. This provides the benefits of both a

spatially local watermark and a spatially global watermark. The watermark

component with the local spatial support is suited for local visual masking effects

and is robust to signal processing such as cropping. The watermark component

with global spatial support is robust to operations such as lowpass filtering. Due to

the hierarchical nature of such approach, this scheme is more robust to certain types

of distortions than the DCT-based framework.

Watermark detection for the spread spectrum approach as well as the IA-DCT and

IA-W schemes is based on classical detection theory. The received image

subtracted from the original image and the correlation between the signal

difference and a specific watermark sequence is determined. The correlation value

is compared to a threshold to determine whether the received image contains the

watermark in question. Comparing the correlation coefficient to a threshold value

performs the watermark detection. This threshold can be modified according to the

tradeoff between the desired probability of detection, and the probability of false

identification (false alarm).

Similarly, the watermark decoder for the wavelet scheme is also based on a

correlation receiver. What is different in the IA-W decoder is that the correlation is

computed separately for each resolution level as well as each frequency bin.

Evaluating the correlations separately at each resolution can be used to our

advantage in the detection process. For instance, cropping the image will impact

the watermark values in the lower layers more than in the higher layers. This is due
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1

to the fact that bands in higher layers (and the corresponding watermark sequence)

correspond to a smaller spatial support.

A watermarking technique that is based on utilizing human visual systems (HVS)

characteristics is presented in [Kim et. al., 1998]. In this scheme, Watson [Watson,

1992] visual model was used to determine image dependent upper bound values on

watermark insertion. The Watson model is based on the same image independent

component utilizing frequency sensitivity as determined by measurements of

specific viewing conditions.

For watermark generation, the authors used bounded-normal (BN) distribution,

which do not yield the value outside [-0.1, 1.0]. The reason was, watermarks which

is generated from a normal distribution N (0,1), sometimes results in values that

exceeds the JND which in turn makes image impairment.

Watermark detection is performed by subtracting the original image from the

received one, and the correlation between the signal difference and a specific

watermark sequence was determined. The correlation value is compared to a

threshold to determine whether the received image contains the watermark or not.

Results were slightly higher than Podilchuk's scheme [Podilchuck and Zeng,

1997a].

A revision to IA-DCT as applied to JPEG images [Podilchuk and Zeng, 1997b] is

proposed in [Zeng and Liu, 1997], and avoids the use of the original unmarked

image in the verification procedure. In this technique, it is assumed that the original

image has already been JPEG compressed. The marking procedure is similar to IA-

DCT, except a different subset of DCT coefficients are marked.

1



Chapter 2: A Review of Data Embedding (Digital Watermarking)

2.6 Marking Text Documents

The applications and problems associated with text marking are unique. A text

document consists of objects of different sizes, such as paragraphs, lines, words,

characters, figures, and captions. The basic idea is to encode information by

moving these objects by small amounts. For instance, a text line can be moved up

to encode a " 1 " or down to encode a "0". The movements may be as small as a

pixel, or 1/3 00th inch at 300 dot-per-inch (dpi) resolution. The motivation for

encoding data in this manner is that moving an entire object is less perceptible than

distorting the object. Encoding techniques that distort the object include dithering

and modifying the transform components [Fu and Au, 2000]. [Maxemchuck and

Low, 1997] described several invisible techniques for encoding information in text

documents, the encoding they used for text marking was moving a paragraph

vertically (or horizontally), move a text line vertically, move a block of words or a

single word horizontally, or move a character horizontally. The movement can be

nested or combined to encode more information. For decoding the information that

has been placed in text, several methods were implemented. Some of these

techniques only require general knowledge about the structure of the document

while others also use the characteristics of the specific document. In general, a

decoder can more accurately extract a signal in the presence of noise when it has

more information about the signal.
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2.7 Commercial Software

Recently, there have been many commercial software packages for copyright

authentication, (e.g. [PictureMarc] and [SureSign]), some of which could be used

for multimedia data hiding. Johnson and Jajodia [Johnson and Jajodia, 1998],

[Duric, et. al, 1999] provide a comparative evaluation of several different

commercial software. Most of these methods employ variations of least-significant

bit encoding for data embedding.

Another shareware program is StegoDos [Stego Dos]. This program uses the least

significant bit method to hide messages.

Technical details of these commercially available software utilities are generally

not available to the public. Furthermore, the embedding algorithms are generally

not very robust. Even if the software is capable of hiding a large quantity of data,

the embedded data can be easily removed with simple signal processing methods.

2.8 Summary

Digital watermarking and data hiding has a very active research area. A majority of

the previous work is related to digital watermarking for copyright authentication.

Methods for embedding data both in the spatial and in the frequency domain have

been explored. However, most of these existing algorithms do not support large

amounts of data hiding.

In this thesis, we attempt to develop data embedding algorithms, which are portable

to a variety of applications such as those, presented in Section 2.2. We therefore,
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require that the watermark be binary and be extractable not just detectable. For

such design objectives SS approaches have the following limitations:

• Spread spectrum allows detection of a known watermark, but the fundamentally

large bandwidth requirement does not facilitate the extraction of a long bit

sequence or logo from an audio signal or image.

• Spread spectrum approaches are vulnerable to inter-symbol interference caused

by multipath fading [Flikkema, 1997]. For watermarking this implies that if the

energy of the watermark is reduced due to fading-like distortions on the

watermark, any residual correlation between the host signal and watermark as

discussed above can result in unreliable detection [Chen and Wornell, 1999].

• The correlator receiver structures used for watermark detection are not effective

in the presence of fading. Although SS systems in general try to exploit spreading

to average the fading, the techniques are not designed to maximize performance.

SS is commonly used in wireless communications for its interference rejection

capabilities of narrow band noise. It has no advantage in environments in which

fading is prevalent. For such applications, path and antenna diversity are

commonly used to overcome fading [Simon, et. al., 1989].

In this thesis, we consider a communication model to watermarking:

communicating the watermark is analogous to transmission of the signal through an

associated watermark channel as shown in Figure 2.3. We understand that common

multimedia signal distortions including cropping, filtering, and perceptual coding

are not accurately modeled as narrow band interference which is a common

assumption in SS approaches. Instead, we believe that such signal modifications
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Figure 2.3 Watermarking as a Communication Problem. The watermark
embedding and extraction process may be interpreted as communication
transmission within a noisy fading channel.

have the effect of fading on the watermark. As a result, the watermark can be made

more robust by employing effective channel coding techniques.

In the following chapters, we introduce several new techniques, which enable large

quantities of data hiding in images and video and which implement channel codes

such as block, convolutional and concatenated codes. The proposed algorithms are

robust to image/video compression, and one can recover the hidden data without

requiring the availability of the host signal.
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Image Embedding in the Wavelet Domain

In this section we discuss some motivating factors in the design of our approach to

watermarking. If embedding techniques can exploit the characteristics of the

Human Visual system (HVS), it is possible to hide watermarks with more energy in

an image, which makes watermarks more robust. From this point of view the

discrete wavelet transform (DWT) is a very attractive transform, because it can be

used as a computationally efficient version of the frequency models for the HVS

[Barni, et. al., 1999b]. Research into human perception indicates that the retina of

the eye splits an image into several frequency channels each spanning a bandwidth

approximately one octave. The signals in these channels are processed

independently. Similarly, in multiresolution decomposition of DWT, the image is

separated into bands of approximately equal bandwidth on a logarithmic scale. It is

therefore expected that use of the discrete wavelet transform will allow the

independent processing of the resulting components without significant perceptible

interaction between them, and hence makes che process of imperceptible marking

more effective. Furthermore, our wavelet based watermarking framework is

motivated by the fact that most network based images and video are in compressed
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form, and that wavelets are playing an important role in upcoming compression

standards such as JPEG2000 and MPEG-4. Furthermore, we can exploit the DWT

decomposition to make real-time watermark applications.

In some of the recent work on using wavelets for digital watermarking, the

signatures were encoded in high and middle frequency bands [Xia, et. al., 1998],

[Kundur and Hatzinkos, 1997], [Kundur and Hatzinkos, 1998]. Such an embedding

is sensitive to operations such as low pass filtering, JPEG lossy compression, and

the Laplacian removal attack which has been found to be effective against several

digital watermarking schemes that modify the mid to high frequency spectral

components of the original image [Bamett and Pearson, 1998]. In contrast, the

proposed scheme here focuses on hiding the signature mostly in the low frequency

DWT bands, For these reasons, a digital signature should be placed in perceptually

significant regions of the host data. Inserting signatures in the low frequency

components creates problems if one is interested in invisible watermarks. This is

particularly true in data hiding applications where the data to be hidden could be a

significant percentage of the original data.

In the following, a brief review about the discrete wavelet transform and in

particular, the Haar transform will be given. General embedding and extraction of

the watermark is described in Sections 3.2 and 3.3. Finally, the similarity of the

embedding algorithm with digital communication is given in Section 3.4.
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3.1 Discrete Wavelet Transform: A Brief Review

In this section, we briefly consider and describe the notation used for the general 2-

D discrete wavelet transform (DWT). The wavelet transform has been extensively

studied in the last decade, and the reader is referred to [Daubechies, 1992], [Akansu

and Smith, 1996], [Barlaud, 1994], [Leduc, 1994], and [Nievergelt, 1999] for a

comprehensive description of the DWT. Many applications, such as compression,

detection, and communications, of wavelet transform have been found. Here, we

introduce the necessary concepts of the DWT for the purposes of this work.

The DWT refers to a discrete time framework for implementing the orthonormal

wavelet transform. Since we are primarily concerned with images in this thesis we

use the term "space" interchangeably for "time" when dealing with the 2-D wavelet

transform. The transform decomposes a signal into basis functions that are dilations

and translations of a signal function referred to as the basic wavelet. If the spectral

overlap between basis functions is small, the wavelet coefficients provide an

estimate of the frequency content in the signal localized to the corresponding

frequency band and orientation. Similarly, given that the basic wavelet is localized

in space, the coefficients provide a picture of the spatial development of the

frequency contents.

3.1.1 Wavelets

The basic idea in the DWT for a one-dimensional signal is the following. A signal

is split into two parts, usually high frequencies and low frequencies. The edge

components of the signal are largely confined to the high frequency part. The iow
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frequency part is split again into two parts of high and low frequencies. This

process is continued an arbitrary number of times, which is usually determined by

the application at hand. The significance of discrete wavelet analysis in comparison

with discrete Fourier analysis lies in the decomposition and reconstruction process

inherent in wavelet analysis. Discrete wavelet coefficient sets are analogous to

images resulting from filtering the original image in the frequency domain using

filters with bandwidths of one octave. To decompose an image using the standard

discrete wavelet transform (DWT), two sets of two discrete, one-dimensional filters

are used separately; a filter representing a scaling function and a filter representing

the wavelet function. The filter representing the scaling function is usually denoted

as h(n) and has a frequency response displaying low-pass characteristics. The

filter representing the wavelet function is usually denoted as g(n) and has a

frequency response displaying high-pass characteristics.

For example, the Daubechies wavelet is generated from the scaling function using

(3.1)

Hence h{n) can be used to generate g{n). The functions used for decomposition

are actually the above-mentioned functions reflected about zero (h(n) and

g(«)).The approximation and detail images are the result of different

convolutional combinations of the scaling and wavelet functions. Reconstruction of

the original image is the mirror operation of decomposition.
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3.1.2 Why use Haar Wavelets?

The filtering technique based on the use of filter banks is well known in signal

processing community. Under certain conditions, this technique can generate a

highly useful orthogonal multiresolution analysis when the signal's characteristics

are sought at different scales. However, it is impractical in image processing

because the associated filters are nonlinear phase. Since i nages are, for the most

part, smooth to the eye, it would seem appropriate to use exact reconstruction

filters corresponding to an orthonormal wavelet basis with a mother wavelet

exhibiting good regularity. In addition, in order to perform rapid convolutions, the

FIR filters used must be short. On the other hand, these filters should be linear

phase (and even zero phase). To avoid distortion in image processing, the filter

H(w) associated with the scale function must be linear phase or ideally zero phase.

Non-linear phase filters degrade edges and are more difficult to implement than

linear phase filters. In addition, the number of elements making up the impulse

response of h(ri) must be small in order to limit the number of convolution

operations to be performed in the analysis/reconstruction algorithm. It corresponds

to wavelets whose support is compact (making the wavelet well localized).

Unfortunately, not all of these conditions can be satisfied simultaneously since

there are no orthonormal linear phase FIR filters enabling exact reconstruction,

regardless of regularity. The only symmetric exact reconstruction filters are those

which correspond to the Haar basis. Nonetheless, the highly important linear phase

constraint corresponding to symmetrical wavelets can be maintained by relaxing

the orthonormality constraint and by using biorthogonal bases. We can then

•Hi
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construct filters associated with wavelets exhibiting a high degree of regularity.

However, when choosing filters for subband image decomposition, there are

additional requirements that are specific to image coding. Analysis filters should

have a short impulse response to preserve the localization of image features.

Synthesis filters should also have a short impulse response in order to prevent

spreading of artifacts resulting from quantization errors at edges and another local

features. Long synthesis filters often have very good mean squared error

performance but lead to annoying ringing effects around edges. In addition, linear

phase filters are desirable for subband image coding. Filters with nonlinear phase

introduce subjectively unpleasant waveform distortions, when the low pass channel

is viewed by itself [Akansu and Smith, 1996]. There are many filter types available

for general use but for this specific work the Haar filter and biorthognal filters,

biorthogonal (1.1), and (3.1) are found to be most suitable for the analysis.

However, in the following chapters, the Haar filter are the mostly used wavelet

filters.

3.1.3 Haar Wavelet Tansform

The relationship between the filters h(n), g(n) and orthogonal wavelets was first

established by Mallat [Mallat, 1989], who showed that the wavelet coefficients can

be computed from a pyramidal transform implemented using digital filters.

The algorithm for one dimensional DWT and IDWT can be mathematically stated

as follows,
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Let sQ («) e Z be a sampled signal to be decomposed into several resolution levels

corresponding to different space-frequency bands. This decomposition is achieved

using the algorithm:

(3.2)

(3.3)

The signal sm(n) is an approximation of signal sm.j(n) at resolution 2'"' , the

coefficients sm(n) and cm(n) are called the DWT of signal so (n) at various bands of

frequencies, and h(n) and g(n) are related by Equation 3.1.

The basic principle of the multiresolution analysis involves decomposing a signal

so(n) into two subsignals si(n) and cj(n). This operation can then be repeated on

signal si(n) and so on up to resolution 2 ; . In this case, the signal set

c, u c 2 u c 3 u . . . u c ; u^ 7 provides a lossless representation of so, and hence

enables the exact reconstruction of this signal [Vetterli and Kovacevic, 1995].

Since the two filters h(n) and g(n) are associated with an orthonormal wavelet

basis, they ensure the exact reconstruction of the signal sm.i(n). The reconstruction

formula is as follows:

•V, (*) = £ K2n - k)sm («) + £ g(2rt - k)cm («) (3.4)

The above reconstruction is called the inverse discrete wavelet transform (IDWT)

of so(n). To ensure the above IDWT and DWT relationship, certain conditions on

the filters h(n) and g(n) has to be satisfied. H(w) and G(w) which are the Fourier

transform of h(n) and g(n) respectively, defined as follows:
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H{w) = £ hne-Jllw, and >,,e-j"w. (3.5)

are chosen such that H(w) generates multiresolution analysis and be of fixed

number of coefficients to achieve compactly supported wavelets. Moreover, the

relation between H(w) and G(w) must satisfy the following condition [Daubechies,

1992]:

\H(wf+\G(wf =\.

An example of such H(w) and G(w) is given by

1 1 _JM,
2 2

which are known as the Haar wavelet filters.

(3.6)

2 2
(3.7)

The above DWT and IDWT for a one dimensional signal so(n) can be also

described in the form of two channel tree-structured filterbanks. The DWT and

IDWT for two dimensional images so(nx,ny) can be similarly defined by

implementing the one dimensional DWT and IDWT for each dimension nx and ny

separately. An image can be decomposed into a pyramid structure, as shown in

Figure 3.1, with various band information: such as low-low frequency band, low-

high frequency band, high-high frequency band etc. To better illustrate this

principle, Figure 3.2 shows an example of multiresolution decomposition of

Barbara image with two levels.

In this thesis, we make use of Daubechies wavelets [Daubeches, 1992]. The

discrete Haar wavelet transform discussed in this work is a particular case of this

class. Our work does not involve designing or selecting particular basic wavelet for
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Figure 3.1 DWT pyramid decomposition of image.

optimal watermarking. Instead, we use well-established wavelets in our work to

develop multiresolution embedding methods. We make use of wavelets for their

spatial and frequency localization and concentrate on developing improved

embedding methods through the use of communication theory and error-control

coding.

3.2 Embedding Principle

In this section we explain the generic embedding principle by means of the diagram

in Figure 3.3. The signature data is first source-coded either losslessly or lossily

depending on the nature of the data, to generate a sequence of symbols. The

signature data or watermark could be a binary sequence or an image and may be an

encrypted version of the author identification which is used to establish sender

credibility or a mixture of the above mentioned types of watermarks. There are

tiuco main stages to tue uata eniucuuing proccuure snown in Figure 3.3. The host
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Figure 3.2 One level of discrete wavelet decomposition of Barbara image.

signal is first transformed into the discrete Haar wavelet domain where its

coefficients are grouped into vectors v,-. The embedding process inserts one

signature symbol in each coefficient vector vy of the D WT coefficients of the host

signal. The signature data is inserted into the host with the use of noise-resilient

channel code by scaling it by a parameter a, which determines the transparency

constraint. The perturbed coefficients are inverse transformed back to form the

embedded or watermarked image.

The step-by-step procedure of the embedding process is described more precisely

as follows:
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Figure 3.3 The Embedding Principle.

Stage 1

We compute the L-level discrete Haar wavelet transform (DHWT) of the host

image to produce a sequence of 3L detail images, corresponding to the horizontal,

diagonal and vertical details at each of the L resolution levels, and a gross

approximation of the image at the coarsest resolution level. The value of L is user-

defined. We choose the Haar transform in particular for its low complexity, and

fixed-point arithmetic.

Stage 2

In the second stage, we group selected wavelet coefficients into vectors v,-. These

coefficients could be selected randomly by using a secret key so that the watermark

is spread throughout the image. Alternatively, the selection of the coefficients

could be confined to the fixed low frequency coefficients to ensure the robustness

of the embedding against attacks. To actually inlay the signature bits within the

selected coefficients, we incorporate the following function
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v, = (3.8)

where the set of vectors C(S(), constitute a channel codebook for each signature

symbol st and a is a scale factor controls the transparency of the watermarked

image. Equation (3.8) is similar to the embedding algorithm adopted in [Cox, et.

al., 1996], however, since the watermark is of binary nature we used the additive

insertion of the watermark instead of the mum^lication insertion adopted in [Cox,

et. al., 1996] for a watermark generated from a sequence of real numbers.

Each index of the signature image is hidden into N-coefficients in the LL band of

the host; the remaining indices, if any, are hidden in the other subbands of the host

(HL, LH, and HH). The scale factor a for embedding is chosen in a way that assure

an acceptable quality for the watermarked image. The mean square error between

the original host image and the embedded image could be used in choosing suitable

values for the parameter a. However, it is well known that the mean square error

or energy of the watermark does not correlate well with human perception. Better

models of the human visual perception for watermark visibility could be involved

in this procedure. For example, the spatial masking model of Girod [Girod, 1989]

can be used to adjust the watermark strength (or the scaling factor a), so that the

watermarked image is perceptually identical to the original image. The model is

based on the physics of human visual perception and accurately describes the

visibility of artifacts around edges and in flat areas in digital images. The model is

a general model and can be applied to videos. In our work, only the spatial portion

of the model is used.
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Further, from Equation 3.8, the length of the coefficient vectors v, and the channel

codebook C(SJ) should be the same.

Stage 3

The corresponding L-level inverse DHWT of the marked image components is

computed to form the embedded or watermarked image before transmission or

distribution.

The above scheme has two layers of security. The variability of the source and

channel codebooks used makes unauthorized retrieval virtually impossible. The

knowledge of the algorithm alone is not sufficient to extract the hidden

information. The exact source and channel codebooks used for any application

must be known. Further, if an encryption key is used in shuffling the transform

coefficients before embedding, then additional layer of security is added.

Moreover, if we suppose that the attacker knows the exact coefficients used for

data embedding, he still cannot retrieve it without knowledge of either the source

codebook or the channel codebook. Depending on the level of attack, an attacker

may be able to destroy the hidden information, but in this process he cannot do it

without significantly degrading the watermarked host.

3.3 Extraction principle

The extraction principle is outlined in Figure 3.4. The L-level DHWT is applied to

the given image and the coefficients are grouped in the same way as in the encoder.
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Figure 3.4 The Extraction Principle.

The grouping can be done either using the random key or priory knowledge of the

watermarked coefficients to determine the location of the embedded watermark

bits. To extract the watermark bits from its associated wavelet coefficients, let us

say that theyth perturbed vector v\, corresponding to a hidden symbol Si, has been

received as vv,-, as a result of additive noise fy due to compression and other

transformations:

wj=vj+nj
(3.9)

The process of extraction is then formulated as a statistical estimation problem that

estimates the transmitted symbol from the noisy version received. The extraction

process uses its knowledge of the original host to decode, from each received

vector, the symbol within whose decision boundaries the received perturbation lies.

In other words, a nearest neighbor search with an appropriate distance measure is

used. The sequence of the extracted symbols is then source-decoded to obtain the

extracted watermark.
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3.4 Similarity to Data Communication

Digital watermarking of multimedia can be viewed as a special communication

problem. Many authors have drawn comparison between the principles of data

embedding and that of communications, especially spread spectrum

communications [O'Ruanaidth, et. al., 1996], [Ramkumar and Akansu, 1998],

[Su, et al., 1999], [Cox, et. al., 1999]. In [Cox, et. al., 1999], suggestion has been

made that watermarking most closely resembles communications with side

information at the transmitter and or receiver, a configuration originally described

by Shannon. A message (information to be embedded) is converted into a signal

(the watermark), which is then sent through a channel to the receiver. The receiver

must locate the watermark signal and attempt to recover the message from it. The

channel is referred to as the watermark-channel to distinguish it from a

conventional broadcast channel.

An attack is an operation, performed on the watermarked document, that may

degrade a watermark and possibly make the detection of the watermark impossible.

From a communications point of view, even coincidental manipulations such as

lossy compression or cropping, are attacks. Attacks are assumed to occur only in

the channel. While there are various noise models available for various kinds of

channels, we will assume that the noise is of an Additive White Gaussian Noise

(AWGN). This particular noise model approximates many real channels and also

makes analysis simpler. The task of the receiver is then to estimate the symbols

transmitted from the noisy waveform that is received. In a correlation receiver, the

noisy signal is correlated with all the orthogonal basis signals, to obtain a set of
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sufficient statistics that also represent a point in the same k-dimensional orthogonal

signal space. In a noise free channel, the received signal point is exactly the same

point as the one transmitted. However, as a result of noise, the received vector is

different from the one transmitted. Using a maximum-likelihood decoder in the

transform domain then yields a decoding rule, which for every vector received,

chooses the symbol to whose channel code is closest in Euclidean distance.

In summary, the similarities between digital communication system and data hiding

system can be summarized as in Table 3.1. Furtlier, to illustrate the importance of

maintaining the fidelity of the watermarked media content. One can look at the

decoding process as if there is an added second receiver in the foim of human

sensory organs, which should receive a message that is essentially the same as the

carrier media content. While this represents a deviation from the classical

communications, in which the carrier signal's sole function is to carry the encoded

message, the resulting fidelity constraint is analogous to a constraint on signal

power in a communication channel, albeit with different metric and motivation.

From the discussion of data embedding techniques so far, it will be appreciated that

the above dual problem of data embedding and watermarking, freely map to the

source and channel coding problem in digital communications. As such,

established concepts from digital communications could be used to solve this

problem. This is explained in more detail in the next chapter.
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Table 3.1 Comparison of data hiding system to digital communication system.

i

Digital Communication System

In a classical communications system ,
the message to be transmitted is first
encoded. This step typically takes a
binary input stream and translates it into
a binary output stream, usually for error
correction and/or frequency spreading
purposes.
The encoded message is then used to
modulate a carrier signal in any of
variety of ways, e.g. amplitude,
frequency, phase, etc.

The modulated carrier signal is
transmitted via a transmission channel,
where it encounters additive noise.

The receiver demodulates the noisy
signal to a (possibly corrupted) encoded
message, and finally this message is
decoded to produce the received
message.

Constraint on signal power in traditional
communications (small signal to noise
ratio).

Low bit rate communication.

Data Hiding system

Similar technique can be used for
encoding the message bits before hiding
them into the host signal.

Here the modulation step is replaced by
the embedding process of the encoded
message. There is no passband
modulation. The signal messages are all
baseband signals.

In watermarking, the noise in the
transmission channel results from
various types of processing that the
watermarked media goes through before
it received, e.g. compression and
decompression, image or audio
enhancements, etc. it might also result
from malicious processing by pirates
intent on removing the watermark.
Here the demodulation step is replaced
by the step of extracting the (possibly
corrupted) encoded watermark signal
from the received signal and then
decoded to its original state.

The requirement that the fidelity of the
media content must not be impaired
implies that the magnitude of the
watermark signal must be very small
compared to the host signal.

The amount of information conveyed by
the watermark, in number of bits, is
small when compared to that of the
original image.
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Data Embedding using Source and Channel Coding

In general, developing techniques that are robust to image processing operations is

at the core issue of digital watermarking and data hiding. We are primarily

interested in techniques that result in invisible watermarks. Quantity of the data that

can be embedded without much perceptual distortion to the host is also an

important issue. In this chapter, we present data embedding scheme that is suitable

for both watermarking and data embedding or hiding. While watermarking requires

robustness under image manipulation, data embedding aims at hiding large

amounts of data with little perceptual distortion to the host.

In this chapter we consider the problem of hiding text messages and images in

images. We specifically address the robustness to data compression and noise

addition. Lossy compression techmn., s, such as JPEG, typically affect the high

frequency components. This is also true with most perceptual coding techniques

based on the human visual system. For these reasons, a digital signature should be

placed in perceptually significant regions of the host data. For techniques based on

frequency domain modifications, this implies embedding the signature in mostly

low frequency components. On the other hand, inserting signatures in the low
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frequency components creates problems if one is interested in invisible

watermarks. This is particularly true in data hiding applications where the data to

be hidden could be a significant percentage of the original data. The embedding

algorithm adopts a data compression technique to the signature using vector

quantization before embedding in the host image.

In this work, we present a data hiding method that allows large-scale image to

image embedding that is robust to various compression techniques and low-pass

filtering. The data is embedded in the wavelet transform domain, in the following

sections, data embedding using source and channel coding is explained in section

4.1, section 4.2 discuss the extracting procedure. Experimental results are presented

in section 4.3, and we conclude with discussions in section 4.4.

4.1 Data Embedding using Vector Embedding

The embedding and extracting of the digital watermarking system are similar to the

encoder and decoder of the digital communication system. The requirement that the

fidelity of the host signal must not be impaired implies that the magnitude of the

watermark signal be very small to the host signal. This is analogous to the strict

power constraint in traditional communication system. This characteristic has led to

the idea of using channel coding techniques in the embedding process.

In this section, we discuss our data hiding approach, where vectors of wavelet

transform coefficients of the host are modified using channel codes to represent

source coded symbols.
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According to the embedding technique in Chapter 3, the host data is orthogonally

transformed before embedding the hidden signature in it. Let us consider a host data

source (Xj, X2, .... XN) transformed orthogonally to a set of//coefficients (7/, Y2, ....

YN). The transform-domain embedding of watermark signal modify the coefficients

A A A

into a new set of coefficients given by (Y{,Y2,...,YN). The inverse transformation

then yields the embedded host (XX,X2,...,XN). Since the transformation is

orthogonal, the mean squared error introduced in the coefficients is exactly equal to

the mean squared error introduced in the host data [Servetto, et. al., 1998]. That is,

1 N 1 N ^

MSE = — YXi-Xi =— Yk-Y, (4.1)
N T* N 7^'

With a transparency constraint imposed on the value of MSE. This specifies a

maximum value P which upper bounds MSE for a given application:

\j £~t\ ' ' a/ £-* ' '| v • /
Iy 1=1 -W 1=1

The smaller the value of P, the more transparent the embedding is, and vice-versa.

The value of P could be computed based on models of the human visual system that

has been studied in the context of perceptual coding.

At this stage we can explain the general embedding principle by means of the

diagram in Figure 4.1. The signature data is first source coded, either losslessly or

lossy, to generate a sequence of symbols. These coefficients are channel coded

before adding them to the host coefficients. The modified coefficients are inverse

transformed to obtain the embedded host.
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Figure 4.1 General block diagram of the encoder.

The extraction principle is outlined in Figure 4.2. The discrete wavelet transform is

applied to the given image and the coefficients are grouped in the same way as in the

encoder. The recovery process thus extracts from each vector the symbol within

whose decision boundaries the received vector lies. In other words, a nearest

neighbor search with an appropriate distance measure is used. The decision

boundaries depend on the statistical model chosen for the additive noise. The

sequences of extracted symbols are then decoded to obtain the extracted signature.

Finally, with increase in the amount of signature data, it makes sense to lossily

source code the data if it is compressible. A method that works well for correlated

sources is vector quantization. The indices obtained by vector quantization are

embedded into the host transform coefficients by vector modifications derived from

noise - resilient channel - codes. Note that it is also possible to design channel-
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Figure 4.2 General block diagram of the decoder.

optimized VQs, or power constrained VQ for better noise performance [Fossorier, et.

al., 1998].

The vector quantizer using Linde-Buzo-Gray (LBG) algorithm is explained in more

detail in the next section.

4.2 Source Coding: Vector Quantization

I
I

For most data hiding applications it is necessary to embed watermark data at a high

rate. Therefore, it makes sense to compress the secure data losslessly or lossily

before embedding. If the secure data is compressible, lossy schemes can be used

for achieving lower rates. A scheme that works well for correlated sources is vector

quantization (VQ) [Gersho and Gray, 1992]. Vector quantization (VQ) exploits the

statistical redundancy between pixels to reduce the bit rate. The input data are

divided into blocks and then tested against a set of code vectors to find the best
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match. The index of the corresponding code vector is used in the embedding

algorithm, and the decoder uses this index to extract the code vector from a local

copy of the codebook [Bull et. al., 1999], Moreover, VQ image coding can provide

fixed length code words, which are useful for error-resilient coding applications

since channel errors can not propagate between codewords [Doufexi et. al., 2000].

The codebook design in this study is performed by using Linde, Buzo, and Gray

(LBG) algorithm. In this algorithm, the codebook is generated using a training set

of images where the data to be compressed is used for the training set [Linde et. al.,

1989], [Gerslio and Gray, 1992]. In another word, the LBG algorithm is a

generalization of the Lloyd-Max algorithm. The algorithm can be described as

follows:

• The algorithm starts with a good initial codebook, often found using other

methods such as Pairwise Nearest Neighbor (PNN).

• Encode the training set by mapping each vector in the training set to its nearest

codevector.

• Compute the average distortion resulting from the encoding process.

• If the fractional change in the average distortion from the previous iteration is

less than or equal to a certain threshold, then the convergence has been

achieved and the algorithm terminates.

• Update the codebook by replacing each codevector within a decision region by

a new codevector that minimizes the quantization error within that decision

region.

''<
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• For the mean square error (MSE) measure, the minimum distortion vector is the

average of the training vectors enclosed by that decision region.

• While each iteration results in a non increasing distortion, convergence may

take many iterations if the threshold is set too low. Therefore, it's necessary to

terminate after a maximum number of iterations.

To illustrate the concept of vector quantization. First, the 8-bit/pixel monochrome

test image of Bear of size 128 x 128 is decomposed into 4-dimensional image

vectors; in this case the signature image is divided into 2 x 2 blocks. Each vector is

compared with a collection of representative codevectors taken from a previously

generated codebook (the source codebook). Best match codevector is chosen using

a minimum distortion ruie. After the minimum distortion codevector has been

found the index / is used to represent the signature vector. For 4-dimensional

vector quantizer, the codebook contains 16 levels divided into 2x2 dimension

blocks. The compression is XA., corresponding to a transmission rate of 2 bits/pixel.

Figure 4.3 shows the VQ-coded image of Bear. As can be seen from the Figure, the

VQ compressed image is still of high quality.

The peak signal to noise ratio (PSNR) of an image is a measure of the distortion of

an image relative to a reference image. It can be used to measure the distortion of

an image due to compression or transmission errors, compared with the original

image. PSNR is defined as:

PSNR(dB) = \0\og 10
MSE

(4.3)
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(a) (b)

65

Figure 4.3 Vector quantization of Bear image, (a) Original Bear image, (b)
Reconstructed image with PSNR = 34.64 dB.

U
h

where n is the number of bits required to represent each pixel in the original image

(n = 8) and MSE is the mean squared error between the distorted and the original

image [Jayant and Noll, 1984]. The PSNR in our example was 34.64 dB.

Even with compression of the watermark data, the rate through the channel

(measured in terms of bits/pixel) may be too high to support error-free

communication. For example, the watermarked host may be compressed too

severely. In this case, the recovered watermark image will be severely distorted.

Hence, for a given transparency constraint for the host image, we need to have a

form of error correction to allow reliable recovery of the hidden data. In such case,

it is advantageous to combine source and channel coding by using VQ and error-

control coding. Therefore, the indices obtained by vector quantization form the

alphabet that is embedded into the host transform coefficients after it has been

channel coded using error-correction codes.
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4.3 Block Coding

The performance of a reliable information hiding scheme can be improved by

means of coding. Coding is an effective way of reducing the probability of bit error

| by creating interdependencies between the transmitted symbols at the expense of an

increased complexity.
F

; In this chapter, we first deal with block codes and then in the next chapter will

| proceed to describe how convolutional codes can also be used for data hiding

<? purposes.

I Suppose that instead of transmitting raw information symbols through the hidden
V
-4"

t channel, we use a (n, k) block code that maps k information symbols into n binary
i

( antipodal channel symbols C[i] e {± l}, / = 1,..., w . From the way it is constructed,

II it is clear that this code consists of a total of 2k codewords, each with n binary

\ antipodal symbols. In order to use this code for data hiding, the set of N source

information bits is divided into N/k blocks and each block of size k bits mapped

into n symbols that are hidden using a procedure for watermark insertion similar to

v that summarized in Equation 3.8. Regarding watermark extraction, two strategies

'f are possible: hard and soft decision decoding, each admitting different

implementations and simplifications. For the case of block coding, only hard

thresholding is used.
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4.3.1 Why use Error-Control Coding?

Error correcting codes or block codes, provide coders with a tool to recover lost

information such as errors, erasures and deletions.

The purpose of error-control codes is to improve the capacity of a channel by

adding some carefully designed redundant information to the data being

transmitted through the channel [Shannon, 1948]. The process of adding this

redundant information is known as channel coding. Convolutional codes operate on

serial data, one or few bits at a time. Block codes operate on relatively large

message blocks. There are variety of useful convolutional and block codes, and a

variety of algorithms for decoding the received coded information sequences to

recover the original data. The properties of block codes are well known and we will

make use of some of the knowledge about them to construct some of the following

codes.

4.3.2 BCH Codes

BCH codes, named after the inventors, Bose, Ray-Chaudhuri, and Hocquenghem,

are a large class of multiple-error correcting codes invented around 1960. For any

positive integers m and t, there is a /-error-correcting binary BCH code with

H = 2 m -1 k>n-mt (4.4)

in order to correct t errors, it is clear that the minimum Hamming distance is

bounded by

rf|/.™.*2f + l (4.5)
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BCH codes are important primarily because practical and efficient decoding

techniques have been found [Lin and Costello, 1983], and because of the flexibility

in the choice of parameters (n,k).

A code with codewords of length n and data words of length k is called (ti,k) code.

| Its codeword consist of k information bits and n-k redundant, so-called parity bits.

The codebook C of an (ri,k) code contains 2k codewords. An (n,k) code can be

characterized by its minimal distance

min ^ ( V p V ^ (4.6)
v,.v2eC

A code with dmln can correct
mm

t = (4.7)

errors.

The error detection and correction codes for the signature data are based on the

principles, which follows. The discrete information to be embedded on a host

image is segmented into words of k binary symbols. Each word can represent 2k

different messages. To reduce the errors, the 2k possible messages out of A: bits are

transformed into 2" distinct messages contained in words of n bits. As a matter of

fact, n is larger than k and only 2k words taken among the 2" correspond actually to

useful messages, the other possibilities (2" - 2*) are a reserve for redundancy

available for control operations. The result is a (n, k) code where k symbols carry

information and (n - k) bits allow error-detection and correction controls. The code

rate of a block is defined by the ratio kin.
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Ml

4.3.3 Reed-Solomon Codes

Reed-Solomon (RS) codes are burst error-correcting codes. All of the other coding

methods like BCH, Cyclic, Hamming, and Block codes are random error-correction

codes. A burst error occurs when noise corrupts several consecutive bits.

The theory of Reed-Solomon code is based on finite field theory. In particular, the

fields used are of the form Galios Field (GF(qM)), where q is any prime number and

M any positive integer. The elements of GF(2M) are defined by a power series

format. The message length k can be any positive integer smaller than n, where n is

the codeword length.

The basic parameters of RS code are:

• Codeword length: n = 2M -1

» Number of check symbols: n-k = 2t

• Error-correction capability: / = ((«- k)l2)

With the exception that the elements of RS code are in GF(2M). The data input for

RS code/decode can be one of the three forms: binary, integers in the range from 0

to 2 M -1 , or power with the elements in GF(2M).

4.3.4 Description of Codes by Generator Matrices

For an (n, k) code, the codebook C has 2" members, so that C can hardly be

described by enumeration of its members. A more efficient, but nevertheless

complete description is done by a generator matrix G.

G has the size of n x k and encoding work as
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r= xG (4.8)

all operations are done in the Galios field Gf(2).

A code is called systematic, if its codewords r consist of the unmodified

information vector JC followed by a number of parity symbols, so that

r = (X}, . . . ,x k , r k + ] , . . . , / ; , ) (4-9)

For the generator matrix G this means that the first k columns contain a k x k unity

matrix / and matrix P such that G has the form G = [/, P], where P is an k-by-{n-k)

matrix (note that some authors define the generator matrix as [P, /]) [Reed and

Chen, 1999].

G =

1 0

0 1

0 Gk+U

0 Gk+U2

0 ••• 0 1 Tk+\,k

,li2

'n,k

(4.10)

It has been shown that for any generator matrix G an equivalent systematic form

with the same code properties can be found. This can be done by either permuting

any rows of G or replacing any row of G by a linearly independent combination of

rows [Lin and Costello, 1983]. Moreover, for each generator matrix G, it is

possible to find a corresponding parity check matrix H that will be used for the

decoding of the block codes.

The recovery of the length k message from the codeword involves the calculation

of a matrix called the syndrome. The syndrome is a matrix that, when multiplied by

the codeword vectors, produces the original message plus a length (n-k) set of

error-correction bits. Within the limitations of the designed code, the syndrome

detects the number of errors contained in the received message.
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if we assume that the received vector r of n bits is

= c + e (4.11)

Where e is sometimes called the error vector. Then the decoding process can be

described with the following four steps:

1. Compute the syndrome of r.

2. Locate the error e by using the syndrome.

3. Decode the received vector into the code vector c = r-e.

4. Recover the message vector from the reconstructed codeword vector c.

The syndrome is computed by s = r H where H is called a parity-check matrix. / /

is a null space matrix of the generator matrix G. H is a ((n-k)-by-n) matrix, which

has the property that G HT = 0.

Since r = c + e,c=xG, and G HT= 0, we have

= rHT =(c + e)HT =cHT +eHT =eHT (4.12)

V

which means that the syndrome is a linear function of the transmission error.

There are several decoding methods used depending on the type of the block codes.

For short codes syndrome decoding is quite efficient, on the other hand, for long

codes bounded distance decoding such as Berlekamp-Massey algorithm is usually

used [Blahut, 1984]. Moreover, regarding watermark extraction, two strategies are

possible: hard and soft decision decoding, each admitting different

implementations and simplifications. In this chapter only hard-decision decoding

will be implemented for decoding block codes, details on trellis decoding of block

is found in [Lin, et. al., 1998]. Soft-decision decoding for trellis codes will be

covered in the next chapter.
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4.3.5 Hard-Decision Decoding

In this case, an independent threshold-based decision is taken for each symbol of

the transmitted codeword, producing a received word. Then, the codeword with

minimum Hamming distance to the received word is chosen. Note that this two-

step decoding process is not optimal in the maximum-likelihood (ML) sense, but

gives good results at a low computational cost, since efficient decoding algorithms

are available for certain types of block codes (generally belonging to the class of

linear codes) [Blahut, 1990]. It is worth noting here that soft-decision decoding

using the maximum likelihood decoder could be implemented for block coding,

however, in our work, only hard decision decoding for block codes is used.

When trying to assess the performance of hard decoding, one finds that the number

of errors depends in a complicated manner with the information sequence and the

type of partition used for embedding, so this hinders obtaining an exact expression

for the probability of bit error. However, useful approximations can be given for

many cases of interest, particularly for perfect linear codes [Proakis, 1995]. First,

instead of the bit error probability, it is simpler to obtain the probability of block

error or codeword error, that is, the probability of incorrectly decoding a certain

transmitted codeword C(SJ). This probability, denoted here by Pc(s), can be used

to bound the bit error probability/) and its derivation is shown below.

4.3.6 Probability of Codeword Error

In this section we wish to compute the probability of codeword error Pc(s) that a

bounded distance decoder will fail.
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4
r t

From previous discussion, we know that the decoder can correct up to, but not

more than

errors (4.13)

where dn.mm is the minimum Hamming distance (minimum number of differing

antipodal symbols) between any two codewords.

If we assume that the probability of an individual symbol error is p, and that

symbol errors occur independently, then if we send n bits, the probability of

receiving a specific patt "n of i errors and n-i correct bits is: p' (1 - p)"~'

there are
n\

i\{n-i)\
— distinct patterns of n bits with i errors and n-i correct bits,

so the total probability of receiving a pattern with / errors is:

n \p'0--p)n~' and since we can correct any pattern of up to t errors, then the

•i

overall probability of codeword error is :

" (4.14)
i = 0 '

using equation 4.17, for example, the probability of codeword error for BCH code

of(4,7)willbe2xlO-5.

4.4 Interleaver

Interleaving is used to convert burst errors into random errors in error-control

coding. It can be used for both block error-control coding and convolutional error-

control coding. The data input rate is the same as the data output rate. A de-
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interleaving process reverses the interleaving operation. Typically, one selects the

interleaver parameters so that the number of columns, n, is greater than the

expected burst lengths. The choice of the number of rows depends on the type of

error -control-coding scheme used. For block coding, the number of rows should

be greater than the codeword length; thus, a burst of length n can cause at most a

single error in any block codeword.

tf

1

fe

4.5 Implementation and Experimental Results

The test images used in our experiments are shown in Figure 4.4. They are: Lena,

Baboon, and Fishingboat among other test images. All images were of scale 256 x

256 pixels. The images shown in Figure 4.4 are at 80% of its actual size. Different

types of signatures were used, for example, image data {Bear image), of size 128 x

128 pixels gray scale and ASCII text file of length 890 bits, and random messages.

All the experiments described below use the discrete Haar wavelet basis. Different

values for the scale factor a were used depending on the length of the watermark

and the number of wavelet decomposition used. For example, a = 10 was used for

image embedding in images and a between 10 and 40 was used for hiding text

messages, a =10 corresponds to 2% of the DWT coefficients amplitudes for one

level decomposition, and around 1% for two-level decomposition. To measure the

robustness, we used the bit-error rate, the peak signal-noise ratio PSNR of the

recovered watermark image, and the similarity measure. The attacks were JPEG

compression and noise addition.
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Figure 4.4 Test host and watermark images used, (a) Host Lena image (256 x 256),
(b) Baboon (256x256), (c) Fishingboat (256x256), and (d) Signature images of
Bear and Peppers.
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The bit error versus attack strength graphs relate the watermark robustness to the

attack, where the bit-error rate is plotted as a function of the attack strength for a

given visual quality. This type of evaluation allows the direct comparison of the

watermark robustness and shov/s the overall behavior of the method towards

attacks. The bit error is measured by comparing bit by bit of the extracted signature

to the original signature (watermark). The next sections describe the results of

different embedding performance.

4.5.1 Lossless Data Embedding

Much of the recent digital watermarking research is concerned with robustness to

signal processing operations. Since the watermark is needed for authentication,

lossless recovery is not a primary requirement. In general, in data hiding, lossles

recovery may not be the main requirement if the embedded signal is an image,

audio or video data. However, lossless recovery of embedded data would enable

new application. While there exits some simple methods for lossless encoding and

< decoding, these methods are not robust to even small changes to the embedded

signal.

Using the algorithm discussed in this chapter, we are able to embed and extract

losslessly certain type of data such as text messages. The alphanumeric characters

of the text are transformed to channel codes and are then embedded into the host

wavelet coefficients. In this embedding, Reed-Solomon (RS) codes were utilized to

encode the text message before embedding using RS( 127,64). The text message

"We are investigating data embedding using error-correcting codes", of length 890

bits, in ASCII file format, is embedded in the host Lena image. The original Lena
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| image and the embedded image with the hidden data is shown in Figure 4.5 with

i

p

PSNR = 35.56 dB, and a scaling factor a = 40, which produced watermarks with

^ less than 3% of pixels with visible changes using Girods' model. The block coding

I used was BCH (15,7) and an interleaver of size (16 x 60).

In Figure 4.6 a plot of bit error (BER) for different levels of JPEG compression at

different quality factors is shown for hiding text into the three test images. From

this figure, its clear that the quality factor at which the watermark is lost is around

Q = 30% which is much better than previous results published in reference

[Swanson et. al., 1996] that was obtained using both spatial and frequency data

hiding techniques. This Figure demonstrates the lossless recovery of the signature

data even at high JPEG compression ratio.

The bit error rate for extracting text messages from three different host images is

shown in Figures 4.7 as a function of JPEG compression. Figure 4.8 shows the bit

error rate as a function of the PSNR of the watermarked image after noise addition.

The noise addition attack is created by adding Gaussian noise with different

variance to the watermarked image.

In checking for the presence of a signature, the quality of the signature is not an

issue. A binary decision for the presence or absence of a signature needs to be

made. We use a measure similar to the one defined in [Cox et. al., 1997] to

^ compute the cross correlation between the recovered signature s*(m,n) and the

original signature 5(w,/i). This similarity is defined as:
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(m,ri)s(m,n)
o _ 111,11

(m,n))
m,n

(4.15)

(a) (b)

Figure 4.5 Test images (a) Host Lena image, (b) Image with hidden text message.
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Figure 4.6 Bit error rate versus JPEG compression using text message as the
signature.
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Figure 4.7 Bit error rate versus JPEG coding using text message as the signature.
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Figure 4.8 Bit error rate versus SNR using text message as the signature.
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This similarity is simply the normalized correlation between s*(m,n) and s(m,n).

The denominator of Equation (4.15) is 1 by definition. The correlation-based

similarity measure gives a single number indicating the likelihood that the

watermark or signature, s(m,n), is present in the image. One can then :>ct a

threshold (based on a defined acceptable false positive probability) for comparison.

If the similarity measure is higher than the threshold, then one can say that the

watermark, s(m, n), is present in the image, otherwise one declares that it is not.

This procedure can be repeated for a number of different watennarks to determine

which, if any, are present. It is worth noting here that the correlation-based

similarity measure in Equation (4.15) only applies for zero-mean watermarks or

signatures.

A graph of this similarity for varying JPEG compression is shown in Figure 4.9, as

can be seen from this graph, it is easy to find a threshold for signature detection

between unwatermarked and watermarked images. Moreover, Figure 4.10 shows

the bit error rate for both watermarked and unwatermarked Lena image for the case

of hiding text message. The solid curves in both figures are for the extraction of

watermark from watermarked image while the dashed lines are for extraction from

unwatermarked image. As a control experiment, the same extraction is performed

on unwatermarked Lena, where there is no hidden signature. As expected, it yields

a bit error of approximately 50%. The worst case of bit error rate is around 50% for
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Figure 4.9 Similarity measures for the extracted watermark from watermarked and
unwatermarked images.

Unwaterm arkqd

I Waterfnarked'

i
©• — — o — — <&- — - t >

-t

10 20 30 40 50 60 70 80 90 100
JPEG Compression Quality Factor (Q%)

Figure 4.10 Bit error rate for the extracted watermark from watermarked and
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long sequences. However, for the case of limited number of bits as it is the case for

text hiding, the bit error is slightly higher than 50% as shown in Figure 4.10.

4.5.2 Embedding Images in Images

Using the algorithm of source and channel coding described in this Chapter, an

image of % the size of the host image is used as the signature data. The embedding

of Bear image of size 128 x 128 into the host image of Lena of size 256 x 256 is

produced. The signature image is first compressed to V* its original size using LBG

vector quantizer with blocks of 2 x 2 and 16 levels. Then the indices obtained are

channel coded employing BCH coding of (7,4). The coded indices are then

multiplied by the scale factor a before inserting them into the wavelet coefficients

of Lena image. Different scale factors has been utilized to show the effect of this

factor. Figure 4.11 shows Lena image watermarked with Bear image at various

scale factor, without any compression. Note that the scale factor a controls the

relative weight of host and signature image contributions to the fused image. As the

value of a increases, the quality of the watermarked image degrades. For example,

in Figure 4.11, one can see artifacts in the background for a = 20. a =10 appear to

be a reasonable value in terms of the trade-off between quality of the watermarked

image and robustness to signature recovery under image compression.

Figure 4.12 shows the PSNR of the recovered Bear image for different vaiues of

JPEG compression. At low compression values (i.e. higher JPEG quality factor),

the quality of the recovered signature with a large scale factor a is obviously much
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better than those with a smaller a. However, for high compression ratios, the effect

ofa is minimal.

Figure 4.13 shows the compressed watermarked image of Baboon and the

recovered Peppers image for different levels of JPEG compression. The recovered

Original a-5

a=10 a = 20

Figure 4.11 Host Lena with embedded Bear image for various scale factors and BCH (4,7) code
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Figure 4.12 The PSNR of the recovered Bear image for different scaling factor a

and different values of JPEG compression.

image at Q = 5% is clear even though the watermarked image of Baboon has

degraded to such an extent that it has no commercial value. The embedding was

done using BCH(4,7) coding and 2 x 2 vector quantizer for the signature data. The

scale factor a was equal to 10.

Figure 4.14 shows the signature images recovered from the watermarked Lena

image after 100%, 80%, 50%, and 5% JPEG quality factor. In general, most of the

recovered signature images are of high quality, the scale factor used was a = 10.

In Figure 4.15 a plot of bit error (BER) for different levels of JPEG coding at

different quality factors is shown for hiding Bear image into the three test images.
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The algorithm works well under high quality coding conditions yet degrades more

rapidly when the coding becomes too lossy.

Q = 100%

Q = 50%

Q = 5%

Figure 4.13 Embedded image using Baboon as the host image and the extracted
Peppers image as the signature for different JPEG quality factors.
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Similarly Figure 4.16 shows the plot of the PSNR of the recovered Bear image

versus JPEG coding at different quality settings.

As one can see from these figures, the proposed method gives accurate results

when the errors introduced in the image are small. The accuracy is reduced when

the distortion grows larger. When there is no distortion, there is some errors

introduced due to small errors which results from the inverse DWT and rounding to

integers in the range from 0 to 255 for an 8 bit image.

4.5.3 Embedding Color Images

The embedded method described in this Chapter can be extended to embed data in

color images. The color images are represented in the YIQ color space where the Y

component is the luminance part of signal, and I and Q represent the chrominance

components, see Figure 4.17 for YIQ color space representation of Flower image.

Simulation studies had revealed that the color information is encoded more

efficiently with the YIQ color space than for the RGB color space [Plataniotis and

Venetsanopoulos, 2000]. Adopting the YIQ color space also facilitates a simple

extension from images to digital video such as those in the MPEG format.

Signature data is embedded only in the luminance component Y so as not to distort

the color information. It is well known that the clirominance components occupy

much less spectrum than the luminance components.

Figure 4.18 shows an example of color image embedding. Figure 4.18 (a) shows

the original image of a 256 x 256 color image of Lena and Figure 4.18 (b) shows

the watermarked image of Lena with a signature Bear image of size 128 x 128. The



Chapter 4: Data Embedding using Source and Channel Coding 87

entire signature data is inserted in the Y of the transform coefficients of the host

Lena image. Figure 4.18 (c) shows the recovered watermark image of Bear from a

Q = 100% Q = 80% Q = 50% Q = 5%

Figure 4.14 Recovered signature images for different JPEG Quality factor (Q) using Lena image as
the host and BCH(7,4) coding, a = 10.

50% JPEG compressed watermarked image using BCH (4,7) and a = 10. Note that

there are no visible distortions in the watermarked image. Another example of

color image embedding is shown in Figure 4.19 for Flower image.

The JPEG compression and the quality factor (Q%) used in this Chapter are

obtained using Microsoft Photo Editor software version 3.0. The connection

between the JPEG quality factor (Q%) and the compression ratio is shown in Table

4.1 together with the PSNR of the watermarked host image of Lena for Bear image
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Figure 4.16 PSNR of recovered Bear image versus JPEG compression.
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embedding and BCH coding. Table 4.2 shows similar parameters but for color host

image embedding. For gray images the reasonable value for JPEG compression to

obtain an accepted compressed image is at around 80% quality factor which gives a

compression ratio of 5. For color images the affordable compression ratio is higher

and the quality factor mostly used is around 50% which gives a compression ratio

of 19. Matlab software [MATLAB] has been used in obtaining the results of this

chapter and other chapters.

4.6 Summary

In this method, a scheme of embedding large amount of data in gray and colored

images is presented. This approach could be used for both digital watermarking

related applications as well as for data hiding purposes. The scale factor controls

the relative amount of host and signature data in the embedded image.

Experimental results demonstrate that good quality signature recovery and

authentication is possible when the images are JPEG compressed and under noise

addition.

The method performs very well against the JPEG compression attack and achieves

0% BER for quality factor as low as 30% as can be seen from Figure 4.10. This

will be very important for the issue of lossless recovery that has been discussed

earlier. There are relatively little differences in performance for different images

indicating that the scheme is insensitive to image characteristics. Overall, the

method performs better in JPEG compression attack than in noise addition.
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The classic images used in the simulation (Lena, Baboon, and Peppers), were

obtained from Image Database at the University of Southern California, Signal and

Image processing Institute (USC-SIPI) [Image Database]. Black Bear Image and

Kid images were obtained from Petitcolas web site [Petitcolas].

Table 4.1 JPEG quality factor, compression ratio, and PSNR of watermarked gray

Lena image.

JPEG Quality
Factor (Q%)

100

90

80

70

60

50

40

30

20

10

Compression Ratio

1.50

3.50

5.00

6.00

7.33

8.25

9.45

11.00

13.20

16.50

PSNR of
Watermarked

Lena Image (dB)
30.54

30.19

29.89

29.23

28.86

29.10

29.18

29.07

28.43

26.94
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Table 4.2 JPEG quality factor, compression ratio, and PSNR of watermarked

colored Lena image.

JPEG Quality

Factor (Q%)

100

90

80

70

60

50

40

30

20

10

Compression Ratio

2.92

7.72

11.35

13.78

16.08

19.30

21.44

27.57

32.16

48.25

PSNR of
Watermarked

Lena Image (dB)

29.50

28.91

28.57

28.00

27.66

27.80

27.88

27.48

26.76

25.05
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Original Luminance
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Figure 4.17 YIQ color space representation of Flower image.
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(a) (b)

(c)

Figure 4.18 (a) Original colored Lena image, (b) Watermarked Lena image with
Bear image using BCH(4,7) and a = 10, (c) recovered Bear image from 50% JPEG
compressed watermarked image of Lena.
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(a) (b)

(C)

Figure 4.19 (a) Original Flower image, (b) Watemiarked Flower image with Bear
image using BCK(4,7) and a = 10, (c) recovered Bear image from 50% JPEG
compressed watermarked image of Flower.
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Data Embedding using Convolutional Coding

As has been pointed out earlier in Chapter 3, data hiding can be thought of as a

special communication problem, where signature data are the information to be

sent from sender to receiver through special channel. The channel is composed of

the host signal (image or video) and the noise introduced by signal processing

and/or attacks. Imperceptibility, robustness against moderate compression and

processing, and the ability to hide many bits are the basic but rather contradictory

requirements for many data hiding applications. The traditional way to handle this

is to target at a specific capacity-robustness pair. Some approaches choose to

robustly embed just one or a few bits [Barni, et. al., 1998a], [Cox et. al, 1996],

[Langelaar, et. al., 1997], while others choose to embed a lot of bits but to tolerate

1

| little or no distortion [StegoDos]. More recently, it has been pointed out in the

literature that similarities between the data hiding problem and digital

communication can be utilized to improve the performance of the system [Tewflk,

2000].

In the previous chapter we investigated the use of block codes to improve the

embedding algorithm. In this chapter we investigate the performance of the

algorithm, with the use of convolutional coding together with concatenated codes
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and turbo coding. Maximum likelihood decoding using Viterbi algorithm and turbo

decoding are employed in extracting the hidden information.

Some of the results of this Chapter were published in [Abdulaziz and Pang, 2001].

5.1 Need for Channel Coding in Data Embedding

Shannon has shown that it is possible to transmit digital information reliably over a

channel of given capacity provided that the bit-rate does not exceed the channel

capacity [Shannon, 1948]. Digital watermarking has been considered as an

application of digital communication theory in [Ramkumar and Akansu, 1998],

[Cox, et. al., 1999]. The host image constitutes the channel for transmission of the

watermark data and is subject to various types of attacks. Note that attacks such as

lossy compression, enhancements, or transformations can be treated as noise

addition. Lossy compression algorithms such as JPEG might severely narrow the

channel by totally disregarding large regions of the frequency spectrum of the

image. However, using convolutional coding techniques can greatly improve the

robustness of the embedded data against compression and standard digital image

processing operations.

The use of channel coding in data hiding was proposed independently in

[Hernandez et. al, 1998a] and [Marvel, et. al., 1998], where block codes have been

implemented in the watermarking process for the spatial domain. Another scheme

has been published in [Chae, et. al., 1998], employing lattice codes as the channel

codes, such embedding suffers from the increased difficulties in implementation as

the size of lattice codes increases [Conway and Sloane, 1993]. Our scheme is
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<'

different from the above mentioned, firstly, the embedding is implemented in the

wavelet domain and not in the spatial domain, secondly, we propose to use new

schemes adapted from the area of deep-space communications such as

concatenated coding and turbo codes. In addition, it is well known that for a given

probability of error, the use of channel coding results in a coding gain between 3-5

dB over the uncoded case for simple codes [Biglieri, et. el., 1991]. Moreover, there

is a great similarity between the data hiding system and deep-space

communications. In the latter, the received signal power is usually weak at the

earth station, noise is additive white Gaussian, and the errors are random in nature.

Therefore, a large error-correcting capability is needed. Because the bandwidth is

not restricted, it is possible to build a complex channel decoder. Hence, low-rate,

powerful, error-correcting codes are often used. To improve the system

performance, concatenated coding is also implemented. Examples of error-

correcting codes can be seen in the design of Pioneer 9 solar orbit mission,

Voyager spacecraft, and Galileo spacecraft, where convolutional and concatenated

codes were implemented for the missions. For Pioneer 9 the convolution scheme

with additive white Gaussian noise can achieve 5 dB coding gain over uncoded

data at an error rate of 10'5, while the concatenated code designed for Voyager

provided an extra 2dB of coding gain over Pioneer 9. However the development in

the design of the concatenated code scheme for Galileo resulted in an improvement

of 2 dB over voyager, resulting in a total of 9 dB coding gain over uncoded

schemes [Charles-Lee, 1997].
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In watermarking, the weak signal power in deep space communication is similar to

the fidelity constraint of the watermarked media content. In other words, for the

watermark to be invisible, the magnitude of the watermark signal must be very

small compared to the host signal. However, in data hiding, the large bandwidth

available for space communication is replaced by a fixed bandwidth that depends

on the size of the host signal under application. While this represents a deviation

from deep space communications, the resulting bandwidth constraint can be

minimized by implementing some kind of compression to the watermark signal

before embedding.

Throughout the chapter, we will use interchangeably the terms data

extraction/decoding and data embedding/transmission.

In the next sections a detailed encounter of data embedding and extraction using

convolutional coding will be provided.

5.2 General Embedding System

The model we are following for data embedding is represented in Figure 5.1. The

original host image is first transformed to the wavelet domain. Suppose that we

want to embed N bits of information. The N bits of information could represent a

compressed version of the signature data where VQ has been implemented on the

data. Now let the information sequence arranged in a vector of size n be hidden in

the elements of the host. The embedding could be direct or it could depend on a

secret key that is known only to copyright owner and to authorized recipient. The

information symbols are added to the host coefficients after scaling by a factor a
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Figure 5.1 General block diagram of the encoder.

to produce a watermarked image that conceals the secret information. At the

recipient side, the objective will be to extract this information with the highest

possible fidelity. In order to guarantee invisibility, the watermark sequence bits

could be multiplied by a perceptual mask and not a constant scale factor a. The

perceptual mask can be obtained after analyzing the original image with a

psychovisual model, which takes into account the different sensitivity of the human

visual system (HVS) to alterations in the different elements of the host. The

perceptual mask for an image is different depending on the domain chosen for

embedding and on the specific properties of the HVS that are being taken into

account. The details on how a is evaluated in different domains can be found in

[Girod, 1988], and [Hernandez et. al., 1998b]. We simply mention that the use of

the coding and the methodology of embedding proposed here can be readily
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extended to other data embedding schemes. This is an important advantage of

providing a general framework.

Once we have built a basic scheme for reliable information embedding, its

performance can be improved by means of coding. Chapter 4 has dealt with block

codes, here we will proceed to show how convolutional codes can be used for data

embedding purposes.

Suppose that, instead of transmitting raw information symbols through the hidden

channel, we use a («, k) block code that maps k information symbols into n binary

channel symbols s(i), with / = 1, ..., n. In order to use this code for data

embedding, the set of N source information bits is divided into N/k blocks, and

each block of size k bits mapped into n bits that are hidden using a procedure for

watermark insertion similar to that summarized in section 4.1.

Regarding watermark extraction, the schematic block diagram of the decoder is

shown in Figure 5.2. Soft and hard-decision decoding implementing the maximum

likelihood (ML) decoding were used.

Below is a review of convolutional coding technique and how it is implemented in

our algorithm.

5.3 Convolutional Coding

A convolutional coder is a finite memory system (rather than a memoryless system,

as in the case of block coder). The name refers to the fact that the added redundant

bits are generated by modulo-two convolutions.

Convolutional codes are more commonly used than block codes, primarily because

they are conceptually and practically simpler, and their performance matches (and
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Figure 5.2 General block diagram of the decoder.

often exceeds) that of a good block code. Their good performance is attributed in

part to the availability of practical soft decoding techniques [Bateman, 1999].

The main advantage of convolutional codes is their error correction power together

with the availability of efficient algorithms that perform soft decoding.

Convolutional codes are advantageous over block codes for similar rates. Detailed

performance and properties of convolutional codes can be found in [Lin and

Costello, 1984], [Biglieri et al. 1991], and [Charles-Lee, 1997].

Implementation of convolutional codes for data embedding follows the same lines

for block codes but with soft-decision decoding in addition to hard-decision

decoding. Given a rate R = k/n convolutional code, the N information bits are

divided in groups of N/k blocks that are sequentially introduced in the

convolutional encoder. The latter evolves through its state diagram and produces an

output in groups of n bits, thus resulting a total of M = (N n)/k symbols, that are

transmitted through the hidden channel exactly as was described in the previous

chapter. The values for k and n are usually small (in the order of few bits). The
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output bits depends not only on current set of k input bits, but also on past input.

The number of bits which the output bits depend on is called "constraint length" K.

Generally, the constraint length for linear convolutional codes is equal to m+l,

where m is the number of shift registers or memory elements that affect the output

bits. Example of a convolutional code with k = 1, n = 2, and K =3, is shown in

Figure 5.3.

There are some differences between block codes and convolutional codes. Block

codes such as BCH codes and Reed-Solomon codes breaks a message stream up

into fixed size blocks and add redundancy symbols to offer error correction

capability. They are usually decoded via algebraic methods. However, binary

convolutional codes take a different approach to error control coding. The message

stream is not broken into blocks with redundancy added to each block

independently. Instead, redundancy is added continuously and is dependent on past

bits of the message. This converts the entire message stream into one long

codeword. One further difference between block codes and convolutional codes is

that convolutional codes are decoded by an analytical approach rather than

algebraically.

Just as for block codes, linear convolutional codes are constructed using modulo-

two adders with the addition of delay elements. Convolutional coders can be

described using a generator matrix where instead of the entries being zero or one,

the entries are polynomials in D with coefficients that are either zero or one. D is

used in place of z"1 and it is defined as the unit delay.
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Figure 5.3 Block diagram representation of (2,1,2) convolutional encoder.

5.4 Representation of Convolutional Codes

An («, k, m) binary convolutional encoder over the Galois field GF(2) is a &-input,

H-output, time-invariant, causal, finite-state-machine of encoder memory order m

[Viterbi, 1979]. The code rate is defined by k/n.

Convolutional codes can be described in many ways; e.g. block diagram

representation, generator polynomials, state diagram, or a trellis diagram.

5.4.1 Encoder Block Diagram

In the convolutional encoder, message bits are fed into a shift register. The set of

delay elements in the shift register can be thought of as a state machine. Codeword

bits are generated as functions of the current state and input. These functions are

sums of fixed patterns of taps into the shift register. What is referred tos as a

codeword here is not the same as in block coding. In block coding, each coding is

independent of all other blocks, this is not so for convolutional codes. Each
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codeword is dependent on the current message word and the state of the register

which stores information about the past values of the message bits. Therefore

successive codewords are not independent of one another. An example of an

encoder circuit is shown in Figure 5.3 for a rate XA code. The codewords in

convolutional codes are the collection of code bits that form the output of the

encoder circuit for one period of the shift register. Likewise a message word is the

collection of bits inputted to the encoder circuit during one period of the shift

register. Message words can be any length (greater than 1) although they are

usually just one bit long. The codeword length should be greater than the message

length otherwise no redundancy is added and the code has no error correcting

capability. The convolutional code analog of the minimum distance of a block code

is the free distance, which is defined as the number of state changes that give a

minimum weight codeword sequence.

The encoder block diagram is shown in Figure 5.3. Where the delay elements are

represented using shift registers, and output of shift registers are connected in a

certain pattern to multi-input modulo-adders. In GF(2), the modulo-2 adders can be

implemented as exclusive-or logic gates.

5.4.2 Generator Representation

In this representation, one generator vector for each of the n output bits is given.

The bits in the generator from left to right represent the connections in the encoder

circuit. Where a " 1 " represents a link from the shift register and a "0" represents no

link. Usually the encoder vectors are often given in octal representation. For
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example, from Figure 5.3, the generator vector gi = (101), and g2 = (111), or in

octal form, gi = (5)8, and g2 = (7)8.

5.4.3 State Diagram Representation of Convolutional Codes

As previously mentioned, the encoder can be represented as a finite state machine

with outputs as functions of the current state and input [Proakis, 1995].

The "state" of the code is represented by the shift register contents, where, most

recent input is most significant bit of state and oldest input is least significant bit of

state, although this convention sometimes reversed in some books. The arcs

connecting states represent allowable transitions and are labeled with input/output

bits transmitted during transition. Example of state diagram for the convolntional

encoder of Figure 5.3 is shown in Figure 5.4, where So represents the state 00, Si

represents the state 01, S2 represents the state 10, and S3 represents the state 11.

5.4.4 Trellis Representation of Convolutional Codes

A code trellis is a graphical representation of a code, block or convolutional, in

which every path represents a codeword (or a code sequence for a convolutional

H code). The trellis representation is an extension of the state machine that shows the

passage of time. This representation makes it possible to implement maximum

likeMhood decoding (MLD) of a code with reduced decoding complexity. It is an

S
important part of the Viterbi decoding algorithm. In this representation, the state

diagram is "unfolded" as a function of time. The time is indicated by movement

towards right. The contents of shift registers make up "state" of code, where as

before, most recent input is most significant bit of state, and oldest input is least
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0/00

0/11 0/10

1/01
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a,

I

Figure 5.4 State diagram representation of the convolutional code (2,1,2) shown in
Figure 5.3.

significant bit of state. Allowable 'transitions are denoted by connections between

states. Example of trellis diagram is shown in Figure 5.5. Figure 5.6, shows an

example of using trellis representation which will be explained in Section 5.6.1.

The trellis representation was first introduced and used for convolutional codes.

This representation, together with the Viterbi decoding algorithm, has resulted in a

wide range of applications of convolutional codes for error control in digital

communications over the last two decades. [Charles-Lee, 1997].

5.5 Distance Structure of a Convolutional Code

The performance of a convolutional code depends not only on the decoding

algorithm used but also on the distance properties of the code. In this context, the

most important single measure of a convolutional code's ability to resist channel
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00 (So)

10 (S2)

01 (S3)

11 (Ss)

Transition Time

•
0

Figure 5.5 Trellis diagram for convolutional encoder with 4 states.

State

00

10

01

11

11 10
Received codeword from BSC

11 11 01

Figure 5.6 Encoding example using trellis representation.
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noise is the free distance denoted by dfree. The free distance of a convolutional code

is defined as the minimum Hamming distance between any two code words in the

code. A convolutional code with free distance dfree can correct / errors if and only if

dfree is greater than 2t.

The state diagram of the convolutional code can be modified to provide a complete

description of the weight distribution of the code. Consider for example, Figure 5.4

that shows the state diagram of the (2,1,2) convolutional encoder of Figure 5.3. The

modified state diagram to this encoder can be obtained by splitting state So into an

initial state, Sin, and a final state. Soul, with the self-loop around So being deleted.

Let X be the indeterminate (variable) associated with the Hamming weight of the

information vector X, Y is the indeterminate associated with the Hamming weight

of the encoded output vector Y, and L the indeterminate associated with every

branch. Each path in the modified state diagram has a gain, labeled as X Y L1,

where / is the hamming weight of the encoder input row vector X (the hamming

weight of a binary word is defined as the number of Is contained in the word), j is

tne Hamming weight of the encoder output row vector Y, and / is the number of

branches between two states. The modified state diagram expressed in terms of X,

Y, and L is called an augmented state diagram [Biglieri et. al., 1991]. Considering

the (2,1,2) convolutional encoder in Figure 5.3 and its state diagram in Figure 5.4.

The modified and the augmented state diagrams of the encoder are shown in

Figures 5.7and 5.8, respectively.

For the augmented state diagram, the transfer function that provides the weight

distribution is given by
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1/01

1/00

Figure 5.7 Modified state diagram of Figure 5.4.

XYL

Figure 5.8 Augmented state diagram of Figure 5.4.
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(5.1)

The coefficient Atjj denotes the number of n encoder output bits with Hamming

weighty, whose associated k input information bits have weight / and branch length

/. The modified state diagram may be viewed as a signal-flow graph with a single

input and a single output and Mason's rule [Mason and Zimmermann, i960] can be

applied to get the transfer function T(X, Y, L). Alternatively, the transition behavior

in the augmented state diagram can be described by a set of equations and those

equations are solved to obtain T(X, Y, L). Considering again the augmented state

diagram of the (2,1,2) convolutional encoder shown in Figure 5.8. The set of

equations obtained are:

S2 =XLSx+XY2LSm

Sx = YLS2+YLS3

5*3 = XYLS2 + XYLS3

(5.2)

(5.3)

(5.4)

(5.5)

From Equation (5.4),

S,=XYLS2l(\-n
rL)

Substituting Equation (5.6) into Equation (5.3), we get

S, = YLS2/(\-XYL)

Substituting equation (5.7) into Equation (5.2), we get

S2 = (1 - XYL)XY2LSiH /(I - XYL - XYJs)

Substituting equation (5.7) into Equation (5.5), we get

(5.6)

(5.7)

(5.8)
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(5.9)

Substituting Equation (5.8) into Equation (5.9), we obtain the transfer function

S0Ut/Sin=XY>L>/{\-XYL(l (5.10)

Using the binomial expansion, we may equivalently write

Sout ISin = XYSL3 + X2Y6L4 + (X2Y6+X3Y7)L
(5.11)

S0JSin=T(X,Y,L) (5.12)

An information sequence of weight 1 and the codeword of weight 5 have length-3

branches, one information sequence of weight 2 and codeword of weight 6 have

length-4 branches, another information of weight 2 and codeword of weight 6 have

length-5 branches, and so on. The length of each branch is one. For the example of

Figure5.8, we may use Equations (5.11) and (5.12) to obtain the following input-

output relations that represent the transfer function of the graph

T(X,Y,L) \L=l = XY> +2XZY (5.13)

the total number of codewords paths of Hamming weight j can be found by setting

X = 1 in the transfer function in Equation (5.13), that is,

T{X,Y,L)\V_,, , = (5.14)

Furthermore, the total number of nonzero information bits on all paths of hamming

weight j is given by the partial derivative of T(X, Y, L) with respect to X, where

dT(X,Y,L)
dX

= 75+476+12 (5.15)
A'=U=I

Since the free distance is the minimum Hamming distance between any two code

words in the code and the distance transfer function T{Y) enumerates the number of
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code words that are a given distance apart, it follows that the exponent of the first

term in the expansion of T(Y) defines the free distance. Thus the convolutional

code of Figure 5.3 has a free distance of dfree - 5.

5.6 Decoding Techniques of Convolutional Codes

Three main decoding techniques are available for convolutional codes: sequential

decoding, Viterbi decoding, and majority logic decoding. Sequential decoding

involves making trial hypotheses about the data and performs a tree search,

abandoning a branch when its hypothesis disagrees too much from what is

received. It is an effective technique for use with long constraint length codes.

Viterbi decoding is a technique that has gained a broad application, it has the

advantage that decoding complexity is deterministic. It also works with soft

decisions, and is optimum in some sense for the code. Its disadvantage is that it is

limited to short constraint length codes because memory goes up exponentially

with constraint length. Majority logic decoding for convolutional codes is a direct

extension of the technique for block codes. They are very simple, but are generally

designed to work only after hard decision [Biglieri, 1994]. In this work, only

Viterbi decoding has been implemented in the decoding of convolutional codes.

5.6.1 The Viterbi Algorithm

The Viterbi algorithm is a clever way of implementing maximum Likelihood

decoding. It can be used for either hard or soft decision decoding. We consider hard

decision decoding initially. In this case the algorithm chooses the code sequence
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through the trellis which has the smallest Hamming distance to the received

sequence.

Implementation of the Viterbi algorithm may be described in general terms as

follow [Schlegel, 1997]:

• For the rate 14 convolutional encoder presented in Figure 5.3, the first step is to

draw the code trellis as shown in Figure 5.5. Note that it is simply another way

of drawing the state diagram, which is presented on Figure 5.4.

• The four possible states (00, 01, 10, 11) are labeled So, Si, S2, S3 as shown in

Figure 5.5.

• Since the input bits k=l, there are two branches emerging from each state, the

upper branch represents an input of 0 and the lower branch an input of 1.

• The branch codeword is the output codeword associated with a branch, e.g. the

lower branch emerging from state 00 and entering state 10 (S2) has the branch

codeword 11. It is labeled 1/11 in Figure 5.4 which means that a binary digit 1

input to the encoder in state 00, will output the codeword 11 and move to the

state 10.

• Using the code trellis, the Viterbi Trellis is drawn as a serial concatenation of

many code trellis diagrams as in Figure 5.5.

• The trellis depth of a Viterbi trellis is the number of code trellis replications

used. e.g. the trellis depth is 5 in Figure 5.5.

• The diagram in Figure 5.6 shows the received bits at the bottom of the Figure,

which is used to calculate the nearest code to it from the trellis diagram. This is

explained in more detail below.
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• At time t, for a given state, tiie received binary codeword is compared with each

branch codeword entering this state and the Hamming Distance (HD) is

calculated for both the upper and lower branches.

• The branch with the smallest HD is identified as the surviving branch. Only one

surviving branch per state (or node on the trellis) is obtained.

• Repeat the above step for all other states to mark the surviving branches for

each state.

• Then these steps are repeated until we reach the end of the Viterbi trellis at time

5.

• From all final state metrics, choose the minimum metric, and trace back the

path from this state.

• Output the information binary digits which corresponds to branches on this

trace back path.

The exact same algorithm can be used for soft-decision decoding of convolutional

codes, but in this case the minimum Euclidean distance between signals are

calculated rather than Hamming distance. Although theoretically an infinite

decoding delay is required to obtain optimal performance, the performance

degradation is negligible provided a decoding delay of at least five times the

memory of the encoder is used [Charles-Lee, 1997].
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U

5.7 Evaluating Error probability using the Transfer

Function Bound

In this section we consider the performance achieved by the Viterbi decoding

algorithm. The Viterbi decoder performs either hard decision or soft decision

decoding. A hard decision decoder assign either a 0 or 1 to each received bit. Soft

decision decoding involves using outputs that are proportional to the log likelihood

of the received bit being either 0 or 1. The log likelihood of the received bit being,

for example, 0 if the received bit was 1. Soft decision decoding generally produces

better performance at the cost of increasing complexity. The next two sections

discuss the probability of error for hard and soft decision decoding in turn.

5.7.1 Performance of Hard-Decision Decoding

A more useful measure of performance is the bit error probability. For hard-

decision decoding, the performance of the convolutional code can be analyzed by

transmitting the all-zero codeword. Also from the definition of the transfer function

T(X, Y, L) in Section 5.5, we know that the exponents in the factor Y contained in

the transfer function indicates the number of information bit errors (number of

ones) in selecting an incorrect path that merges with the all-zero path at some node.

If we multiply each error probability of selecting an incorrect path by the number

of incorrectly decoded information bits, for each possible incorrect path that

merges with the correct path, and summing over all d, we get

(5.16)
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and that the total number of nonzero information bits on all paths of Hamming

weight d is given by

d(X,Y,L)
dX

(5.17)

where aa denotes tht Aumber of incorrect paths of Hamming weight d > dfree that

diverge from the correct path and remerge to it at some later stage, and c«/ is the

total number of information bit errors produced by the incorrect paths of Hamming

weight d > dfr(0 that diverge from the correct path and remerge to it at some later

stage. Considering an incorrect path of Hamming weight d that diverged from the

all-zero state and remerged to the all-zero state for the first time at time /. A first

error event is made at time / if the Viterbi decoder favors the incorrect path. That

happens when the Hamming weight between the binary received vector and the

incorrect path is closer than the Hamming weight between the binary received

vector and the all-zero codeword [Bahl, 1991].

If we assume that the probability of selecting an incorrect path be Pd . for all

incorrect paths of any length that diverged from the all zero codeword path and

remerged to the all-zero codeword path, the error event probability is simply upper

bounded by

(5.18)

Comparing Equation (5.16) to Equation (5.18), the error event probability becomes

(5.19)

for the binary symmetric channel, it can be shown that
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and

(5.20)

Pe< ^
d=dfret

(5.21)

Pe < T{Y) |y = (5.22)

where/? is the channel transition probability.

Because each error event causes a number of nonzero information bit error, if we

weighted each error event by the total number of nonzero information bits on all

paths of Hamming weight d, the bit error probability per decoded information bit is

bounded by

(5.23)

I
and in terms of the partial derivative of the transfer function,

P ^JMJL
b k dX X=\,Y=2jp{\-p),L=\

(5.24)

5.7.2 Performance of Soft-Decision Decoding

As in our treatment of hard-decision decoding, for soft-decision decoding we begin

by determining the first event error probability. The all-zero path is assumed to be

transmitted. For soft-decision decoding, the received codeword can be any real

number. Because of channel fading, noise, interference, and other factors. A signal

transmitted as a 0, for example, may be received as nonzero real value. From a

priori knowledge of the channel, we can estimate the probabilities of the received
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value falling in certain regions. A similar analysis holds for the transmitting of a

signal 1. In general, for AWGN channels and unquantized received signals, it can

be shown that the probability of choosing a path at a distance d from the correct

path is [Haykin, 1994]

\2d(kln)Eb (5.25a)

and for uncoded case the probability of error is

I (5.25b)

where Q is the ^-function defined by:

(5.26)

7 I

and Ej/No is the average ratio of bit energy to noise power spectral density.

Although the above expression gives the first-event error probability for a path of

distance d from the all-zero path, there are many possible paths with different

distances that merge with the all zero path at a given node. In fact, the transfer

function T(Y) provides a complete description of all the possible paths that merge

with the all zero path and their distances. Upon performing this summation, we

obtain an upper bound on the first event-error-event error probability in a form

similar to Equation (5.18)

(5.27)
d II ~dfree

and the bit error probability is
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(5.28)

It is much easier to compute the error-event and bit error probabilities from the

channel transition probability and the transfer fiinction of the code. For a binary

input and Q-ary output discrete memoryless channel, the error-event probability is

Pe<T(X,Y,L) (5.29)

and the bit error probability per decoded information bit is

. 1
b k

d(X,Y,L)
dX

(5.30)

P(j/i) is the channel transition probability between the /th input and theyth output

of the discrete memoryless channel for / = 0 or 1. In other words, the notation of

P(j/i) represent the probability of receiving,/ data while sending / data. Using this

definition, we can describe a transmitting channel by a set of transfer probabilities.

For instance, Table 5.1 shows the channel transition probability of signal 0 being

received in range(-/«/?m'0;,l/10] equals 2/5 or P((-Infinity,l/\0] |0) = 2 /5 . The

probability of signal 1 being received in range (-Infinity, 1/10] equals 1/16 or

P((-Infinity,l/10] |l) = l/16. In this table, the round brackets indicate an open

range. Open ranges do not include the boundary points. Square brackets indicate a

closed range. Closed brackets include the boundary points.
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5.8 Concatenated Codes

i

We have shown that powerful codes can achieve a small probability of error.

Unfortunately, even for moderately large values of d/ree (dmin) in the convolutional

(block) code, decoding becomes too complicated. As mentioned earlier, the same

problem occurred in deep-space communications where transmitted power is

severely limited [Pattan, 2000].

A popular solution to this problem is that of concatenated codes, proposed by

Forney [Forney, 1966] and summarized in Figure 5.9 for a typical data hiding

application that only one level of concatenation is shown, but the idea is easily

generalized to any level. In our context, the inner code would be a binary block (n,

k) or convolutional {kin) code and the outer code would be a block code (typically,

a Reed-Solomon). With concatenation it is possible to achieve a dmin which is; the

product of the minimum distance of the two concatenated codes; on the other hand,

decoding complexity is simply that of individual code. An important element of the

concatenated codes is the interleaver, which is a device that simply produces a

deterministic permutation of the symbols at the output of the outer encoder. This

permutation prevents the error bursts at the output of the inner decoder from

appearing at the input of the output decode, making it easier to correct them. These

error burst are common at the output of convolutional decoders. Note that

interleaver memory, a frequent concern when designing interleavers for

communications applications is not so critical here due to the availability of the

entire image.
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Figure 5.9 Model for concatenated coding in data embedding.T
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The performance of probability of bit error Pb vs. PSNR curves for concatenated

codes are very sleep, meaning that a small increase in the PSNR produces an

enormous improvement in the overall P^ In practice, complexity issues should be

taken into account but concatenated codes used in digital communications will also

perform well for data hiding purposes.

5.9 Modulation Codes (Trellis Codes)

In general, block and convolutional codes produces sequences with added

redundancy bits. This new encoded binary stream is then added to the host

coefficients in the watermarking process. The extra redundancy bits increases the

required bandwidth for the same transmitted information rate. Coding and

modulation are combined together to improve both bandwidth utilization and

reliability to create what is known as modulation codes or trellis codes [Biglieri and
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Luise, 1992]. Most schemes use the structure of trellis codes and make use of soft

decision to achieve reliability at higher data rate.

Trellis coding is closely related to more traditional convolutional coding technique.

In fact, every trellis code is based on a convolutional code. The key difference is

the choice of modulation tightly coupled with the design of the convolutional

encode. Every combination of encoded bits is mapped to a point in a signal

constellation. The mapping is performed so as to maximize the squared Euclidean

distance between distinct sequences of symbols, which can be transmitted. A

special set of rules, known as "set partitioning", are used to devise this mapping.

The mapping rules for common trellis codes are described in the papers by

Ungerboeck [Ungerboeck, 1982], and [Ungerboeck, 1987], The types of

modulation most frequently used in trellis codes are M- array PSK and QAM signal

constellations. The receiver for a trellis coded system uses a soft-decision Viterbi

decoder to find allowable sequence of transmitted symbols which lies at the closest

squared Euclidean distance to the received signal.

In the presence of AWGN, maximum likelihood decoding of trellis codes consists

of finding that particular path through the trellis with minimum squared Euclidean

distance to the received sequence. Thus, in the design of trellis codes, the emphasis

is on maximizing the Euclidean distance between code vectors (or equivalently,

code words) rather than maximizing the Hamming distance of an error-correcting

code. Accordingly, the Euclidean distance is adopted as the distance measure of

interest.
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The approach used to design this type of trellis codes involves partitioning an M-

array constellation of interest successively into 2, 4, 8, ... subsets with size M/2,

M/4, M/8,..., and having progressively larger increasing minimum Euclidean

distance between their respective signal points. Such a design approach by set

partitioning represents the "key idea" in the construction of efficient coded

modulation techniques for band-limited channels.

Based on the subsets resulting from successive partitioning of a two-dimensional

constellation, we may design relatively simple and yet highly effective coding

scheme. Specifically, to send n bits/symbol with quadrature modulation (i.e., one

% that has in-phase and quadrature components), we start with a two-dimensional

constellation of 2n+1 signal points appropriate for the modulation format of interest.

In any event, the constellation is partitioned into 4 or 8 subsets. One or two

incoming bits per symbol enter a rate-1/2 or rate 2/3 binary convolutional encoder,

1 respectively; the resulting two or three coded bits per symbol determine the

selection of a particular subset. The remaining uncoded data bits determine which

particular point from the selected subset is to be signaled. This class of trellis codes

is known as Ungerboeck codes. Figure 5.10 shows an example of Ungerboeck

a encoder structure. A rate 2/3 trellis code is shown in Figure 5.11. In this figure, the

most significant bit of the input bits '̂s left uncoded.

Since the modulator has memory, we may use the Viterbi algorithm to perform

maximum likelihood sequence detection at the receiver. Each branch in the trellis

of the Ungerboeck code corresponds to a subset rather than an individual signal

point. The first step in the detection is to determine the signal point within each
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Figure 5.10 Ungerboeck TCM encoder structure.

subset that is closest to the received signal point in the Euclidean sense. The signal

point so determined and its metric (i.e., the squared Euclidean distance between it

and the received point) may be used thereafter for the branch in question, and the

Viterbi algorithm may then proceed in the usual manner.

A trellis code defined on a finite set of points in the complex plane is called an

Ungerboeck code, and the resulting waveform c(t) is called a trellis-coded

modulation waveform. For a given fixed k and n, an (n, k) Ungerboeck code is

designed to encode k bits in each frame (stage) into a complex signal constellation

with 2" points, the encoding depending also on the state of the encoder. The code

alphabet is the signal constellation, a discrete set of points chosen from the field of

complex numbers. A codeword is a sequence of these complex numbers [Blahut,

1990].
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Figure 5.11 Transfer function for a convolational code of rate 2/3.

The frequently used measure of the performance of a trellis code is the free

Euclidean distance dfree., defined as the minimum Euclidean distance between any

two distinct signals which could be transmitted by the encoder. The probability of

an error event Pe may be related to d/ree by the simple formula

\

(5.31)

where N/ree is the number of distinct signals which lay at distance dfree from the

desired signal, a is the variance of the noise, and Q(.) is the standard Q-function

defined earlier in Equation (5.26). This approximation is valid for large values of

Eb/No . Better approximations based on the codes transfer function also exits.

Another common measure of performance of a trellis coded communications

system is the asymptotic coding gain, defined as the reduction in Ei/N0 required to

achieve a desired low Bit Error Rate (BER) as Ei/No becomes large. Trellis codes

can have asymptotic coding gains of nearly 9 dB in Gaussian noise.
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The performance of trellis codes will improve as the encoder memory increases,

although the Viterbi decoder will become more complex.

5.10 Turbo Codes

Turbo codes are a new class of error correction codes that were introduced along

with a practical decoding algorithm in [Berrou, et. al., 1996]. Turbo codes has been

developed to have large block lengths, yet contain enough structure to make

practical decoding possible. Parallel concatenation of convolutional codes is used

to give the codes structure so they can be decoded easily. Pseudo-random

interleaving is used to give the codes performance which approaches that for

random coding.

As mentioned earlier in Section 5.9 that a good trade-off between coding gain and

complexity can be achieved by serial concatenated codes. The primary reason for

using a concatenated code is to achieve a low error rate with an overall decoding

complexity lower than that required for a single code of the same rate. Turbo codes

exploits a similar idea of connecting two codes and separating them by an

interleaver. The difference between turbo and serial concatenated codes is that in

turbo codes two identical systematic cod.^ are connected in parallel. The

information code for the second code are not transmitted thus increasing the code

rate relative to a corresponding serial concatenated code. Although any systematic

encoder can be used for the component encoders of the turbo encoder, the common

practice is to use recursive systematic convolutional (RSC) encoders. The use of

u



Chapter 5: Data Embedding using Convolutional Coding 17R

convolutional encoder makes it possible for the decoder to utilize a modified

version of the Viterbi algorithm [Schlegel, 1997].

The original turbo code is a parallel concatenation of two RSC codes, while the

turbo decoder consists of two concatenated decoder of the component codes

sej. ' x d̂ by the same interleaver. The component decoders are based on a

maximum a posteriori (MAP) probability algorithm or a soft output Viterbi

algorithm (SOVA) generating a weighted soft estimate of the input sequence. The

iterative process performs information exchange between the two component

decoders. The turbo encoder and decoder are discussed in more details in the next

sections.

I
I

I

I|

I

5.10=1 Turbo Encoder

A turbo encoder is formed by parallel concatenation of two RSC encoders

separated by a random interleaver. The encoder structure is called parallel

concatenation because the two encoders operate on the same set of input bits, rather

than one encoding the output of the other. A block diagram of a basic rate 1/3 turbo

encoder is shown in Figure 5.12. In this Figure, the two RSC encoders are of rate

1/2 and each data bit generates two separate sets of check bits (one for each code).

The data is interleaved according to a pseudo-random pattern prior to generation of

second set of output bits so that the two sets of check bits are independently

generated. Therefore, the output of the encoder consists of the information

sequence and two parity sequences, thus it has a code rate of 1/3. For many

applications, it is common practice to puncture the output of the encoder in order to

increase the code rate to 1/2. Alternately, puncturing (deleting) bits from the two
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Figure 5,12 A turbo encoder for basic rate 1/3.

parity sequences produces a code rate of 1/2. Other code rates can be achieved by

using additional parity generators and/or different puncturing patterns.

For a rate 1/2 punctured turbo code, the first output bit is the input bit itself, while

the second output bit is generated by multiplexing the output of the RSC encoders.

From the encoder in Figure 5.12 the same information sequence is encoded twice

but in a different order. The first encoder operates directly on the input sequence,

denoted by c, of length N. The first RSC encoder has two outputs. The first output,

denoted by v0, is equal to the input sequence since the encoder is systematic (one of

the outputs is the input). The other output is the parity check sequence, denoted by

Vi. The interleaved information sequence at the input of the second encoder is

denoted by c only, the parity check sequence of the second encoder, denoted by

V2, is transmitted. The information sequence vo and the parity check sequences of

the two encoders, Vj, and v2, are multiplexed to generate the tiirbo code sequence.

The overall code rate is 1/3.
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The interleaver in turbo coding is a pseudo-random block scrambler defined by a

permutation of N elements with no repetitions. The first role of the interleaver is to

generate a long block code from small memory convolutional codes. Secondly, it

decorrelates the inputs to the two decoders so that an iterative suboptimal decoding

algorithm based on information exchange between the two component decoders

can be applied. The decoiTelation of the input sequences at the two component

decoders means that there is a high probability that after correcting some of the

errors in one decoder some of the remaining errors should be correctable in the

second decoder [Reed and Chen, 1999]. In a pseudo-random interleaver a block of

N input bits is read into the interleaver and read out pseudo-randomly. The pseudo-

random interleaving pattern must be available at the decoder.

5.10.2 Decoding of Turbo Codes

The important feature of turbo codes is the iterative decoder, which uses a soft-

in/soft-out maximum a posteriori probability (APP) decoding algorithm. This

algorithm is more complex than the Viterbi algorithm by about a factor of 3, and

for conventional convolutional codes it offers little performance advantage over

Viterbi decoding. However, in turbo decoding, the fact that it gives the maximum

MAP estimate of each individual information bit, is crucial in making it possible

for the iterative decoding procedure to converge to the optimal decoding solution.

The convergence properties of the iterative algorithm remain an interesting open

research question and are discussed in the literature [Reed and Chen, 1999, Vucetic

and Yuan, 2000].
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In the original paper on turbo codes [Berrou, et. al., 1996], Berrou, et. al. Proposed

an iterative decoding scheme based on an algorithm by Bahl et. al. [Bahl, et. al.,

1974]. The Bahl decoding algorithm differs from the Viterbi algorithm in the sense

that it produces soft outputs. While the Viterbi algorithm outputs either a 0 or 1 for

each estimated bit, the Bahl algorithm ourputs a continous value that weights the

confidence or Log-Likelihood of each bit estimate. While the goal of the Viterbi

decoder is to minimize the codeword error by finding a maximum likelihood

estimate of the transmitted code word, the Bahl algorithm attempts to minimize the

bit error rate by estimating the a posteriori probabilities of the individual bits of the

code word.

To decode the received bits, a decoder is designed for each elementary encoder.

Each elementary decoder uses the Bahl algorithm to produce a soft decision for

each received bit. In other word, each decoder estimates the a posteriori probability

of each data bit. The APP's is used as a priori information by the other decoder.

The decoding continues for a set of numbe) . f iterations. Generally performance

improves from iteration to iteration, but follows a law of diminishing results.

Figure 5.13 shows a block diagram of turbo decoder.

In this latter Figure, tie received information stream is passed to both decoders and

the parity stream is demultiplexed into the received parity-check bits. The

demultiplexer sends the parity bits generated by the first encoder in Figure 5.12 to

decoder 1, and the parity bits generatel by second encoder to decoder 2. The first

decoder produces a soft decision which is based on its received parity bits along

with the received information bits. This soft decision is interleaved and passed as
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Figure 5.13 Turbo decoding block diagram.

the systematic input to decoder 2. The second decoder uses its received parity bits

along with the interleaved soft decision from the first decoder to produce a soft

decision of its own.

The soft decision at the output of the second decoder does not constitute a

maximum a posteriori estimate of the codeword since the two decoders to this point

are independent. In order to find an estimate that approaches the MAP estimate, the

information produced by the two decoders are shared with one another in an

iterative fashion. As the number of iterations approaches infinity, the estimates at

the output of both decoders approaches the MAP solution. In practice, the number

of iterations need to be only about 18, and in many cases as few as 6 iterations can

provide satisfactory performance [Vucetic and Yuan, 2000].

Up to this point it has been assumed that the decoders of Figure 5.13 uses the Bahl

algorithm. However, to reduce the complexity of the decoders a modification of
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Viterbi algorithm is used to produce soft outputs. The algorithm is called the Soft-

Output Viterbi Algorithm, or SOVA algorithm [Hagenauer, 1996].

Several turbo coding systems are already developed and we make use of such

systems to encode the signature data before embedding them in the host image.

Results of using turbo codes in the embedding process is shown in the next section

and a comparison with other convolutional codes for the same rate is also

produced.

5.11 Implementation and Experimental Results

In order to demonstrate the effectiveness of channel coding in the performance of

data embedding we have watermarked several images with different types of

signature data using the above mentioned codes. We specifically make use of the

Haar wavelet transform for all simulations. The implementation is as specified in

Section 5.2 with a scaling parameter a = 10 as suggested before. The method

involves adding the watermark sequence to the low frequency DWT coefficients of

the host image. The watemiarked image is formed by taking the inverse DWT of

the modified coefficients. The signature data comprises of images of size lAth the

host image and randomly generated binary watermarks (with a uniform

distribution) are embedded within the host image.

We perform two classes of tests. We first demonstrate the performance of the

proposed method in embedding and recovering watermarks when the watermarked

image undergoes distortions. The resulting watermarked signal is distorted

(corrupted) using two of the most common distortions (JPEG compression and

noise addition separately). The watermark is then extracted and compared with the
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original watermark sequence to measure robustness and extraction capability of the

technique.

In the next set of tests we demonstrate the improved performance of using channel

coded watermarks over uncoded watermarks. In this test, the watermark sequence

is left uncoded before embedding it in the host coefficients.

The following is a more detail counterpart of the simulation work.

5.11.1 Convolutional Codes

In this simulation the host image of Lena of size 256 x 256 was watermarked with

Bear image of size 128 x 128 using the method described in this chapter. The Bear

image was first compressed by a factor of 4 using vector quantization. The indices

obtained were coded using convolutional code of rate XA with generator function of

(5,7). The transfer function of this encoder is shown in Figure 5.3. The constraint

length in this case is 3 and the free distance d/ree is 5. The watermarked image was

subjected to JPEG compression and the watermark data was extracted from the

compressed image. To decode the extracted data, Viterbi algorithm was

implemented for both soft and hard decoding. The decoded bits are then source

decoded to obtain the watermark image of Bear. The results of the BER versus

JPEG compression are shown in Figure 5.14 for both hard and soft decoding. The

improvement of the soft-threshold decoding over hard-threshold decoding is quite

evident in this figure. Nonetheless, the bit error rate for hard-threshold decoding

was still slightly better than of block codes for the case of BCH(4,7) that has been

obtained in Chapter 4 in Figure 4.11.
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The channel transition probability used for soft-threshold decoding is shown in

table 5.1 on page 136, and the scale factor a was 10.

Using the same procedure, the image of Bird of size 25% of the host image was

used as the signature data. The indices of the vector quantizer were channel coded

using convolutional code of rate 2/3. The transfer function of the convolutional

code with rate 2/3 is shown in Figure 5.15. The watermarked image of Lena was

JPEG compressed before trying to retrieve the watermark image from it.

Figure 5.16 shows the recovered image of Bird at different quality factor for JPEG

compression. The recovered Bird image is quite recognizable even after high

compression ratio (Q < 20%). The PSNR of the recovered Bird image is shown in

Figure 5.17 as a function of JPEG compression for different quality factor.
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Figure 5.15 Transfer function of convolutional code of rate 2/3.

Table 5.1 The channel receiving probability.

Receiving probability When Sending 0

P((-Infinity, 1/10] |0 ) = 2/5

P((l/10, 1/2] | 0) = 1/3

P((l/2, 9/10110) = 1/5

P((9/10, Infinity] | 0 ) = 1/15

Receiving probability When Sending 1

P((-Infmity, 1/10] |1) = 1/16

P((l/10, 1/2] | l ) = l / 8

P(( 1/2, 9/10] | l) = 3/8

P((9/10, Infinity] | 1) = 7/16

Another signature data in the shape of a message of random data of length 2000

bits was also hidden in the host image of Lena. The signature data was first

encoded using convolutional code of rate 2/3 to obtain a code of length 3009 bits

which then embedded into the DWT coefficients of the host image Lena. The

watermarked image of Lena is shown in Figure 5.18. Also shown in this Figure the

original image of Lena for comparison. It is evident from these images that the

fidelity of the host image has not been compromised visibly under the embedding

process.
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Figure 5.16 The original and recovered watemiark image Bird for different JPEG
compression.
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Figure 5.17 PSNR of recoverH watermark image Bird vs. JPEG compression
attack.
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Original Watermarked

Figure 5.18 Original and Watermarked Lena image with random 2000 bits
convolutional coding with rate 2/3.

The watermarked host image was degraded by applying JPEG compression and

noise addition. To simulate the JPEG compression attack, the watermarked host

image is subjected to JPEG compression with different quality factors

(compression ratios). The signature data was then extracted using soft-threshold

decoding. For comparison, uncoded signature was similarly hidden in the transform

domain of the host image Lena and subjected to the same JPEG compression. The

corresponding results on bit error rates we~e plotted in Figure 5.19. It shows a

marked improvement when the signature data was channel coded. At a quality

factor of Q = 75%, say, the bit error rate could reduce from 8% to zero.

However, it could be argued that the comparison just presented may not be fair. In

the coded case, the number of bits hidden are one and a half as many as that for

uncoded case. The fidelity of the watermarked host images are therefore not

identical. This is true to a certain extent. Nevertheless, we like to remark first that
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coding of the signature data only resulted in a slight difference in the PSNR of the

watermarked image for both cases. The PSNR of watermarked Lena in the case of

the uncoded watermark was 37.35 dB, and 37.13 dB for coded the watermark. The

same scale factor a = 10 was used in both cases.

To take into consideration the fidelity factor, another set of experiments was

planned as follows. The same host image Lena, the same signature data, and the

same convolutional code as before were used to embed the signature data into the

host D WT coefficients. Instead of JPEG compression, the watermarked host image

is now degraded by direct noise addition in the spatial domain. The noise is

Gaussian noise with zero mean and varying power (variance). Then the signature

data was extracted from the distorted image and decoded using soft-threshold

decoding as before. The decoded signature data is compared to the original

signature and bit error rate was calculated therefrom.

The result of bit error rate is plotted against PSNR of watermarked host image in

Figure 5.20. PSNR is computed in standard manner as described in Equation (4.3)

of Chapter 4, where the noise power is equal to the variance of the added Gaussian

noise. The result is compared to the uncoded case and the improvement in the bit

error value with channel coding is quite obvious. For the same fidelity of the host

image (e.g. PSNR = 35 dB), the bit error rate of coded signature is much lower than

uncoded message (e.g. zero versus 8%). The comparison In this case is fairer than

that shown in Figure 5.19, because the extra code bits have already been taken into

account in the PSNR measure.
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The bit error rate versus fidelity curves, as shown in Figure 5.20, are not the

customely depicted in digital communications. It is more common to show bit error

rate against signal-noise-ratio. As signal in this case is the signature data, not the

host image, the SNR must be defined accordingly and precisely (strictly speaking

the PSNR defined earlier is a misnomer). The signal strength in this case is

calculated by the amplitude of the scale factor a that was used in the embedding

process. The noise power is equal to the additive noise variance as before. The

simulation result are plotted in Figure 5.21 for both coded and uncoded signatures.

From this figure, an average of 5 dB SNR is needed for the uncoded case to obtain

the same bit error rate. There is a great similarity between these curves and the

widely used theoretical curves representing the bit error rate versus Et/N0 (signal-

noise-ratio) in digital communication. The theoretical curves representing bit error

rate versus SNR are plotted in the same figure for comparison. The theoretical

curves were calculated using Equations (5.25a) and (5.25b) [Taub and Schilling,

1986]. The value of d in used Equation (5.25a) was 4 and the code rate was 2/3.

The small discrepancy between the theoretical and the simulation ones is due to the

distortion introduced by the wavelet transformation processes. The closeness of the

theoretical and experimental results confirms in some way the correctness of the

experimental procedure carried out above.

Finally, it must be added that the range of BER (0% to 50%) computed in Figures

5.19-5.21 are far too large for digital data transmission. It would be more

appropriate to show BER in the range of 10"3 to 10"9 in log scale. Our main purpose

in carrying out the experiments were to show the difference in performance of
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coded and uncoded cases. By necessity, the signature length cannot be too long,

and we have chosen 2000 bits for our experiment. To compute BER of 10"' would

have required a signal length of 1010 or equivalent. This is impractical. As it. is, the

BER is high below Q<75% in Figure 5.19 and PSNR below 30 dB in Figure 5.20.

But at this level of attack, the host image would have been deteriorated to such an

extent that it no longer has commercial value.
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Figure 5.20 Bit error versus noise addition attack for different quality factors.
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5.11.2 Concatenated Codes

In this simulation, the concatenated channel coding used was designed of two

codes and an interleaver as in Figure 5.9. the outer code was RS (63,18) and the

inner code was convolutional code of rate 2/3. The convolutional code was

designed using the transfer function shown in Figr-e 5.11 for trellis coding, which

has a generator polynomials expressed in octal form as (4, 21, 10). The respective

constraint length is 3 and the respective d/ree parameter is 4. Results of embedding

using trellis codes without modulation is similar to that of convolutional code with

the same rate. The interleaver used was (6,630). The host image of Lena was

watermarked with a random message of size 1080 bits and the resulting code was

of length 5676 bits. The scale factor used was 10. The results for bit error of the

extracted watermark as a function of JPEG compression is shown in Figure 5.22.

The results of the concatenated code is compared to a single convolutional code of

rate 2/3 and to uncoded watermark. From this graph, one can see the improvement

of both concatenated and convolutional coding over uncoded case

Also from this figure, at high compression ratio, the two graphs for concatenated

and convolutional coding are almost the same, however, the concatenated codes

has larger margin for lossless recovery (i.e., zero bit error rate).

5.11.3 Turbo codes

Finally, for using turbo codes in encoding the signature data, the DWT coefficients

of the host image of Lena is modified to enable hiding the encoded message data.

A random message of length 1000 bits was turbo coded using two parallel

convolutional encoders of rate XA with transfer function = [07,05] in octal form.

:\\
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Punctured encoding resulting in a rate of V2 for the turbo code while unpunctured

code gives a rate of 1/3. The scale factor a = 10 and the decoder uses logmap

decoding with 5 iterations and the results were obtained over 80 frames. Results are

shown in Figure 5.23 and Figure 5.24 for the bit error versus JPEG compression

and noise addition respectively. The difference in bit error between the coded and

uncoded messages is quite significant especially for lossless recovery (bit error =

zero). However, little difference noticed between punctured and unpunctured

codes. Though, the number of bits hidden in the case of punctured codes will be

smaller than unpunctured code.

Concatenated coding
Convolutional coding
Uncoded

10 30 40 50 60 70
JPEG Quality Factor (Q%)

80 90 100

Figure 5.22 Bit error versus JPEG compression for concatenated, convolutional,
and uncoded cases.
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To compare the results of turbo coding to convolutional codes of similar rate, the

same watermark is coded with convolutional code of rate 14 and the recovered data

were obtained using Viterbi soft decoding algorithm. The results are shown in

Figure 5.25 for the bit error versus JPEG compression for turbo coding and

convolutional code and uncoded case. Similarly, Figure 5.26 shows the bit error of

the recovered watermark against the PSNR of the host Lena image for the noise

addition attack for the two different codes and uncoded watermark. From these

figures one can see the improvement of turbo codes over convolutional codes and

uncoded case. Notice also that at high compression ratio and low PSNR the three

graphs seems to be close but at this point the host image is of no commercial value

and therefore the high bit error is not of much concern.

5.12 Summary

In this chapter we have given an outline of the advantages that channel coding

using convolutional codes brings about in data embedding applications, while the

similarities with the detection problem in digital communication have also been

pointed out. We have chosen the bit error probability as the reference quality

measure. Analysis of the different coding schemes reveals superior performance of

convolutions! codes for a reasonable complexity. Comparison with uncoded case

shows gains of up to 5 dB for simple codes. Note that a coding gain of 3 dB allows

doubling the number of hidden information bits for the same Pi,. Soft decision

decoding resulted in a better performance than hard decision decoding, because

some information is lost as a result of making hard decision instead of soft
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decision. We also have given theoretical results (see Figure 5.21) that are presented

in a way that becomes independent of the image to be watermarked.

Finally, we have also discussed the benefits of coding, especially when

concatenated codes and turbo codes are employed. However, the major

disadvantages of turbo codes are its long decoding delays, due to the large block

lengths and iterative decoding, and its weaker performance at lower bit errors, due

to its low free distance. In spite of that, its performance was superior to

convolutional codes with similar rates. Moreover, the encoding complexity and

long delays in the case of turbo codes are not an issue, especially if the encoding

and decoding is not to be implemented on real time, which is the case for most

image watermarking applications. It is worth noting here that the codes used here

were chosen for simplicity of implementation and to obtain a qualitative

comparison rather than extreme coding gains. Our best scheme (turbo code) can be

further improved by using much longer codes.

i n
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Figure 5.23 Bit error rate versus JPEG compression for turbo codes and uncoded
messages.
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Hidden Data Extraction without Original Host

Much of the prior work in signature authentication and in data hiding assumes that

the host source is available. The host signal serves as a major noise source in the

detection of the watermark. Hence, the knowledge of host signal characteristics

will definitely enhance detection performance. In this chapter we propose an

approach to signature recovery that does not require knowledge of the original host

by using the discrete wavelet transform. This kind of watermarking is referred to in

the literature as blind watermark detection. In this case, the interference from host

image exists even when there is no noise from processing and other attacks. The

most difficult problem associated with blind watermark detection in the frequency

domain is to identify the coefficients that have been modified and the embedded

watermark values. Since the non-marked image is no longer available at the

decoder, it is impossible to determine the position of the coefficients that has been

marked. To get around the problem, the mark is always inserted in a predefined set

of coefficients. In this paper, we develop a blind watermark detection algorithm by

selecting specific coefficients and replacing them with the channel coded indices of

the watermark. The choice of the subbands for embedding hidden data is of
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important significant and this will be explained in the next Section. Examples of

methods that do not require the original host data for signature recovery include

[Marvel et. al, 1998], [Piva et. al., 1998c], and [Pereira et. al., 1999]. The main

contribution here is a technique that has the potential for embedding a significant

amount of data, which can then be recovered without any additional knowledge of

the host.

The proposed embedding and extracting methods utilize the discrete wavelet

transform domain. The DWT has good energy compaction properties and it is

playing an important role in upcoming compression standards such as JPEG2000

and MPEG-4. For this reason it has been used in our data embedding research.

The next section explains the embedding approach for the wavelet coefficients.

Sections 6.1 and 6.2 discuss embedding and extraction techniques. Experimental

results are given in section 6.3 and conclusions in section 6.4.

6.1 Embedding Technique

We now focus on the issue of choice of subbands for embedding hidden data. In

general, hiding data in the lower subbands has several advantages. The nature of

current compression algorithms favors better preservation of the lower frequency

data than high frequency data. Inserting information in the lower bands, therefore,

does not lead to easy destruction of the hidden information or to any significant

change in the coding efficiency. On the other hand, inserting data in the higher

bands has the advantage that it does not degrade the host image quality

significantly. Examples of such operations include low pass filtering for image
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enhancement and JPEG lossy compression. A disadvantage, on the other hand, is

that distortions to the host image introduced by embedding in the lower bands may

be perceptually more severe than other bands.

Moreover, as has been pointed earlier, the host image in data hiding serves as a

major noise source in blind watermark detection, and the interference from host

image exists even when there is no noise from processing and other attacks. In such

a case marking only mid-band coefficients will reduce the interference from host

image. This results from the observation that low band coefficients generally have

much higher power than the mid-band coefficients. Therefore, in order to obtain a

tradeoff between perceptual invisibility and robustness to image processing

techniques, the lowest subband coefficients are skipped and the watermark is

inserted into the intermediary frequency coefficients.

Similar proposals for blind watermarking have been found, in [Barni, et. al.,

1998a], [Herrigel, et. al., 1998], and [Wu, et. al., 1999] for embedding in the DCT

domain using spread spectrum watermarking, and in [Wang, et. al., 1998], and

[Chae and Manjunath, 1999], for embedding in the wavelet domain. Like in [Barni,

et. al., 1998a], our algorithm chooses the medium frequency range of the spectrum

of the transform coefficients but unlike [Barni, et. al., 1998], our algorithm has the

ability to hide large number of bits and casts the watermark in the D WT domain.

This is due to the use of different techniques in the embedding process. For

example, vector quantizer is used to compress the signature image, and channel

codes to eliminate the errors introduced due to compression and noise attacks.
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Further, noting that natural images typically have very low energy in the higher

bands, we find that for most images, zeroing out some or all of the coefficients in

one or more of the high subbands introduces a very low mean square error, and

affects detail only hardly noticeable in the perceptual sense. Therefore, if the

hidden data is embedded on the zeroed coefficients, the extraction process only

needs to use the zero-vector as its estimated base for decoding the noisy vectors it

receives. In practice, the exact coefficients that are zeroed out and subsequently

used for embedding, are either predetermined, or selected in a pseudo-random

manner using a key, or selected image-adaptively based on stable features of the

host frame.

The scheme implements a two-stage wavelet transform decomposition of each

image is made, and the hidden data is embedded in the coefficients of the middle

subband, after zeroing. The DWT decomposition scheme used is shown in Figure

6.1. A two-stage Haar wavelet transform decomposition of host image is made, and

the hidden data is embedded in the coefficients of the shaded HH2 subband, after

zeroing. Figures 6.2 and 6.3 shows a schematic diagram for the embedding and

extraction mechanism outlined above. The steps in embedding are:

1 The signature coefficients are vector quantized according to the method

described in section 4.2. The quantized coefficients are encoded using channel

codes similar to the ones described in Chapter 5.

2 The signature codes are then appropriately scaled by the factor a.

3 The selected host coefficients are then replaced by the scaled signature codes

and combined with the original (unaltered) DWT coefficients.
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Figure 6.1 Subband chosen for zeroing and data embedding.

4 The merged coefficients are then inverse transformed to give an embedded

image.

The choice of the vector quantizer affects the quantity and quality of embedded

data. Choice of the scale factor a depends on the application. A large value of a

results in a more robust embedding at the cost of quality of the embedded image,

i.e., there could be perceivable distortions in the embedded image. A smaller a

may result in poor quality recovered signature when there is a significant

compression of the embedded image.

To increase the security of the embedding, an encryption key could be used to

pseudo-randomly shuffle the coefficients in the subband chosen for embedding

before grouping them into n-dimensional vectors. The encryption key base

shuffling introduces an additional layer of security apart from the security enforced

by the already immeasurable variability in the source and channel codebooks

chosen. It is practically impossible for unauthorized persons who know the

algorithm, to pirate the hidden information, without knowledge of the source
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Figure 6.2 Schematic block diagram of the encoder.

codebook, the channel codebook, or the encryption key. In our experiments shown

in section 6.4 however, we didn't implement the encryption key for simplicity

reasons.

6.2 Extraction Technique

Figure 6.3 shows the block diagram of the decoder without the host image.

Signature extraction follows an inverse sequence of operations. The received

embedded image is first DWT and the modified coefficients are identified. By

appropriately scaling the coefficients corresponding to the signature data, the codes

representing the signature data are recovered. To recover the original data a soft-

decision decoding using Viterbi algorithm is implemented. Finally, the signature

image is obtained from the source codebook of the vector quantizer.
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Figure 6.3 Block diagram of the signature extraction.

6.3 Watermark Detection

In several applications, such as copyright protection, we are interested in

determining whether a given image contains a watermark. This is what we call the

watermark detection problem. This should not be confused with the decoding of

embedded information that we have analyzed in the previous chapters, since we are

interested only in detecting the bare presence of a watermark in the image we are

testing. Hence, the watermark detection problem can be expressed as a hypothesis

test. Hypothesis testing is the task of deciding which one of two hypothesis Hi or

Ho is the true explanation for an observed measurement. The two possible

hypothesis, namely "the image contains a watermark" {Hi) and "the image does not

contain a watermark" (Ho). In other words, there are two possible probability

distributions associated with each of the two hypothesis, denoted by fy (y\Hi) and

fv(y\H0) respectively. Accepting hypothesis Hi when Ho actually is true is called

a type I error. Accepting hypothesis Ho when Hi actually is true is called type II

error. The probability of these two events should be kept as small as possible. A
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method of finding the optimum decision of the detector corresponds to the

Neyman-Pearson rule [Blahut, 1987], the decision rule is specified in terms of a

threshold parameter in which Hi is decided if

>JJ (6.1)

Where TJ is a decision threshold, y is the watermarked image, and^,(.) is the pdf of

y, otherwise Ho is decided. The pdf in the numerator corresponds to the statistical

distribution of the image under test when it contains a valid watermark, whereas the

pdf in the denominator corresponds to the statistical distribution when no

watermark is present [Cachin, 1998].

In the DWT domain we can use the generalized Gaussian statistical model in

Equation (6.1). In this detection test we are not interested in extracting any

information that the watermark might carry, as it was the case in previous sections.

In some cases, especially when error correction coding is used, the decision rule in

Equation (6.1) can be difficult to implement. However, suboptimal detectors can be

used. For instance, a suboptimal decision can be made in two steps. First, a ML

decoder obtains an estimate of the message carried by the watermark. Then a

hypothesis test similar to that in Equation (6.1) is applied.

6.4 Implementation and Experimental Results

This section provides simulation results to demonstrate the performance of the

proposed technique. We specifically make use of the Haar wavelet transform for all

simulation. We took the gray image of Elaine of size 512 x 512 and watermarked it
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with two watermark images of Bear and Bird, both of size 128 x 128. The

watermark is inserted into the DWT of the host image as explained in Section 6.1.

A fixed scale factor a of 10 was used throughout the experiments.

The resulting watermarked signal is distorted using JPEG compression and noise

addition. The watermark was then extracted without knowledge of the host image

and compared with the original watermark to measure robustness and detection

capability of the technique.

The embedding was implemented using vector quantizer to compress the signature

images of Bear and Bird to 1/4 its original size. The indices obtained are then

channel coded using convolutional code of rate 2/3 before embedding into the host

DWT coefficients. The host image of Elaine was transformed to the wavelet

domain using 2 levels of Haar wavelet transform and the coefficients of the

subband HH2 are zeroed to allow the insertion of the channel coded signature

symbols.

Figure 6.4 shows the host image of Elaine and the watermarked image of Elaine

with a signature gray image of Bear. This embedding results in one-sixteenth-size

signature image. The PSNR of the watermarked Elaine image is 36.81 dB. Figure

6.5 shows the PSNR of the recovered Bear image for different JPEG compression.

Here the PSNR of the extracted Bear image is compared to the original watermark

image of Bear, higher values would be obtained if it has been compared to the

compressed one. Figure 6.6 displays the embedded image of Elaine with Bird

image together with the recovered signature images of Bird for different JPEG

quality factor compression. It is clear from this figure that even at high JPEG
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(a) (b)

Figure 6.4 Original and watermarked images of Elaine, (a) original image of size
512 x 512, (b) watermarked image with Bear image as watermark.
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compression ratio (low quality factor Q%) one can recover acceptable quality for

the signature image. The images in this figure are shown at a reduced size to 60%

of the actual size. The PSNR values shown in this figure were obtained with

comparison to the compressed Bird image. To check for the presence of watermark

in an image, Equation (4.15) is used to calculate the similarity measure between the

extracted watermark and original watermark for watermarked and unwatermarked

image. The result is shown in Figure 6.7 for varying JPEG compression for the

Bird image as watermark. As can be seen from this graph, it is easy to find a

threshold (e.g. 0.4) for signature detection between unwatermarked and

watermarked images. Figure 6.8 shows the bit error as a function of JPEG

compression for soft and hard-decision decoding together with the uncoded case. It

is obvious that soft-decision decoding superior to hard decoding, nevertheless, the

hard decoding is still better than uncoded signature data.

6.5 Summary

In summary, we have proposed a robust data hiding technique for embedding

images in images. A key component of this scheme is the use of channel codes for

encoding the signature image coefficients before inserting them into the host image

wavelet coefficients. The hidden data can be recovered without the original host

image. Experimental results show that this method is robust to lossy image

compression. Similar results can be obtained for concatenated and turbo codes.

However, only convolutional codes is shown in this Chapter.
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JPEG = 90%
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Watermarked Elaine image(512x512) with
Bird image ai> the watermark.

Figure 6.6 Watermarked Elaine image and recovered Bird image for different
JPEG compression.
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Data Embedding in Video

This chapter presents an approach for video data embedding based on discrete

wavelet transform and trellis coding. We address the problem of embedding logos

or still images within a host video. The proposed method is an extension to our

algorithm in Chapter 6 for data extracting without the original host. The algorithm

starts with transforming each frame of the video sequence into the discrete wavelet

domain where their coefficients are grouped into vectors equivalent to the

codeword length of the signature data. The host video is not necessary for signature

extraction. The method repeatedly merges the signature coefficients at various

frames of the host video which provides frequency spread of the watermark to

provide robustness against widely varying signal distortions including compression

and filtering.

7.1 Established Work

Previous work on watermarking includes watermarking of still images, audio, and

multimedia data in general, has been covered intensively in Chapter 2. While much

of the initial work was on watermarking image data, several methods have been



Chapter 7: Data Embedding in Video 165

proposed lately for embedding audio and video information into video sequences.

One of the earliest work on video watermarking was proposed by Hartung and

Girod [Hartung and Girod, 1997]. They provide a watermarking scheme

specifically for MPEG encoded video. The basic idea is to add the spread sequence

watermark to the line-scanned digital video signal. The watermarking embedding

process is slow and it can only handle data at rate of several bytes per second.

Another work on video watermarking was proposed by Swanson et al. [Swanson

et. al., 1997a], and [Swanson et. al., 1997b], where they designed a data hiding

algorithm to embed watermark data into video. The message data is embedded in

the DCT domain, by modifying the projections of the 8x8 host block DCT

coefficients onto a pseudo-random direction. The data hiding rate is two bits per

8x8 blocks. The authors demonstrate robustness to additive Gausian noise and

motion JPEG compression. Not long ago, Zhu et. al. [Zhu et. al., 1998] presented

an approach to digital watermarking of images and video based on the discrete

wavelet transform. Their watermarking framework embeds the data in the highpass

wavelet coefficients of the host video. Such an algorithm is not quite robust against

compression and filtering attacks. More recently, [Mukherjee et al. 1998] presents a

technique for hiding audio in video. They use multidimensional lattice structures to

embed the 8KHz speech signal, and the data hiding rate is about 1%. However, the

demodulator for lattice code is too complicated to be implemented in practice

[Johannesson, and Zigangirov, 1999].

Meng and Chang [Meng and Chang, 1998] adopted a similar approach to Hartung

and Girod of watermarking MPEG- video in the bitstream but of visible watermark.
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More recently, [Wu and Yu, 2000] spreads the watermark over the video frames.

Spreading the watermark in this way may not be desirable because when someone

takes just few frames from the watermarked video (frame dropping), the watermark

is no longer retrievable.

Our work differs from most of the above mentioned algorithms in a way that the

watermark is hidden in the uncompressed raw multimedia or video data. We

believe that such embedding may work better than embedding in the compressed

bitstream of the video because:

• The watermarks are always integrated in with the host data.

• It is the original host video that one wishes to copy-right protect, not the

compressed version.

• There are many spaces in the multimedia or the video data to embed the

watermarks without degrading the quality too much (or even make the

watermarks visible)

Moreover, for complete verification there is no advantage to use the watermarking

method in a compressed video data. Compression standards, e.g., MPEG or JPEG,

have user-defined sections where digital signature can be placed. Because

multimedia data are stored or distributed in the file format instead of pixel values,

therefore, once the multimedia data is modified, the user-defined section of the

original data is usually discarded by the editing software. Further, because there is

less space for compressed video to hide watermarks, if we do not want to sacrifice

too much visual quality on the video data, there may not be enough information

bits to protect the data.
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In this chapter, we describe a data hiding technique and demonstrate its robustness

to MPEG coding of the embedded video.

7.2 Images in Video

While the discussion in the previous chapters has been considerably generic and

applies to hiding most kinds of secures data in most kinds of host, in this chapter

we modify the scheme to hiding still image in a video host.

The general principle of data hiding in video is as follows. Each frame of a video

sequence is wavelet transformed, and the transform coefficients are grouped into

vectors. The signature data is vector quantized and the indices are embedded into

the coefficient vectors in one or more subbands using efficient channel codes. The

same hidden data may be repeated in a few successive frames to introduce

vj robustness to frame deletion, duplication, blending and other temporal attacks.

1
[ Moreover, embedding the same watermark in each frame will reduce the detection

JL complexity due to video data accumulation before actual detection.

J Embedding images in video provides a number of multimedia uses including

verification and identification of a given data stream. For the purpose of this

investigation, we will focus on the topic of embedding images in video. This

process can be broken down into an image-in-image embedding process, as a video

stream, prior to compression, is simply a sequence of still images. The topic of

digital watermarking bears resemblance to image embedding where copyright

i protection information is contained within the given image. Typically, those

methods yield watermarks that are on the order of 1% of the original image,
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whereas image embedding has the potential to store much higher amounts of data.

Although data embedding provides a sizable increase in the information embedded,

we still wish for the algorithm to be robust to various errors and perturbations that

the data will encounter, including lossy compression techniques. Since a video

sequence can be broken down into a series of still images, we could use the same

robust technique for image-in-image embedding.

The watermark bits embedded using the method mentioned above can represent

anything: copyright messages, serial numbers, plain text, control signals, etc. the

contents represented by these bits can be compressed and encrypted. In some cases

it may be useful to embed a small logo instead of a bit string as a watermark

[Langelaar et. al., 2000]. In this work we concentrate on embedding logos or small

images into the video frames. Moreover, the use of logo-type watermarks will

improve trustworthiness of watermarking in the eyes of non-technical jurors since

the mark can be readily displayed and understood [Braudaway, 1997].

7.3 Proposed Technique

A schematic of our embedding scheme is shown in Figure 7.1. The embedding is

done in the discrete wavelet domain. The motivation of using the wavelet domain

opposed to spatial or DCT domains to embed the watermark is because it provides

both a simultaneous spatial localization and a frequency spread of the watermark

within the host video. The frames of the host video sequence are first wavelet

transformed. The signature image is vector quantized and the indices are then
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Figure 7.1 Schematic of video embedding technique.

encoded using channel codes before inserting them into a vector shaped wavelet

coefficients of the host video frames. The corresponding inverse transform is

applied to form the embedded or watermarked video. More details of the

embedding algorithm have been described in Chapters 3-6. The embedded video

frames are then MPEG compressed, and the signature image is recovered from the

lossy compressed video. Experimental results are given in this chapter.

7.4 Implementation and Experimental Results

In this section we consider hiding a still image in a video sequence using multilevel

DWT and convolutional coding (See Chapter 5). Figure 7.2 (a), shows one frame

of Walter video of size 256 x 256 pixels and Figure 7.2 (b), shows the signature

image Logo of size 64 x 64, which is about 1/16-th the size of the video frame.
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(a) Host frame # 1
(256x256)

(b) Signature image
(64 x 64)

Figure 7.2 Test data, (a) Host video frame # 1. (b) A signature image.

(a) (b)

(c)

Figure 7.3 (a) Watermarked frame # 1. (b) Frame # 1 after MPEG encoding at a
rate 500 k bits/seconds, (c) Recovered Logo image, (d) Logo image recovered from
Frame # 5 (B frame), (f) Logo image recovered from Frame # 4 (P frame).
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The signature image is first compressed using vector quantizer and the indices

obtained are channel codoed. Convolutional encoder of rate 2/3 is used in this test

with the transfer function shown in Figure 5.11. The coded bits are multiplied by a

scale factor a equal 10 before adding it to the D WT coefficients of the host frame.

This embedding is repeated in each of the frames of the video. Then the embedded

frames are compressed using MPEG-1 with frame pattern set to

[IBBPBBPBBPBB] at 500 kbps. Figure 7.3 (a) shows the frame after embedding

and Figure (b) is the result after the MPEG encoding.

To recover the watermark image from the compressed video, the video sequence is

first MPEG decoded and each frame is subjected to watermark extraction process

similar to the one described in Chapter 6 for imzge in image decoding. Figure (c)

shows the recovered Logo image. It can be seen that, although the video frame has

been heavily distorted, the logo can still be recognized. Moreover, since I-frames in

the MPEG-1 sequence are JPEG compressed, the results would be similar to

image-to-image embedding described in the previous chapters. The frame #5

shown is a B frame. The reconstructed signature from this B frame is shown in

figure (d). The reconstructed signature images from two P frames are shown in

figure (e) and figure (f). In general, it appears that the method works reasonably

well for hiding still images in video. In the same way, the algorithm can be

extended to hide video signature into a video host. Notice the difference in quality

between the I-frame embedded and P-frame embedded blocks. For example, the

top-left block of the figure is of good quality because this block is embedded

directly in an I-frame in the MPEG sequence. Blocks recovered from P- or B-
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frames show some amount of visible noise in the reconstructed image. In this

experiment, the MPEG bit rate was 500 k bits/second at 30 frames/second.

Figure 7.4- (a) shows the PSNR of the retrieved watermark image Logo

watermarked frames for the first 16 frames of the video for a video rate of 500

kbits/second, (b) is for video rate 750 kbits/second. Figure 7.5 shows the PSNR of

the embedded video frames. From Figures 7.4 and 7.5 one can see that the pattern

structure I, B, P is not reflected in these results. In other words, the PSNR measure

does not «how it while human visual perception does. This is another indictment

against PSNR as a measure of distortion.

Finally, Figure 7.6 shows Average PSNR of the recovered watermark as a function

of compressed video bit rate for video sequence of Waller and logo image as

watermark at 30 frames /second, while Figure 7.7 shows the percentage of bit eitor

rate due to MPEG compression for Walter sequence and Logo image.

7.5 Summary

In conclusion, we note that the methods developed in Chapes }>>-'J enable new

application domain in multimedia processing. In addition, the embedded watermark

is robust to a reasonable level of signal distortion even though the host video was

not available for extraction. Moreover, the algorithm is portable to different

applications and can hide different types of information robustly within a host

signal. This ability has potential applications to multimedia data control and in the

emerging MPEG standards such as MPEG-4 and MPEG-7. The easy of access to

and manipulation of content makes it all the more important that the multimedia
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content be protected from unauthorized uses. MPEG has started working on a new

standard for multimedia that enables content to be searched for and delivered based
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on usage rights, and data hiding technologies such as the one described in this

thesis are very useful for such applications.

The disadvantage of this algorithm is the excessive computations needed to embed

every frame of the video sequence, especially when the video sequence is of

considerable length. However, this is a problem only when the embedding process

performed in real time, and even this is not a big issue considering the fast

improvement in computer technology.
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Conclusions and Future Work

8.1 Conclusions

In this research we have developed several new techniques for robust data

embedding of image and video data. These techniques enable embedding large

amounts of data and facilitate signature recovery in the absence of the original host.

The proposed methods have given an overview of the advantages that channel

coding brings about in data embedding applications. The channel codes used in this

research comprises of block codes such as BCH and Reed-Solomon, the other

codes used were the convolutional code, concatenated codes, and turbo codes.

Several interesting applications of these embedding methods to lossless text data

recovery from lossy compressed image, and images in video hiding, were presented

in Chapters 4-7.
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8.2 Summary of Contributions

One of the main contributions of this thesis is the development of methodologies

for large quantity data embedding. As the result demonstrates, the signature

recovery is quite robust to JPEG compression and noise addition. Since these

techniques enable large quantity data embedding, one can achieve robustness to

image manipulations for watermarking related applications by having redundancy

in the signature data.

In Chapter 4 we presented the error-correcting coding technique together with

DWT and VQ, that distributes the message data in the wavelet sub-bands. Using

this method, one can embed images, which are up to 25% of the host data size. This

method is quite robust to JPEG compression and noise addition. Moreover, we

demonstrate applications using the previous method for lossless text data hiding.

We consider the example of hiding a text message into an image and the message is

recovered without error even when the embedded image is lossy compressed.

Chapter 5 extends the wavelet-based embedding technique by implementing

convolutional code for error-corrections. Concatenated codes and turbo codes add

error resilience to signature recovery. Trellis decoding is implemented using the

maximum likelihood decoding algorithm together with the maximum a posteriori

(MAP) probability algorithm and soft output Viterbi algorithm (SOVA)

In Chapter 6, we present an algorithm, which combines trellis codes and wavelet

transform. In contrast to the previous methods in Chapter 4 and 5, this method does

not require the original host to recover the hidden data. Methods that do not require
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the original host are very desirable in applications such as hidden communications.

This method is again shown to be quite robust to JPEG compression.

In Chapter 7, we demonstrate that this method is robust to motion compensated

coding. This is illustrated by hiding images in video, which is MPEG compressed.

In summary, the methods presented in this dissertation advance the current data

hiding technology both in terms of the quantity of the data that can be hidden (up to

25% compared to 1% reported in the literature), and the quality of the embedded

and recovered data even under significant JPEG/MPEG compression (of up to 90%

in some case). Analysis of the different coding schemes reveals the superior

performance of convolutional codes for a reasonable complexity. Comparison with

the uncoded case shows gains of about 5 dB for simple codes. Note that increase in

coding gain allows increasing the number of hidden information bits for the same

probability of error.

Finally, as the work presented here is general, it can be extended to other types of

host and signature data.

8.3 Directions for Further Research

8.3.1 Robustness to Signal Manipulation

The primary emphasis in this dissertation is on large quantity data embedding that

is robust to data compression. There is a trade-off between the quantity of the data

that can be embedded and the robustness of the hidden data to signal processing. In
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digital watermarking for authentication, intentional or unintentional attacks may

include, in addition to signal compression, scaling, cropping, rotation of images,

and digital-to-analog and analog-to-digital conversions. No single technique can be

resistant to all these attacks simultaneously. However, the methods proposed in this

dissertation have the advantage of embedding large amounts of data. Since

watermarks typically require very few bits compared to the host data size, one may

be able to distribute these bits intelligently so that the embedded data is resistant to

specific attacks than compression. This needs further investigations.

8.3.2 Information-Theoretic Mode!

In this thesis, we have illustrated basic similarities and differences between

watermarking and traditional communications. The host signal has been viewed as

a form of noise, and signature or watermark signals treated as transmissions with

very low signal-noise-ratios. However, observation knowledge of the host data as

side information at the transmitter allows the design of more powerful data

embedding algorithms [Moulin, et. al., 2000]. In order to utilize this

communication model in the design of watermark insertion algorithm, it is

necessary to have knowledge of the underlying statistics of the content and the

distortion it is likely to experience. In particular, it could be possible to calculate

the robustness of watermarked data to subsequent attacks, and to maximize

robustness within a specified distortive constraint.

While these observations promise an enhancement in the performance, there is still

much room for future work. This might include further improvement by optimizing
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the encoder to adapt itself to the host signal and uses it to his advantage by,

choosing codewords in the direction of the host signal [Costa, 1983]. Certainly the

use of error correcting codes that has been implemented in this thesis will be an

added benefit to such models.

8.3.3 Applications

Large quantity data embedding and lossless recovery of hidden data open up a

domain of new applications, including image/video quality control, and embedding

control information in multimedia data.

Other potential applications include multimedia databases where the objects in the

data base "contain" self-information that can be used in navigating the database, or

in providing different levels of access to the users depending on the service that is

requested. For example, object based representations (using region masks) could be

embedded into the video stream that would enable object based functionality using

existing video data formats such as MPEG-2. While many standard bit streams

allow for header information where such control data bits could be stored,

embedding the control data in the host data stream has the advantage that it can not

be accidentally or otherwise stripped off the host data. Recently, the MPEG has

started working on developing a new standard MPEG-21 "Multimedia

Framework". The scope of the standard can be described as the integration of two

critical technologies: how consumers can search for and get content by

themselves or through the use of intelligent agents and how content can be
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decoded for consumption according to usage rights associated with the content

(quoted from a web paper by Leonardo Chiariglione, Convener, MPEG;

(http://www.telecomitalialab.com/threports_e.htm). We believe that the

technologies developed in this dissertation would enable such applications.
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Source and channel coding approach to data hiding
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ABSTRACT

In this work, a robust data embedding scheme, which uses a source and channel coding framework for data hiding is
implemented. The data to be embedded, referred to as the signature data, comprises of two different data types, text
messages and images as the signature data. The first data type used was the text message, where the text message is
converted into bits and these bits are coded using Reed-Solomon codes, and the resulting code is hidden into the wavelet
transformed coefficients of the host image. For hiding images as signature data, an image is used as large as 128 x 128 to be
hidden into a host image of size 256 x 256. The perturbations are controlled by a maximum allowable visible distortion that
can be introduced in the host using a model of the human visual perception. This method could be used for both digital
watermarking related applications as well as for data hiding purposes.

Keywords: Data hiding, digital watermarking, error correcting codes, wavelet transform, vector quantization

1. INTRODUCTION

Motivated by the overwhelming desire for Internet data security, digital watermarking has recently emerged as an important
area of research in multimedia data processing1"2. A digitally watermarked image is obtained by invisibly hiding a signature
information into the host image. The signature is recovered using an appropriate decoding process. The challenge is to
simultaneously ensure that the watennarked image is perceptually indistinguishable from the original, and that the signature
be recoverable even when the watennarked image has been compressed or transfonned by standard image processing
operations.

Several interesting data hiding techniques for images have been proposed. The most common approach is to add fixed
amplitude noise to the host image3"7. All of the schemes described utilise the fact that digital media contain perceptually
insignificant components, which may be replaced or modified to embed data. While most of the research on watermarking
concentrates on copyright protection in internet data distribution8'', a different kind of watermarking, commonly known as
data hiding, is at present receiving considerable attention. Data hiding is intended to hide larger amounts of data into host
source, rather than just to check for authenticity and copyright information10"''. In other words, the problem of watermarking
or copyright protection is a special case of the generic problem of data hiding, where a small signature is embedded with
greater robustness to noise.

In this work, the data to be embedded, referred to as the signature data, comprises of two different data types, text messages
and images. The first data type used was the text message, where the text message is converted into bits and these bits are
coded using Reed-Solomon codes, and the resulting code is hidden into the wavelet transfonned coefficients of the host
image. For hiding images as signature data, an image is used as large as 128 x 128 to be hidden into a host image of size 256
x 256. To accommodate for the large number of bits to be hidden, the signature data is first compressed using vector
quantization and the indices obtained in the process are embedded in the wavelet transform coefficients of the host image.
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The transformed coefficients of the host data are grouped into vectors, and the vectors are perturbed using noise-resilient
channel codes derived from error correcting codes12. Error correcting codes provide coders with a tool to recover lost
information such as errors, erasures and deletions.

It's worth noting here that the watermarking problem is a special case of the data hiding algorithm. In watermarking
applications, the allowable distortion is very small, and the requirement of robustness is very strict. As a result, the amount
of data that can be hidden reliably is small. In this work, the focus is on the more generic problem where any amount of data
may be hidden, but in a manner such that for a given allowable distortion the robustness against data transformations,
compression, or attacks, is maximized.

The perturbations are controlled by a maximum allowable visible distortion that can be introduced in the host using a model
of the human visual perception. The spatial masking model of Girod13 was used to adjust the watermark strength (or the
scaling factor a), so that the watennarked image is perceptually identical to the original image. This method could be used
for both digital watermarking related applications as well as for data hiding purposes. The scale factor a controls the relative
amount of host and signature image data in the embedded image. A large scale factor can be used for data hiding where it is
desirable to maintain perceptual quality of the embedded image. A lower scale factor is better suited for watermarking
where robustness to typical image processing operations is needed.

Compared to prior work in digital watermarking, the proposed scheme can handle a significantly large quantity of data such
as a gray scale images. A trade-off between the quantity of hidden data and the quality of the watennarked image is
achieved by varying the number of quantization levels for the signature, the code word length, and the scale factor for
embedding. Moreover, the proposed scheme here focuses on hiding the signature mostly in the low frequency DWT bands,
and stable reconstruction can be obtained even when the images are transformed, quantized (as in JPEG), or otherwise
modified by enhancement or low pass filtering operations.

In this paper, we use the vector quantization scheme for compressing the signature image, the compressed indices are
injected into the wavelet coefficients of the host image in a vector based perturbation and the watennarked host is subjected
to JPEG compression for manipulation of the watennarked image before attempting retrieval. As our experimental-results
indicate, there are no visible distortions in the watennarked image, and the recovered signature is similar to the original
signature even after 5% JPEG lossy compression quality factor.
In the next section a discussion of the proposed embedding and extracting algorithm is presented.

2. DATA EMBEDDING

The host data is first orthogonally transfonned, and the transfonn coefficients are then perturbed in a definite fashion to
represent hidden information. Note that the use of a transfonn is not essential to this approach because a raw image is by
itself an expansion on the standard bases. However, orthogonal transformations may yield a subset of coefficients which
when perturbed, either result in a lower probability of erroneous detection after a particular kind of transformation, or yields
less perceptually significant distortions, or strike a compromise ofboth.
Moreover, it is well known that embedding in the low-frequency bands is more robust to manipulations such as
enhancement and image compression. However, changes made to the low frequency components may result in visible
artifacts. Modifying the data in a multiresolution framework, such as a wavelet transfonn14 , appears quite promising for
obtaining good quality embedding with little perceptual distortion.

The embedding procedure is explained by means of the diagram in Figure 1. The data to be embedded is first source coded,
either losslessly or lossily depending on the nature of the data to generate a sequence of symbols. For hiding large amount
of data, as it is the case for hiding images, the signature image is first quantized using vector quantization with Linde-Buzo-
Gray (LBG) algorithm15. Vector quantization (VQ) transfonns the vectors of data into indices that represents the clusters of
vectors. For example, for the case of Bear image of size 128 x I28,The image is first decomposed into 4-dimensional image
vectors; in this case the signature image is divided into 2 x 2 blocks. Each vector is compared with a collection of
representative codevectors taken from a previously generated codebook (the source codebook). Best match codevector is
chosen using a minimum distortion rule. After the minimum distortion codevector has been found, the index z is used to
represent the signature vector. For 4-dimensional vector quantizer, the codebook contains 16 levels or in another word, the
quantization level (i =16. A high value of quantization level (P) quantizes the signature finely, but a must now be higher too
so that the probability of error is sufficiently low. This in turn degrades the transparency of the watermarked image. The



choice of the parameters a and P determines the trade-off between the transparency and the quality of the hidden data. In
order to embed these indices; each index is coded using channel coding like the error-correcting codes before embedding in
the transformed host image. Error-control coding techniques are used to detect and correct errors that occur in the data
transmission in a digital communication system. The transmitting side of the error-control coding ads redundant bits or
symbols to the original information sequence. The receiving side of the error-control coding uses these redundant bits or
symbols to detect and correct the errors that occurred during transmission.

For hiding these codes into the host image, a single level of the discrete wavelet transform (DWT) decomposition of the
host image is made before data embedding, where a group of N transformed coefficients are used to form an N-dimensional
vector. These vectors are then modified by the coded indices after it has been scaled by a factor a. The parameter a
determines the transparency constraint. That is, if v represents a vector of host DWT coefficients after grouping, and the
index of the vector quantized signature image is ; , then the perturbed vector w is given by:

where C(.y,) represent the channel code corresponding to the symbol £,. where / = l,...,p. Each index of the signature

image is hidden into N coefficients in the LL band of the host; the remaining indices are hidden in the other subbands of the
host (HL, LH, and HH). The scale factor for embedding is chosen in a way that assure an acceptable quality for the
watermarked image. In addition to the traditional Peak Signal to Noise Ratio (PSNR) measure for assessing this quality, a
model of the human visual perception is also used. The spatial masking model of Girod16 was used to adjust the watennark
strength (or the scaling factor a), so that the watermarked image is perceptually identical to the original image. The spatial
masking model of Girod is based on the physics of human visual perception and accurately describes the visibility of
artefacts around edges and in fiat areas in digital images. The model is a general model and can be applied to videos. In this
case, only the spatial portion of the model is used.
For security in copyright protection, we can select special regions in the transform domain to embed data, or randomly
group the coefficients to form a vector using a private key. It is to be noted, however, that in general, the less the quantity of
data hidden, and the more secure it can be made.

3. EXTRACTING DATA

If the original host image is available, then the operation of data injection and retrieval are, in fact, very similar to the
channel coding and decoding operations in a typical digital communication systems. In watermarking in the transform
domain, the original host data is transformed, and the transformed coefficients are perturbed by a small amount in one of
several possible ways in order to represent the signature data. When the watermarked image is compressed or modified by
image processing operations, this is equivalent to adding noise to the perturbed coefficients. The retrieval operation
subtracts the received coefficients from the original ones to obtain the noisy perturbations. The true perturbations that
represent the injected data are then estimated from the noisy data as best as possible.

Recovering the hidden data starts with the same DWT of the received watermarked image that was used to embed the data.
The true host image coefficients (known to the receiver) are then subtracted from the coefficients of the received image to
obtain the noisy perturbations. Note that these perturbations can be "noisy", because of various possible transformations of
the watermarked data. These coefficients are then grouped into groups of N in the same manner as they were grouped
during encoding to obtain a vector e , which is scaled by the factor I/a. The resulting vector \/a.c is then decoded to find
the index i. From the index / , and using a duplicate codebook and a table lookup, the signature data can be recovered.
Figure 2 shows the details of symbol recovery and signature extraction.

4. EXPERIMENTAL RESULTS AND CONCLUSIONS

Different images and text messages were used in testing this algorithm and different parameters were implemented as a
measure such as the Peak Signal to Noise Ratio (PSNR) of the reconstructed image as a function of the JPEG coding quality
factor (Q) for different codes and different scale factor a, the similarity of the reconstructed image to the original signature
image for various levels of Q, and the Bit Error Rate (BER) as a function of Q.



One of the test images used in this work is shown in Figure 3. The host image, Lena a 256 x 256 gray scale, and the
signature images Bear, and Peppers, all are 128 x 128 gray scale. A 1-stage discrete Haar wavelet transform is used for both
the encoder and the decoder in this work.
Figure i illustrates the data hiding technique on Lena image, 256 x 256 grayscale. Using this scheme, the text "We are
investigating data hiding using Reed-Solomon codes" is embedded in the host Lena image. Girods1 model16 indicated that
a = 10 produced watermarks with less than 1% of pixels with visible changes and PSNR = 38.3 dB for the case of hiding
text messages of length 448 bits. The image with the hidden data is shown in Figure 3 (c) with PSNR = 35.56 dB, and a
scaling factor oc = 40, which produced watermarks with less than 3% of pixels with visible changes. Figure 4 shows Lena
image watermarked with bear image using LBG vector quantizer with blocks of 2 x 2 and 16 levels and BCII coding of
(7,4) at various scale factor, without any compression. Note that the scale factor a controls the relative weight of host and
signature image contributions to the fused imaf A.s the value of ex increases, the quality of the watermarked image
degrades. For example, in Figure 4, one can see u .i facts in the background for a = 20. a =10 appear to be a reasonable
value in terms of the trade-off between quality of the watermarked image and robustness to signature recovery under image
compression.

Figure 5 shows the compressed watermarked image of Baboon and the recovered Peppers image for different levels of
JPEG compression. The recovered image at Q = 5% is clea even though the watermarked image of Baboon has degraded a
lot and is of no commercial value.
Figure 6 shows the signature images recovered from the watermarked Lena image after 100%, 80%, 50%, and 5% JPEG
quality factor. In general, most of the recovered signature images are of high quality, when the scale factor a = 10.
In Figure 7 a plot of bit error (BER) for different levels of JPEG coding at different quality factors is shown for hiding text

into image. From this figure, its clear that the quality factor at which the watermark is lost is when Q = 30% which is much
better than previous results published in reference1 that was obtained using both spatial and frequency data hiding
techniques. Similarly, Figure 8 shows the plot ofBER versus JPEG coding at different quality settings for hiding bear image
into the host image. The algorithm works well under high quality coding conditions yet degrades more rapidly when the
coding becomes too lossy. Figure 9 shows the PSNR of the recovered bear image for different values of JPEG compression.
The quality of the recovered signature with a large scale factor a is obviously much better than those with a smaller a. On
the other hand, the number of quntization levels P determines the coarseness of quantization and therefore the quality of the
signature image hidden in the host.

The technique presented here is a new technique that allows the correction of channel errors due to compression attack; it
also has the ability to hide large amount of data into the host image. However, There are still some work to be done and the
watermarked image need to be subjected to other attacks, for example, noise addition, filtering and other image processing
techniques and see how it will affect the recovered signature image.
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(a) Original host Lena image
(256 x 256)

(b) Signature images
(128 x 128)

(c) Image with hidden text message

Figure 3: Test images (a) Host Lena image, (b) Bear and Peppers signature images, (c) Image with
hidden text message for a = 40.

(b )a = 5 , p = 1 6 ( c ) a = 1 0 , p = 16 ( d ) a = 2 0 , p = 1 6

Figure 4: Host Lena with embedded bear image for various scale factors.



Q = 100% Q = 50% Q = 5%

Figure 5 Embedded image using Baboon as the host image and Peppers image as the signature for different
quality factor (Q%) of JPEG compression using BCU (7,4) and scale factor a = 10, and quantization levels
P = 16.

Q= 100% Q = 80% Q = 50% Q = 5%

r iisrss

Figure 6: Recovered signature images for different JPEG Quality factor (Q) using Lena image as the host
and BCU coding, a = 10, and j3 = 16 .
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Abstract
This paper describes a robust data embedding scheme,
which uses a source and channel coding framework for
data hiding. The data to be embedded, referred to as the
signature data, is source coded by vector quantization
and the indices obtained in the process are embedded in
the transform coefficients of the host image. Transfomi
coefficients of the host are grouped into vectors and
perturbed using error-correcting codes derived from
BCH codes. Compared to prior work in digital
watermarking, the proposed scheme can handle a
significantly large quantity of data such as a gray scale
images. A trade-off between the quantity of hidden data
avid the quality of the watermarked image is achieved
by varying the number of quantization levels for the
signature, the code word length, and the scale factor for
embedding. Experimental results on signature recovery
from JPEG compressed watermarked images are
included.
Keywords
Digital watermarking, data hiding, wavelet transform,
error-correcting codes, vector quantization.

1. Introduction
Motivated by the overwhelming desire for Internet data
security, digital watennarking has recently emerged as
an important area of research in multimedia data
processing [1]. A digitally watennarked image is
obtained by invisibly hiding a signature information
into the host image. The signature is recovered using an
appropriate decoding process. The challenge is to
simultaneously ensure that the watennarked image is
perceptually indistinguishable from the original, and
that the signature be recoverable even when the
watermarked image has been compressed or
transformer! by standard image processing operations.
Several interesting data hiding techniques for images
have been proposed. The most common approach is to
add fixed amplitude noise to the host image
[2][3][4][5][6]. All of the schemes described utilize the
fact that digital media contain perceptually insignificant
components, which may be replaced or modified to

embed data. While most of the research on
watennarking concentrates on copyright protection in
interact data distribution [7][8], a different kind of
watennarking, commonly known as data hiding, is at
present receiving considerable attention. Data hiding is
intended to hide larger amounts of data into host source,
rather than just to check for authenticity and copyright
information [9][10]. In other words, the problem of
watermarking or copyright protection is a special case
of the generic problem of data hiding, where a small
signature is embedded with greater robustness to noise.
This paper proposes a robust data hiding technique
using channel codes derived from the error-correcting
codes. In particular we use BCH error-correcting codes
with different code words where a gray-scale image is
embedded by perturbing the host wavelet coefficients.
In this paper, we: u:,e the vector quantization scheme for
compressing the signature image, the compressed
indices arc injected into the wavelet coefficients of the
host image in a vector based perturbation and the
watennarked host is subjected to JPEG compression for
manipulation of the watermarked image before
attempting retrieval. As experimental-results indicate,
there are no visible distortions in the watennarked
image, and the recovered signature is similar to the
original signature even after 5% JPEG lossy
compression quality factor.

In the next section a discussion of the proposed
embedding and extracting algorithm is presented.

2. Data embedding
It is well known that embedding in the low-frequency
bands is more robust to manipulations such as
enhancement and image compression. However,
changes made to the low frequency components may
result in visible artifacts. Modifying the data in a
multircsolution framework, such as a wavelet
transform [11], appears quite promising for obtaining
good quality embedding with little perceptual
distortion. Figure 1 shows a schematic diagram of the
embedding procedure. In this work, a vector-based
approach is adopted to hidden data injection, where a
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Figure 1. Block diagram of the encoder in the embedding state.
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group of N transformed coefficients are used to form
an N-dimensional vector. These vectors arc modified
by codes that represent the data to be embedded. The
codes used for channel coding an, error-correcting
codes. Error correcting codes provide coders with a
tool to recover lost information such as errors, erasures
and deletions. In this work, block codes known as the
BCH code was used. The coefficient vectors perturbed
in our implementation are of dimension N and the
channel code used to embed the data is BCH codes of
(N, K) [12]. In this algorithm, a single level of the
discrete wavelet transform (DWT) decomposition of
the host image is made before data embedding. The
signature image is quantized using vector quantization
with Linde-Buzo-Gray (LBG) algorithm [13]. Vector
quantization (VQ) transforms the vectors of data into
indices that represents the clusters of vectors. For BCH
code of (7,4), the signature image is decomposed into
4-dimcnsional image vectors; in this case the signature
image is divided iato 2 x 2 blocks. Each vector is
compared with a collection of representative
codevectors taken from a previously generated
codebook (the source codebook). Best match
codevector is chosen using a minimum distortion rule.
After the minimum distortion codevector has been
found the index / is used to represent the signature
vector. In order to embed the indices, the DWT
coefficients of the host image is grouped to form an N-
dimcnsional vector, and the vector is then perturbed by
the coded indices after it has been scaled by a factor a .
If v represents a vector of host DWT coefficients after
grouping, and the index of the vector quantized
signature image is / , then the perturbed vector w is
given by:

w = v +a.C(si)
where c(k<?.) represent the channel code (BCH code)

corresponding to the symbol 5,. where / = l, . . . , /3.

Each index of the signature image is hidden into N
coefficients in the LL band of the host; the remaining
indices are hidden in the other subbands of the host
(ML, LH, and HH). The scale factor for embedding is

chosen in a way that assure an acceptable quality for
'<.e watermarked image. The choice of the parameters
a and P determines the trade-off between the
transparency and the quality of the hidden data. For
security in copyright protection, we can select special
regions in the transform domain to embed data, or
randomly group the coefficients to form a vector using
a private key. It is to be noted, however, that in general,
the less the quantity of data hidden, and the more
secure it can be made.

3. Extracting data
If the original host image is available, then the
operation of data injection and retrieval arc, in fact,
very similar to the channel coding and decoding
operations in a typical digital communication systems.
In watermarking in the transform domain, the original
host data is transformed, and the transformed
coefficients are perturbed by a small amount in one of
several possible ways in order to represent the signature
data. When the watermarked image is compressed or
modified by image processing operations, this is
equivalent to adding noise to the perturbed coefficients.
The retrieval operation subtracts the received
coefficients from the original ones to obtain the noisy
perturbations. The true perturbations that represent the
injected data arc then estimated from the noisy data as
best as possible.
Recovering the hidden data starts with the same DWT
of the received watermarked image that was used to
embed the data. The true host image coefficients
(known to the receiver) arc then subtracted from the
coefficients of the received image to obtain the noisy
perturbations. Note that these perturbations can be
"noisy" !^ecause of various possible transformations of
the watermarked data. These coefficients are now
grouped into groups of N in the same manner as they
were grouped during encoding to obtain a vector e , and
then scaled by the factor I/a. The resulting vector i/ae
is then BCH decoded to find the index / . From the
index / , and using a duplicate codebook and a table
lookup, the signature image can be recovered. Figure 2



Host image I
J DWT

Watermarked i
image ^ DWT

1

(-)
^~m Noisy

Group

into N

1 perturbed
coefficients

Ma
r

\ _ ^

\l ae

BCH

Decoding

ndex

/ ^

Source

codebook

lecovercc
signature
image

Figure 2. Block diagram of the decoder.

shows the details of symbol recovery and signature
extraction.

4. Experimental results
The test images used in this work are shown in Figure
3. The host image, Lena a 256 x 256 gray scale, and
the signature images Bear, and peppers, all are 128 x
128 gray scale. A 1-stage discrete Haar wavelet
transform is used for both the encoder and the
decoder in this work.
Figure 4 shows Lena image watermarked with bear
image using LBG vector quantizer with blocks of 2 x
2 and 16 levels and BCH coding of (7,4) at various
scale factor, without any compression. Note that the
scale factor a controls the relative weight of host and
signature image contributions to the fused image. As
the value of a increases, the quality of the
watermarked image degrades. For example, in Figure
4, one can sec artifacts in the background for a = 20.
a =10 appear to be a reasonable value in terms of the
trade-off between quality of the watermarked image
and robustness to signature recovery under image
compression.
Figure 5 shows the signature images recovered from
the watermarked image after 100%, 80%, 50%, and
5% JPEG quality factor. In general, most of the
recovered signature images are of high quality, when
the scale factor a = 10. Figure 6 shows the PSNR of
the recovered bear image for different values of JPEG
compression. The quality of the recovered signature
with a large scale factor a is obviously much better
than those with a smaller a . On the other hand, the
number of quntization levels (3 determines the
coarseness of quantization and therefore the quality
of the signature image hidden in the host.

5. Conclusions
The technique presented here is a new technique that
allows the correction of channel errors due to
compression artack; it also has the ability to hide
large amount of data into the host image. There arc
still some work to be done and questions to be
answered, among others:

• Does the method perform better with longer codes?
If so, what are the most appropriate?
• Is there an optimum in the trade-off among the
scale factor a, quantization levels P, and channel
code length (N,K).
Moreover, the watermarked image need to be
subjected to other attacks, for example, noise addition,
filtering and other image processing techniques and
see how it will affect the recovered signature image.
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ABSTRACT

This paper proposes an algorithm of data hiding for
image signal based on the wavelet transform and error-
correcting codes. The data to be embedded, referred to
as the signature data, is coded using error-correcting
codes and the resulting code is hidden into the wavelet
transformed coefficients of the host image in a vector
based perturbation. When the amount of hidden data is
large, as it is the case when the signature data is an
image, the signature data is first compressed using
vector quantization and the indices obtained in the
process are embedded. Information data are detected
using both original and watermarked images.
Simulation results demonstrates the high robustness of
the algorithm to image degradations such as JPEG and
additive noise.

1. INTRODUCTION

Digital watermarking and information embedding
systems have a number of important multimedia
applications [1,2]. Many of these applications relate to
copyright notification and enforcement for multimedia
content such as audio, video, and images that are
distributed in digital formats. In data hiding, the focus
is on hiding large amounts of data in a host, for a wider
range of applications than just copyright protection.
Data hiding has several applications, such as
transmission of secret information over an insecure but
available medium such as the Internet. Another
application is in secure transmission of control
information along with data in a commercial delivery
system. In general, data hiding makes possible
invisible mixing of different kinds of secure data
transmission, allowing only authorized to retrieve the
additional hidden information.
Previous work on embedding invisible signatures can
be grubbed into spatial domain and transform domain
methods. Targeted applications include watermarking
for copyright protection or authentication. Typically,
the data used to represent the digital watermarks are a
very small fraction of the host image data. Such

signatures include, for example, pseudo-random
numbers, trademark symbols, and binary images. Much
work has also been done in modi lying the data in the
transform domain. These include DCT domain
techniques [3] and wavelet transforms [4,5,6]. This
paper presents a data embedding scheme that is
suitable for both watermarking and image data hiding.
While watermarking requires robustness to image
manipulation, data hiding requires that there is very
little visible distortion in the host image. While much
of the previous work used signature data that is a small
fraction of the host image data, the proposed approach
can easily handle gray-scale images that could be as
much as 25% of the host image. In some of the recent
work on using wavelets for digital watermarking, the
signatures were encoded in high and middle frequency
bands. Such an embedding is sensitive to operations
such as low pass filtering, JPEG lossy compression,
and the Laplacian removal attack which has been found
to be effective against several digital watermarking
schemes that modify the mid to high frequency spectral
components of the original image [7]. In contrast, the
proposed scheme here focuses on hiding the signature
mostly in the low frequency DWT bands, and stable
reconstruction can be obtained even when the images
are transformed, or otherwise modified by low pass
filtering operations.

The paper is organized as follows: the next section
describes the proposed algorithm in detail and
experimental results are provided in section 3.
Discussions are concluded in section 4.

2. THE PROPOSED METHOD

The embedding procedure is explained by means of the
diagram in Figure 1. The data to be embedded is first
source coded, either losslessly or lossily depending on
the nature of the data to generate a sequence of
symbols. For hiding large amount of data, as it is the
case for hiding images, the signature image is first
quantized using vector quantization with Linde-Buzo-
Gray (LBG) algorithm. Vector quantization (VQ)
transforms the vectors of data into indices (/) that
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represents the clusters of vectors. Details of this
procedure can be found in [8]. These indices are then
BCH coded, interleaved, and scaled before adding it to
the host DWT coefficients. The host image is wavelet
transformed and a group of N transformed coefficients
are used to form an N-dimensional vector. These
vectors are then modified by the coded indices alter it
has been scaled by a factor a. The parameter a
determines the transparency constraint. That is, if V
represents a vector of host DWT coefficients after
grouping, and the index of the vector quantized
signature image is / , then the perturbed vector w is
given by:

w = v+aC(Sj) (l)

where C ( J ( - ) represent the channel code

corresponding to the symbol s( where i = l,...,p. Each

index of the signature image is hidden into N
coefficients in the LL band of the host; the remaining
indices are hidden in the other subbands of the host
(HL, LH, and HM). The scale factor for embedding is
chosen in a way that assure an acceptable quality for
the watermarked image. The scale factor alpha controls
the relative amount of signature data used in the
embedding scheme.
Recovering the hidden data starts with the same DWT
of the received watermarked image that was used to
embed the data. The true host image coefficients
(known to the receiver) are then subtracted from the
coefficients of the received image to obtain the noisy
perturbations. Note that these perturbations can be
"noisy", because of various possible transformations of
the watermarked data. These coefficients are then
grouped into groups of N in the same manner as they
were grouped during encoding to obtain a vector t

; i
which is scaled by the factor I/a. The resulting vector
l/a.c is then de-interleaved and BCH decoded to find
the index / . From the index / , and using a duplicate
codebook and a table lookup, the signature data can be
recovered. Figure 2 shows the details of symbol
recovery and signature extraction.

3. EXPERIMENTAL RESULTS

The test images used in this paper are: "Lena",
"Baboon", and "Fishingboat". All images were gray
scale images with 256 x 256 pixels. Two types of
signature were used, image data (Bear image), of size
128 x 128 pixels gray scale and ASCII text file of
length 890 bits. All the experiments described below
use the discrete Haar wavelet basis. To measure the
robustness, we used the bit-error rate, the peak signal-
noise ratio PSNR of the recovered watermark image,
the similarity measure, and the attack is JPEG
compression and noise addition.
Bit-Error versus Attack Strength Graph: This graph
relates the watermark robustness to the attack, where
the bit-error rate is plotted as a function of the attack
strength for a given visual quality. This evaluation
allows the direct comparison of the watermark
robustness and shows the overall behaviour of the
method towards attacks. Figure 3 shows this graph for
our example. In this figure, a plot of bit error (BER) for
different levels of JPEG coding at different quality
factors is shown for hiding Bear image into the three
test images. The algorithm works well under high
quality coding conditions yet degrades more rapidly
when the coding becomes too lossy.
Similarly Figure 4 shows the plot of the PSNR of the
recovered Bear image versus JPEG coding at different
quality settings.

The bit error rate for embedding text message is shown
in Figures 5 as a function of JPEG compression and in
Figure 6 as a function of noise addition.
In checking for the presence of a signature, the quality
of the signature is not an issue. A binary decision for
the presence or absence of a signature needs to be
made. We use a measure similar to the one defined in
[3] to compute the cross correlation between the

recovered signature S (m,n) and the original
signature s(m,n) in the wavelet transform domain.
This similarity is defined as:
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s = (2)

A graph of this similarity for varying JPEG
compression is shown in Figure 7, as can be seen from
this graph, it is easy to find a threshold for signature
detection between unwatermarked and watermarked
images. Moreover, Figure 8 shows the bit error rate for
both watermarked and unwatermarked Lena image for
the case of hiding text message.

4. DISCUSSION

In this method, a scheme of embedding large amount
of data is presented. This approach could be used for
both digital watermarking related applications as well
as for data hiding purposes. The scale factor controls
the relative amount of host and signature data in the
embedded image. Experimental results demonstrate
that good quality signature recovery and authentication
is possible when the images are JPEG compressed and
under noise addition.
The method performs very well against the JPEG
compression attack and achieves 0% BER for quality
factor as low as 30% as can be seen from Figure 5.
There are relatively little differences in performance
for different images. Overall, the method performs
better in JPEG compression attack than in noise
addition.
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ABSTRACT

An approach to embedding gray scale images
using a discrete wavelet transform and trellis coding is
proposed. The proposed scheme enables using signature
images that could be as much as lA of the host image
data and hence could be used both in digital
watermarking as well as image/data hiding. In digital
watermarking the primary concern is the recovery or
checking for signature even when the embedded image
has been changed by image processing operations. Thus
the embedding should be robust to typical operations
such as low-pass filtering and lossy compression. On
the other hand, for data hiding applications it is
important that there should not be any visible changes
to the host data that is used to transmit a hidden image.
Moreover, it is desirable that it is difficult or impossible
for unauthorized persons to recover the embedded
signatures. The proposed method make use of channel
codes that are implemented in digital communication
for fading channels such as trellis codes. Experimental
results demonstrate that high quality recovery of the
signature data is possible and that it is robust to
operations such as JPEG compression and noise
addition.

Keywords: digital watermarking, data hiding, trellis
coding.

1. INTRODUCTION

As multimedia data, such as images audio a> ••
video, becomes wide spread on the Internet, there is a
need to address issues related to the security and
protection of such data [1,2,3]. Digital watermarking is
one approach to managing this problem by encoding
user or other copyright information directly in the data.
In order to be effective, an invisible watermark should
be secure, reliable, and resistant to common signal
processing operations and intentional attacks.
Recovering the signature from the watermarked media
could be used to identify the rightful owners and the
intended recipients as well as to authenticate the data.

Previous work on embedding invisible
signature can be broadly grouped into spatial domain
and transform domain methods. Targeted applications
include watermarking for copyright protection or
authentication. Typically the data used to represent the
digital watermarks are very small fraction of the host
image data. Such signatures include, for example,
pseudo-random numbers, trademark symbols and binary
images. Spatial domain methods usually modify the
least-significant bit of the host image [3,4], and are, in
general, not robust to operations as low-pass filtering.
Much work has also been done in modifying (he data in
the transfonn domain. These include DCT domain
techniques [5, 6], and wavelet transforms [7, 8]. While
much of the previous work used signature data that is a
small fraction of the host image data, the proposed
approach can easily handle grey-scale images that could
be as much as 25% of the host image. In recovering the
signature image, it is assumed that the original host
image is available.

The proposed scheme distributes the signature
information in the discrete wavelet transform (DWT)
domain of the host image. Spatial distribution of the
DWT coefficients helps to recover the signature even
when the images are compressed using JPEG lossy
compression. In some of the recent work on using
wavelets for digital watermarking, the signatures were
embedded in all DWT bands. Such an embedding is
sensitive to operations that change the high frequency
content without degrading the image quality
significantly. Examples of such operations include low
pass filtering for image enhancement and JPEG lossy
compression. In contrast, the proposed scheme here
focuses on hiding the signature mostly in the low
frequency DWT bands, and stable reconstruction can be
obtained even when the images are transformed,
quantized (as in JPEG), or otherwise modified by
enhancement or low pass filtering operations.
Moreover, the algorithm makes use of channel coding
that is often implemented to overcome fading in mobile
communications such as trellis coding. The paper is
organized as follows: the next section describes how
data embedding is similar to digital communication
system. The embedding and extraction algorithm of
data is explained in detail in sections 3 and 4 and
experimental results are provided in section 5.
Discussions are concluded in section 6.
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2. PARRALLEL WITH DATA
COMMUNICATION

Digital watermarking of multimedia can be
viewed as a communications problem. A message
(information to be embedded) is converted into a signal
(the watermark), which is then sent through a channel to
the receiver. The receiver must locate the watermark
signal and attempt to recover the message from it. The
channel is referred to as the watermark-channel to
distinguish it from a conventional broadcast channel.

An attack is an operation, performed on the
watermarked document, that may degrade a watermark
and possibly make the watermark unreliably detected.
From a communications point of view, even
coincidental manipulations such as lossy compression
or cropping, are attacks. Attacks are assumed to occur
only in the channel. While there are various noise
models available for various kinds of channels, we will
assume that the noise is of an Additive White Gaussian
Noise (AWGN). This particular noise model
approximates many real channels and also makes
analysis simpler. The task of the receiver is then to
estimate the symbols transmitted from the noisy
waveform that is received. In a noise free channel, the
received signal point is exactly the same point as the
one transmitted. However, as a result of noise, the
received vector is different from the one transmitted.
Using a maximum-likelihood decoder in then yields a
decoding rule, which for every vector received, chooses
the symbol to whose channel code is closest in
Euclidean distance.

3. EMBEDDING PRINCIPLE

For hiding large amount of data, as it is the
case for hiding images, the signature image is first
quantized using vector quantization with Linde-Buzo-
Gray (LBG) algorithm. Vector quantization (VQ)
transforms the vectors of data into indices (/) that
represents the clusters of vectors. Details of this
procedure can be found in [9]. For reliable extraction of
the indices. Several channel codes could be
implemented. In previous work we have investigated
the use of block codes such as BCH and Reed-Solomon
codes as error-control coding to improve the
performance of the embedding algorithm and results
can be found in [10, 11]. In this work, trellis codes is
used as the channel codes. These codes can be
generated from convolutional coding together with set
partitioning which is known as trellis coded modulation
(TCM). It is worth noting here that only the mapping
and not the modulation is used in the embedding. The
TCM used comprises of a convolutional coder with a
rate of Vi. The inputs bits k = 2, one bit is used as input
to the convolutional coder and Jie other bit is left
uncoded. The output bits n = 3, is then mapped to 8
signal point constellation that is used as the channel
code for the signature data. Interleaver is used to
convert burst errors into random errors.

4. EXTRACTION PRINCIPLE

The extraction principle is outlined in Figure 2.

Let us say that the j\h perturbed vector v ,

corresponding to a hidden symbol Sj, has been received
as wj, as a result of additive noise iij due to compression
and other transformations:

In this section we explain the generic
embedding principle by means of the diagram in Figure
1. The secure data is first source-coded either losslessly
or lossily depending on the nature of the data, to
generate a sequence of symbols. The embedding
process injects one symbol into each coefficient vector
vj of the DWT coefficients of the host image. The
coding is usually obtained from a noise-resilient
channel code by scaling it by a parameter a , which
determines the transparency constraint. That is, the

perturbed vectors v • are obtained as follows:

Vj =v.+a.C(st),

where the set of vectors CfsJ, constitute a channel
codebook. The perturbed coefficients are inverse
transformed back to the host before transmission or
distribution.

The process of extraction is then formulated as
a statistical estimation problem that estimates the
transmitted symbol from the noisy version received.
The extraction process uses its knowledge of the
original host to decode, from each received vector, the
symbol within whose decision boundaries the received
perturbation lies. In other words, a nearest neighbor
search with an appropriate distance measure is used.
The sequence of the extracted symbols are then source-
decoded to obtain the extracted watermark.

Recovering the hidden data starts with the
same DWT of the received watermarked image that was
used to embed the data. The true host image coefficients
(known to the receiver) are then subtracted from the
coefficients of the received image to obtain the noisy
perturbations. Note that these perturbations can be
"noisy", because of various possible transformations of
the watermarked data. These coefficients are then
grouped into groups of N in the same manner as they
were grouped during encoding to obtain a vector g,



which is scaled by the factor I/a. The resulting vector
Ma.c is then de-interleaved and Viterbi decoded to find
the index / . From the index i, and using a duplicate
codebook and a table lookup, the signature data can be
recovered.

5. EXPERIMENTAL RESULTS

The test images used in this paper are gray
scale image of "Lena" with 256 x 256 pixels. Two types
of signature were used, image data (Bird image), of size
128 x 128 pixels gray scale and random data of length
2000 bits. All the experiments described below use
the discrete Haar wavelet basis. To measure the
robustness, we used the bit-error rate and the peak
signal-noise ratio PSNR of the recovered watermark
image, the attack is JPEG compression and noise
addition.

Bit-Error versus Attack Strength Graph: This
graph relates the watermark robustness to the attack,
where the bit-error rate is plotted as a function of the
attack strength for a given visual quality. This
evaluation allows the direct comparison of the
wateiTnark robustness and shows the overall behavior of
the method towards attacks. It also shows the
improvement of coded data over uncoded messages.
Figure 3 shows this graph for our example. In this
figure, a plot of bit error (BER) for different levels of
JPEG coding at quality factor °c = 10 is shown for
hiding random data into the test image for both coded
and uncoded cases. The algorithm works well under
high quality coding conditions yet degrades more
rapidly when the coding becomes too lossy.

The bit error rate for embedding random
message is shown in Figures 4 as a function of noise
addition for both coded and uncoded data. Similarly
Figure 5 shows the plot of the PSNR of the recovered
Bird image versus JPEG coding at different quality
settings. Figure 6 shows the original and watermarked
Lena image and Figure 7 shows the recovered Bird
image from the watermarked host after it has undergone
JPEG compression of different quality.

6. CONCLUSION

In this method, a scheme of embedding large
amount of data is presented. This approach could be
used for both digital watermarking related applications
as well as for data hiding purposes. The scale factor
controls the relative amount of host and signature data
in the embedded image. Experimental results
demonstrate that good quality signature recovery and
authentication is possible when the images are JPEG
compressed and under noise addition.
The method performs very well against the JPEG
compression attack and the improvement of the

algorithm is quite significant compared to uncoded data
as seen from Figure 3. At JPEG compression of 70%,
the bit error is almost zero for coded data while its
around 13% for uncoded data, and the difference
between the two curves increases as the image is
severely compressed. Overall, the method performs
better in JPEG compression attack, than in noise
addition. Moreover, from Figure 7 its clear that the
recovered watermark image of Bird is quite
recognizable even at high compression ratio when the
watermarked host is of no commercial value.
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